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The notion of local idempotents is introduced, and their relation to a class of solutions for SU(n) gauge fields
is pointed out. This class includes the known monopole-type solutions for SU(2) and SU(3) gauge
fields—coupled to scalars and spinors. Next, these ideas are used to study solutions for SU(4) gauge fields.
The following classes of solutions are studied. Corresponding to two commuting SU(2) subgroups of SU(4)
one has two monopole-type contributions from the space components, W(x), of the gauge field. They are
directly coupled among themselves, the remaining SU(4) components providing a tensor-type interaction. They
are also coupled to a scalar field $(x) and the time component Wy(x). Two different possibilities for ®(x) and
Wo(x) are considered in detail. An exact solution is given for a point monopole interacting with a particular
system of finite mass. Simple variational calculations are used to obtain finite mass for the total system. Brief
remarks are added concerning other possibilities; e.g., how pseudoparticles can be studied from our point of

view.

I. INTRODUCTION: A GENERAL POINT OF VIEW
CONCERNING A CLASS OF SOLUTIONS FOR SU(n) -
GAUGE FIELDS

In two previous papers® we have studied static
classical solutions for SU(3) gauge fields coupled
to scalar octets and to spinor octets and triplets.
They generalize the results of the authors quoted
in Ref. 1. In this paper we will study monopole-
type solutions for SU(4) gauge fields.

Since SU(4) contains two commuting SU(2) sub-
groups, one can evidently simply add two SU(2)
solutions (say of the monopole type) without any
interference between them. This we consider to
be a trivial generalization. Our aim in this paper
is to show how additional terms may be introduced
so that we no longer have two isolated systems.
Such terms may be considered as providing inter-
actions between the two monopole-type systems.
The terms, monopoles and dyons, have often been
used for brevity, and are to be taken in a geneval-
ized sense —veferring to components of field ten-
sors having a point-chavge-like asymptotic be-
havior (~%/7%). One need not even identify any
one of them with the electromagnetic field. This
aspect will be further discussed in Sec. IV.

However, before considering SU(4) we will make
certain remarks,; from a more general point of
view, concerning certain classes of solutions for
non-Abelian gauge fields. For this purpose we
start by introducing the concept of “local idempo-
tents.” Let us explain this term.

Michel and Radicati have shown,? in their study
of broken symmetries, that the solutions found in
certain variational approaches can be studied sys-
tematically from a geometrical point of view—in
terms of critical orbits and idempotents of the
symmetric product, for the representation in
question.?

We are not considering broken symmetries.
However, the equations of motion of the gauge
fields are variational ones, obtained from the
Lagrangian. So one may try to see whether at
least certain classes of solutions can be con-
structed in terms of idempotent vectors in the
group space which must now be “local” (i.e., de-
pending on xu) since we are dealing with local
gauge symmetries. Let us consider SU(n) as the
gauge group. For gauge fields we have only the
adjoint representation. The vectors in the repre-
sentation space are Hermitian, traceless, nXn
matrices. Thus a global idempotent vector (inde-
pendent of x“) is defined as satisfying the relation

Ai=ar+B1, (1.1)

where o, 8 are constants and 1 is the »X#» unit ma-
trix.

Let
dX)=V(EMV(x)™". (1.2)

Then
P (x)=ap(x)+B1 . (1.3)

We call ¢(x) a local idempotent. This is some-
what restrictive since o, 8 are constants. Butthis
is the class of local idempotents we will utilize.
(One may generalize by introducing x-dependent
coefficients.) ¢ (x) thus obtained may have singu-
larities in space-time, depending on our choice
of V(x). For the time being let us consider a
generic point away from singularities.

We have

2o (x) - a1]?=(a?+4p9)1 . (1.4)

Henceforth we will assume the normalization
(@®+4p)=1, (1.5)
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which is always possible since we consider ¢(x)
to be Hermitian and not proportional to 1. When
a=0, ¢(x) may be called a local nilpotent, and we
will choose B=1%.

The essential new feature that arises is that now
®(x) varies with %, and we have to consider its
derivatives. From (1.3) we obtain

(x)(8,6(x))=(2,06(x)(a-p(x) . (1.6)
and

[¢(x), (3, 0(x), p(x))]=0 . (1.7)

The generalization to products of arbitrary odd
and even numbers of derivatives is evident. From
there other relations can be obtained. Let us note
a few which are particularly useful for the static
solutions [8,9(x)=0] we will study:

[(x), [0 (x), Vo (x)]]=Vo(x) , (1.8)
Vo (x))X[p(x), Vo (0)] +[¢(x), Vo (2)]x (Ve (x))=0 ,
(1.9)

i[o(x), Vo (0)])x G (x), Vo ()N = ([T () X (Vo (1) .
(1.10)

Let us now consider gauge transformations of the
form

U(x)=e-i0@00) (1.11)

Later on we will also consider several idempo-
tents [¢,.(x)] simultaneously. But let us start with
this simple example. Such transformations have
been studied in Ref. 4, and we utilize some of their
results in a more general context. Moreover, we
do not want tonecessarily identify each ®;(x) thus

" introduced with a scalar field. This will be made
more explicit through SU(4) examples.

In order to obtain a suitable ansatz for the gauge

fields, let us start from the most trivial solution
J

for the pure gauge fields, namely,
W,(x)=0, (1.12)

and use the gauge transformation (1.11). We ob-
tain, using (1.4) and other related properties,®

(W, (%)), = UCW, (%) Ulx) ™ + (G0 V(x)) V(x)
= z'(a‘1 U(x))U(x)~*

=8inf(x)(3, ¢ (x))
+(cost(x) - 1)G[¢(x),8,¢(x)])
+(3,,0(x))p (x) (1.13)
and
(B, () = UXE,, (x) Ulx) 7 =0 . (1.14)

The result (1.14) is ensured partly because of the
constraints on the coefficients involving 6(x) and
partly because of the special properties of ¢ (x).
Thus as an ansatz one may utilize the form (1.13),
relaxing the constraints on the coefficients. The
properties of ¢(x) will still lead to relatively sim-
ple forms for the field tensor and equations of
motion. Thus the search for solutions other than
pure gauge ones will not be a hopeless task. In
this way idempotents may lead to a useful ansatz.

As a simple example for the static case let us
set to begin with [for any idempotent ®(x) in
Sum)],

Wo(x) =0,

W(x) = a(x)(Vp(x))
+(b(%) = DGl (%), Vo (x)])
+C(x)p (%) .

Using properties such as (1.8), (1.9), (1.10), and
S0 on one obtains [setting F,;(x) =e, juFe(x), and
normalizing the gauge field coupling constant to 1]

(1.15)

F(x) = VXW(x)+i W)X W(x) = (Va(x) - b(0)E(x) X (T (%)) + (Vb(x) + a(x)E (%)) X (¢ (x), Vo (0]

+(V XT(%)) ¢x) + (@P(x) + b2(x) = 1) GV () X Vo (x).

The pure gauge result is obfa.ined on setting
a(x) =sinf(x) ,
b(x)=cosf(x) , (1.17)
E(x)=V0o(x) .

This serves as a check. But now one can search
for other nontrivial solutions. It is known, for

(1.16)
example, that for SU(2), setting
a(x)=0, ¢(x)=0, b(x)=b()
and (1.18)
X7
¢'(x - 27 ’

one obtains the gauge field part of the famous
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monopole-type solutions.® For SU(2), of course,
any direction is a nilpotent one. The SU(3) solu-
tions given in Ref. 1 can all be obtained by starting
with gauge transformations of the form

Ulx) = exp[—i6,(1)¢ . (x) —=i8,(Np_(x)] ,  (1.19)

where

$.(x)= = V(x) <>t3i \%Aa\) Viw)!

and (1.20)
V(%) = 4T/ dg=iOsgioke |

0 and ¢ are the spherical angles. That is, we
calculate

iV UX)U(x)t

corresponding to (1.19) and then generalize the
coefficients as in (1.15). Then we may add a non-
zero Wy(x) component and a scalar octet by using
linear combinations of ¢,(x). [This corresponds
to the SO(3) embedding. The use of the SU(2) sub-
group (3(A;,X,,15)) seems to permit only the ad-
dition of aneffectively Abelian A, term.] SU(4)
examples will be given in the following sections.

In this paper again (as in the examples quoted)
we will consider only radially symmetric solu-
tions—more precisely for the coefficients we take
a(x)=a(7) and so on, while the ¢,(x)’s are con-
structed using spherical harmonics as in (1.18).
Results such as (1.13) are evidently more general,
with corresponding possibilities of applications.

Let us finally note that starting with (1.15) if we
make an additional gauge transformation

U(x) = e~ 6 (x) d(x) , i (1.21)

then (W(x)), is obtained by transforming the coef-
ficients a(x), b(x), ¢(x) such that the new ones are

a(x) = a(x)cosb (x) + b(x)sinb (x) ,
(%) = b(x)cos6 (x) — a(x)sind (x) , (1.22)

3
) =C(x)+v(x) .

Thus, depending on our choice of a(x), b(x), E(x)
it may be possible to eliminate one of these coef-
ficients in the new gauge. This may simplify the
search for different types of solutions. However,
when there are several ¢ (x)’s the situation is more
complicated. Let

¢; (%) =V, V(x)™t (i=1,...,n-1), (1.23)

where the 2;’s are suitable linear combinations of
the generators of the Cartan subalgebra. The
¢,(x)’s commute among themselves. But ¢,(x)
does not commute, in general, with all -V>¢j(x)
(i#j) though this may happen in some particular
cases, such as (1.20). Thus even if we choose

commuting ¢,(x)’s [by using the same V(x) for
each 2;] we are not led to a superposition of forms
such as (1.13) and (1.15). Our SU(4) example will
make this explicit. The effect of additional gauge
transformations of the form

exp[—i Z:éi (x)¢>i(x):|

can, of course, always be examined with profit.
Another possible generalization would be to con-
sider [(# —1) or more] noncommuting idempotents
by introducing simultaneously different transfor-
mations V;(x).

II. SU(4) SOLUTIONS

We will use the following notations. They display
in an explicit fashion the structure of what we will
call the interaction terms. This is our reason for
repeating certain well-known things. Let (Im) be
the 4X4 matrix with only one nonzero element, 1,
on the /th row and the mth column.

Let
gy =—i€;,(iR), K,=—i(id) - (42)) (2.1)
(,j,k=1,2,3).

Let
T.=1F+eR) (e=x1). (2.2)

Then
[£d,L2]=0, [L},Li]=ie;,Lt. @3

These are the six antisymmetric SU(4) matrices
generating two commuting SU(2) subgroups. The
remaining nine symmetric generators of SU(4)
can be taken to be

LiLL (3,5=1,2,3). (2.4)

Thus this basis is seen to be well adapted to dis-
play tensorial “spin-spin” type couplings between
two commuting SU(2) groups. In this paper we
will study solutions where this type of coupling is
present, We have

LiLi=4%ie;;,L*+55,,1. (2.5)
Hence L! are nilpotents with the normalization
(1.5). We have two sets of 4x4 “Pauli matrices.”

The following relations permit a ready conver-
sion to the familiar A basis:

—4LLLY = (i) - (jf) — (kk) +(44) (2.6)
(no sum; i,j, k cyclic) ,
—4L4 L = (4) + (i) + €, ,;,((R4) + (4R)) . (2.7

The three generators of the Cartan subalgebra
can be chosen as

L3, L3, and 2L 3L3 . (2.8)
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Before restricting ourselves to the case of radial
symmetry, let us give some results in a more
general form,

¢.(x) is obtained by suitably rotating L?, using an
SU.(2) transformation. _
Corresponding to (2.8) the three nilpotents are

Let now [with V(x) of (1.23) now of the form V., (x)
- - V_ X,

$(9) =T, , (2.9) ]
where . (x), ¢_(x), 2p.(x)p_(x)) . (2.10)

V) =1, Let us consider first the space components of the
when gauge field. The generalization of (1.13) to (1.15),

used for the two commuting SU(2) subgroups, leads
d(x)=%1. to a form

J

Wx) = 2 {a. (09 (%) + (b (x) ~1)ilp (%), Vo (0] + T2 (x)}

= 3 {Fo Wacx) = (b (%) - 20 L]+ E (D) (%)} 2.11)

[We have utilized (1.6) with a =0.]

This may lead, for example, to two noninteracting monopoles. To obtain a suitable ansatz for a coupled
interacting system, let us now utilize the third nilpotent, namely a gauge transformation

U(x) - e-—ie(x 2d (x)D_(x)) .

(2.12)
From (2.11) and (2.12) we obtain
(W (), = U)W (x) U(x) ™+ (Y U(x))U(x)
=2 G (D)lac(x) - b (129 [(x))]e? 0 @6+6_(N 1 jag (x)}
+ 20 T (0) + (FO()N20 (1) () (2.13)
Continuing to apply our technique we again choose a simple generalized form and write
Wx) =Y o () {ax) - b (G20 (N][dfx) + e(#)@4¢ . (D) (D] +i2¢(x)}
+ 3 T (1) + IR (0 _(%) . (2.14)
For the space part of the field tensor this gives
F(x) = VX W(x) +iW (x) x W(x)
=Y [i(VpIx (Vo lac® +b. %) (e * +d.?) 1]
-3 T x{[Va.-b.E) - (Vb +al)(i2¢) d,+ ee(i4¢+¢_))
+la. - b.(:20)][(Vd, + e f) + Ve, -d D)4, )]}
+ 3 (FxE)p + (VXD)(2p.0.)
-2(d.e_-d_e)[(Vo.)x (Vo ) (4.0 _Na.-b.(i2¢.))a_ - b_(2¢_))] . (2.15)

[We have suppressed the arguments (x) for brevity.]
Equations (2.14) and (2.15) may be used as a starting point for a search for solutions with different types

of symmetries and boundary conditions. In what follows we will look for only relatively simple types of

“spherically symmetric” solutions. But we will look for such solutions that include some nontrivial cou-

pling between the two SU(2) subgroups.
Let us now write

-ies 'Tf'ie (r=%/7) ,

pe(x) =

N I

(2.16)
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put in (2.14) and (2.15)
a(x)=C (x) =f(x)=0 s »

and write (2.17)
b (0)d (x)=n(7), b(x)e ()=t (7).

The coefficients 1.(#), £.(#) are now functions of the radial distance ¥ only. Henceforth we will often sup-
press the arguments (x) and (#). No confusion is likely.

In what follows we will use systematically the results given in Appendix A. They will not be referred
to separately on each occasion. We obtain

W= Tgdl(-ne+ G200+ £(26 - €)] (2.18)
and
N
- 3 (odln/+ 549,901+ 2F0.)xFo)me-=n.6) (1= 0m) - (2.19)

Unless ¢./n.=¢_/n_=constant, we have a nontrivial coupling between the two SU(2) subgroups. The first
step toward the equations of motion gives

$XF+i(WPXF+FXW)=Z(V¢€){ (28) pronz -mdnl e =0 -2 _nt =0 2]

~(3) ez -sdn e - Do dnet g '"-ege)]}

7,2
+ 5% (4¢+¢_)[E Mg —necé)]+ 27V, Vo ).l -c.ml—cni+n_gh) . (2.20)

Now we will consider the effect of introducing a nonzero W,(x) component and a scalar field (all the fields
are in the adjoint representation). It is known® that they can be made to play quite similar roles, so far as
formal calculations are concerned, though their physical significance is quite different,

For SU(2) and SU(3) (Refs. 1, 4, and 6) the idempotents themselves were introduced as scalar fields or
as Wy(x). Here we have three candidates,

¢.(x), ¢_(x), and 2¢,(x)¢_(x) .

Instead of superposing all three, we have found it interesting to consider separately the following two pos-
sibilities, for the scalar field ¢(x), namely

¢(x)= Z%@ (%) (2.21)
and
o= <2 @, (dp_() . (2.22)

We find (2.22) to be .a particularly interesting possibility. But it is also of interest to compare the two
cases. We will give a parallel discussion of these two alternatives.

Let us first give the respective contributions to the equations of motion. For scalar fields we have to
add the contribution from scalar potential V(¢), but we will come to that point later on.

Case I, Let

$=> % ¢ .
Then
By=V¢ +i[W, ¢]

= Z{ %‘-) b+ (%9(3;) (n€+§e(i4¢+¢_))}, (2.23)
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ils,Bp1= 1 @60 (5°) T-neti200+£.20.0] |

D (Bg)=V- ([D¢)+iW - (Dp) - (Dg)- W)

(2.24)

- 2[3; - 2016+ [F92) (T )29, % (e e ) £0-m.2 )] . (229

Case II, Let

0= (20.0).

Then _
Bo - (% )326.60+ T Fpdln2e_d+cizg)) <§) : (2.26)
ils,Bgl= 30 Fool-n200+5.20.01 (%) (2.27)
1'5-(13¢)={C7” -<i—”) PILATERY }(2¢+¢>_)+ 2 an_+ 8@, TL) . (2.28)

For W,(x) we need (corresponding to Do)
Floy= VW, +i[W, W] . (2.29)

Assuming by turns

ACED DR LNE (2.30)
and
Wo(x) = %7) ¢, (x)p_(x) , (2.31)

we have again exactly analogous expressions, For
(2.30) the analogy with SU(2) dyons is evident. It
will be convenient to discuss certain features of
(2.31) after the equations of motion.

The equations of motion are

UXF+i(WXF+FxW) - WO,_f‘(o)]+i[¢,ﬁ¢]=0 ,

(2.32)
D-F,=0, (2.33)
ﬁ'ﬁgb—%(p—):O, (2.34)

where V(@) is some suitable scalar potential. For
example, we may take

V(¢)=—E2—(Tr¢2)+%x(Tr¢2)z (12>0) . (2.35)

Let us first point out certain constraints that
simplify the equations of motion. We will give the
results for the cases where the same type of an-
satz is made for ®(x) and W,y(x). The correspond-
ing equations for other possible combinations are
obtained easily. We will not write down all the

alternatives systematically.

Case I, Let us first consider case I, namely
the system given by (2.18), (2.21), and (2.30). The
following results may easily be verified.

Let us set

§€=K€T’€ ’ (2-36)

where K, is a constant. For

K.=K (2.37)

-

we obtain effectively a gauge transformation of two
noninteracting SU(2) systems. This is the trivial
generalization. We have only to substitute known
analytic [Ref. 7, for V(¢)=0] or numerical®? solu-
tions for SU(2) [or SO(3), since we are considering
scalar triplets for each SU(2)].

However, there is another possibility for non-
zero ¢, (Ref. 9). Let

(1+K.K_)=0,
c,==c_=C, (2.38)
d,==d_=D, (2.39)
and
n_=an, , (2.40)
where
2
at= i:—§+2 =K+2 . (2.41)
Let us set
T M 2+e =221 K= (2.42)
€

Now the whole system of equations of motions is
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reduced to [with n_=x¢&,,£_=%17,, due to (2.41)]
rm” —qm?+C*-D*-1)=0, (2.43)
»*D" - Dn*=0 , (2.44)

3 V(C)

2'”_ 2 _ 1
r°C"-Cn* -3 5C

=0. (2.45)
Thus we almost get back the equations for SU(2)
but not quite (compare Ref. 7).

Case II. Now we consider the system given by
(2.18), (2.22), and (2.31). Here for nonzero ¢ and/
or d the two SU(2)’s remain coupled and the pos-
sibility (2.37) does not arise.

But again setting

=K, (2.36)
1+K,K_=0, (2.387)
n_=an, , (2.40")
and
> W e =07, (2.427)
€
we have finally
" —nm*+ct-d*-1)=0, (2.46)
r2d" - 2dn*=0 , (2.47)
and
7%c” = 2cn? - GZC(CLO ) (2.48)

This time we have exactly the same equations
as for SU(2) (compare Ref. 7). Moreover, this
time « is not fixed [we do not have a counterpart
of (2.41)].

The SU(2) solutions [for V(®)=0], namely (see
Ref. 7)

- _Br
= Sinhgr ’
d=sinhy (B cothgr - 1) , (2.49)

¢ =coshy(Brcothgr-1) ,

evidently again provide a regular solution of the
coupled nonlinear system (2.46)-(2.48).

But they do not lead to finite mass—as can be
seen from (A15)—(A17). This is as far as we have
been able to proceed with exact solutions. In a
particular case, the source of the divergence can
be exhibited in a very simple fashion.

Let

n.=¢_=0 @.50)

[when (2.38’) is no longer necessary]. We now get
a situation where a point monopole [for SU_(2)] is
interacting with a finite monopole [for SU,(2)] and

a symmetrical “electric” component or more pre-
cisely with W;=(d/#)(2® .®_). The only divergence
is that due to the point monopole at the origin.
[The presence of the point monopole is necessary
to cancel certain extra terms in D& and _15(0),] The
asymptotically point-charge-like fields are given
by

Tr(¢, )
and (2.51)
Tr(2¢.¢_F) -

Also, Tr(2®,®_F)=0. This aspect will be further
discussed in Sec. IV.

III. VARIATIONAL ESTIMATES

Let us now indicate some simple variational
calculations that lead to a finite mass for the cou-
pled system. Let us note that setting (for case II)
n.=¢.=0, i.e., .

W= Y ([0)620,) , (3.1)
Wo=do(2¢+¢_) , (3.2)
P=co(2¢:9.) , (3.3)
wheve d, and ¢, ave now constants, such that
GV(Q) B
6¢ =0 > (3.4)

the equations of motion are satisfied everywhere
except at the origin (where there is a singularity).
Moreover, we do not have two isolated systems,
since the monopoles are symmetrically coupled to
W, and ®. Another way of looking at this situation
is to note that only the matrices J survive in w
in (3.1). One may add &, terms to (3.2) and (3.3).
But the simpler example will suffice to illustrate
our point. ‘

Consider now the variational calculation in-
dicated in Sec. IV of Ref. 8. A simple generaliza-
tion consists in setting, for the case we are con- -
sidering (maintaining £,=0),

b

= ———
Ne r®+b, ’
d,r?
= s 3.5
d (1,2+a1)1 2 ( )

e —C r?
r2+a)”?

Substituting these in expressions (A15), (A17) and
a similar one for &(x), we obtain a finite mass '
integral and eventually a variational estimate.
The difference with the corresponding result of
Ref. 8 arises only from the sums on €.
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Setting for example
b.=b , (3.6)
one obtains the mass

M = (4m) ':'3% (% +d,f(ay, b) + ¢ ’f(as, b))

+ contributions from V(¢) , (3.7

where

fla,0)= 1) {w—[(“ b)” 16b2]

2

+16b3/2(b+a)} . (3.7

These expressions are very close to the cor-
responding ones in Ref. 8. Analogous solutions
may now be obtained.

The crudest such estimate may be obtained by

setting for example a, =a,=0 and with V(¢) as in
Ref. 8 for example, when

7 [21
=4 33 [ﬁ
Here c, is assumed to be fixed by (3.4), the stabil-

ity condition. Now for any fixed d,, the minimum
is obtained, on varying b, for

21
PTG 9

+(c02+d02)16f3] . (8.8)

When ¢ # 0 (for both cases I and II), the mass in-
tegral can be made finite for the parametrization

0sé iné
- Sg0st |y o Lol (3.9
¢ 7 +a, 7 +b,

where 6, is a constant angle and

6_.= 06, +nm(const). (3.10)

To this we have to add some suitable parametriza-
tion for W, and ¢.

Here we are not interested in the numerical val-
ues obtained through such crude approximations.
We merely indicate the simplest possibilities. In-
creasing the number of parameters or using inte-
gral equations,® such estimates can be improved.

IV. REMARKS

We have seen how generalizing gauge transforma-
tions along locally idempotent vectors one obtains
valuable Ansdatze for the gauge fields. One can
try to place the idea on firmer ground by trying
to show that under certain conditions these are the
only types of solution possible. But if, in order
to be able to make such a statement, one has to
start by imposing too many severe restrictions on
the nature of the solutions to be obtained, the

undertaking loses much of its interest. Here we
have tried to explore certain new possibilities that
arise for SU(4). Even there we have chosen some
simple cases without trying to be exhaustive.
Other types of solutions are worth exploring—by
starting with idempotents satisfying different types
of asymptotic conditions. By relaxing the con-
straints of radial symmetry one may, for example,
try to obtain two or more monopoles at different
points. We intend to study elsewhere the possibili-
ties of constructing axially symmetric solutions.
Another entirely different class of solutions for
SU(4) gauge fields has been given by Kaku,®

Let us now come back to the definition (2.51). For
SU(2) ’t Hooft defined® the electromagnetic field
tensor as

F,,=5Tr(¢F,,) , (4.1)
where
F,,=F,,+iD,$,D,8], . (4.2)

and we denote the normalized ¢(x) as ¢.

This definition gives a gauge-invariant way of
eliminating the terms quadratic in the gauge field,
and one has,' for this case,

EFulJ:aqu_ auBu"'%i Tr{é[ap{ﬁ,av(ﬁ]} ’

B, =3Tr(¢W,) ,

(4.3)

where B, behaves as a Maxwell field and the mag-
netic charge is carried by the qb terms in (4.3).
The role of Higgs fields concerning such topo-
logically conserved quantum numbers has been
much discussed recently.!' 2
However, it will be noted that for all such solu-

tions

D,$~0, _ (4.4)
asymptotically,.and thus

F,u—=3Tr($F,,) . (4.5)

Indeed ’t Hooft’s asymptotic solution® gives

- _}.( -~ ~ ?';{

=- 3¢ with g= —= (4.6)
and

1 AT ___3__* _1.

Tr($F) = 73“’(7) (4.7)

is the point monopole field. For finite solutions
with this asymptotic behavior, the same definition
can pe chosen.

It is this aspect that we have generalized for our
case, where there are several idempotents and
different choices for ¢(x) and W (x) are possible.

The reason is that for the same F,, we would
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like our “magnetic” (or other) fields and charges
not to vary along with different choices of scalar
fields introduced for the purpose of constructing
solutions. From this point of view one first se-
lects the gauge where F,, and the vectors ¢,(x)
have suitable asymptotic properties and then (sub-
ject to proper normalizations and sign conventions)
defines the projections

Tr(¢;F,,) (4.8)

to be certain fields (e.g. electromagnetic).
In any other gauge one can take the projections
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along the covariantly transformed idempotent
(U(x)¢;(x)U(x)~"), whether or not each ¢,(x) is
introduced as a scalar field. In case II, one thus
obtains new types of charges. Moreover,for SU(%)
(n=3) scalars can be constructed out of symme-
tric products of F,,’s with themselves. This gives
formulas analogous to (4.2) with a more intrinsic
significance. We will discuss this in detail else-
where. ‘
It is interesting to compare the consequences
of definitions (4.1) and (4.2) for our two cases.
For case I,

F-iDgxDé= ) [%cpe - (Vo ).+ i;(i4¢+¢_))] £2(Vo, XVe_)(1+4¢.¢_)n.t_—-n_¢.)

For case II,

F-ib§xBd= Y[ ;7 oc- Goiis tlito.9.) ]

'

Thus for both cases (irrespective of the choice of

?)

Tr(¢ F)= r—i , (4.11)

Tr2¢.¢_¥)=0. (4.12)

We see that thé monopoles are not strictly re-
lated to the Higgs scalars. (Some relevant com-
“ments are added in Appendix B.) The strengths
of the poles are one in our units (or 1/g for cou-
pling constant g).

Let us now look at another aspect of our solu-
tions. For case I,

Tr(FFio)= 5 e | 5 (%) a-n-1)

(4.13)
and for case II,

Tr(F -F))=0. (4.14)

Thus for case I we have (with F¥,=3€,,,;F*)

8_7172 fdax(TrFu,,F;fy)= ;1;[2 <£:‘) (1’"62—562)];
(4.15)

Marciano and Pagels'® have already pointed out
[using the SU(2) example] how dyon-type solutions
can contribute to chirality nonconservation through
nonzero anomaly terms. In our example, (4.15)
may or may not be nonzero depending on the pre-
cise asymptotic behaviors of the d.. We have not
explored all possibilities. For finite-energy so-
lutions the #=0 limit of (4.15) must be zero. For

[6=(¢.x0.)]. (4.9)

($=~20.0.). (4.10)

—

N

+

d
— = - — ~constant
v r

- Y =0

the upper limit can again be zero. The solutions
most studied in connection with the axial-vector
current anomalies are the “pseudoparticle” solu-
tions,'* namely the regular solutions of four-di-
mensional Euclidean Yang-Mills equations.

The SU(2) example of Ref. 14 has a simple interpre-
tation from our point of view. We again startwith
the pure gauge form [as in (1.13)] and introduce .
a very simple type of “deformation” of the coef-
ficients—namely a space-time dependent overall
multiplying factor.

Thus

W, =f(r)((G2, D)UY , (4.16)
where (in the notation of Ref. 14)
a0 v xlt v x =+ x]
(4.17)

Uz e-i0(=)3-X/r
Here (G-X)/7 is an idempotent with Pauli ma-
trices §. The solution of Ref. 14 is obtained with
cosf(x) =x,/7,

sinf(x)=7/1 , *(4.18)

fr)=7%/(T*+%%) .

We intend to study elsewhere pseudoparticle solu-
tions for other groups.

We have illustrated our method by choosing one
type of SU(4) example, which we consider to be
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particularly interesting. A fairly systematic con-
struction of spherically symmetric pointlike solu-
tions has been attempted by Brihaye and Nuyts,"®
without, however, including our example. With-
out attempting a complete analysis of their re-
sults, we have tried to indicate, in Appendix C,
how their examples fit in with our point of view.
Idempotents again seem to play a decisive role.
Here we just note that the coupling terms in our
example fall off as -~ and would not have been
noticed had we looked at asymptotic forms only.
However, since we are particularly interested in
finite-energy solutions, we cannot afford to do
that. Nor can we extremize different parts of the
Lagrangian separately,'® as is admissible for clas-
sification of pointlike solutions.

Let us repeat that we have exploited only the
very simple symmetric product for adjoint repre-
sentations [(1.1)]. However, for other representa-
tions, the definition of idempotents can be much
more complicated.? Higher-order products can
also be introduced from SU(4) onward for certain
representations. It is difficult to say beforehand
whether such cases will be tractable enough to be
used profitably in the gauge field context—but it
would be worth trying. In particular, chiral gauge
field Lagrangians'® with scalar fields transform-
ing as (n,7) representation of SU(r) ® SU(x) should
naturally bring into play the interesting idempotent
structure of (r,7) representations. However, at
the present stage this is only a conjecture.

In this paper we have presented a point of view
helpful in a systematic search for solutions. If
one thinks that Yang-Mills fields are of interest
in particle physics and then finds that they have
classical solutions with remarkable properties,

then a more thorough search is evidently desirable.

The search for certain new types of quantization
methods has its vaison d’8tre in the existence of
special types of classical solutions. In fact, from
the path-integral point of view, all finite-energy
solutions, providing extrema, are relevant. One
may, of course, hope to exploit more directly the
particlelike properties of some solutions in terms
of suitable models.

J
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APPENDIX A

In the Introduction we have given certain useful
consequences [(1.6) to (1.10)] of (1.3). These are
quite general. When we postulate a certain ex-
plicit form for ¢(x), we have naturally more rela-
tions. We collect here results particularly useful
for the spherical symmetry case of Sec. II

Let

¢e(x>=§ ‘Le=L (A1)
then
Vo (x)=L, -7 L) . (A2)

_V5¢€(x) diverges at the origin and the spherical
angles are not well defined on the z axis. Here
we write the results in a form valid at nonsingular
points. _

One obtains [using (2.3)]

’?'$¢e(x)=0 ’ (A3)
ilop (%), 96 . (0)]=7x(V. (%) , (A4)
X9 ), Vo ()= -V (5)
(Vo ()X (Vo (%)=~ '}’_12 7o.(x) . ©(A6)

If we use also (2.4) we obtain (always for »# 0)

1

o ()= 3,21 (A7)
Vi )== Z o), (48)
T, (N Fo_(N= =7 @, T -, (p_(x)) .

(A9)

The following relations are necessary for simpli-
fying and regrouping coefficients

{(Vo. N (Vo _(0)} @26, (0))=~{(Tp, ()Ix (T _(x))} (12¢_(x)5

= ,,_i (L= 0. (0p_(N=rTo, (%) Vo_(») , (A10)

{T6.(0) T (N}H626 . (N =~{Fp., () - FTb_(N)} 20 _(x)
- %-(I},X E_) ) (All)
T (DT _(Nx T (N} + (T (DX Fo_(N}x Fo o)== 50 Fp_(0) . o

[A similar formula is obtained on interchanging ¢, (x) and ¢_(x).]
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{6, (NXTo_(N} = 5 {Fp.(No_(x) - Fp_(:) 6. (). (A13)
Finally for evaluating {TrF *(x)} we need

Tr{(Ve. (1)) *FTo_()}2=Tr{(Vo . (x))x Vo _(x)}?

1
=5, (A14)

From (2.19) one obtains

s T (e - 0 20 ) et k) (nim ) (a15)

With (2.30) one obtains

- de V]2 2d%
TrF(o)Z: Z{[%)] + T

(n€2+§€2)} )

(A16)
and with (2.31),

TrFo?=[(2) ]+ 255 @.2+e0]. @a1m)
r(o)—y +7qz€:n€+§€ .

The corresponding expressions for Tr(D¢)? are
obtained by replacing d, by c. and d by ¢, respec-
tively.

APPENDIX B

In pur remarks we have tried to make clear how
and why we define monopoles in a certain fashion.
Here we give a very simple example to illustrate
some features we want to avoid.

By defining monopoles via the Higgs fields (in-
stead of directly in terms of ), it is easy to
obtain various fractional charges. An example
can be found in Ref. 4. Such definitions are not
technically wrong. But let us try to see exactly
what is involved. '

Let us take the Abelian picture'’ and consider

W, =(9;¢)(1 = cosb)l; ,
W;=0=W,

[i=1,2, (o, 6) are the spherical angles and I, ,, 1,
are the isospin matrices]. This is a Dirac mono-
pole with a string.

For SU(2) the Higgs field (¢) had to be (const
x1I;). Embedding the solution in SU(3) (with I,
=41,, and so on), ¢ can be chosen, without dis-
turbing the equations of motion, to be a suitable
linear combination of A, and X, with constant coef-
ficients. A pure gauge term parallel to A, may
also be added trivially to W,.

For SU(n) (with the same W,) ¢ can thus be taken
to be a combination of 7, and other {z - 2) gen-
erators of the Cartan subalgebra. In each case the
role of the Higgs field (for this pointlike solution)

is the same in this gauge—trivial. The magnetic
field remains the same. '

For each case one may apply the same gauge
transformation, leading to smooth boundary con-
ditions (without string) for all the above-men-
tioned cases, namely

U= eiwlse-imz@—iwlg .

In ¢ only 1, (=21,) is affected, while Ag, 2,5, .
remain invariant. We have now (% -I)/# instead of
I,. When derivatives are taken this term alone
survives.

But in defining the normalized $, the coefficient
of 1, takes on various fractional values according
to the linear combination chosen. This leads
trivially to various fractional charges for mono-
poles defined via .

It is true that the transformation used is singular
and changes homotopy classes. But we do not con-
sider this way of introducing fractional charges as
really significant. The stability of a solution as a
whole will of course not be affected by the defini-
tion adopted for the monopoles. In that respect the
scalar field plays an essential role for finite-en-
ergy solutions.

APPENDIX C

Here we add some remarks on a work of Brihaye
and Nuyts'® (BN) from our point of view (see also
Sec. IV). For relevant notations and formulas the
reader should refer directly to their paper.

BN consider four ways of embedding an SU(2)
representation (E;,i=1, 2, 3) in the SU(4) algebra.
Case A. E; (i=1,2,3) correspond to a spin-$
representation. The remaining generators can be
grouped into a symmetric 5-plet K;; and a sym-
metric 7-plet N;;,. The three commuting oper-

ators of their little group are, in this case,

(c1)

The authors note, concerning pointlike solutions,
that: “It is remarkable that the results are ex-

E=%E;, K=%3%K

ijr N=%X%Nij .
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pressed most simply in the (A, B, C) basis” —where
=-2E+3N, B={E+3N, C=3K. (c2)

Here we find the connection with our point of view.
It can be shown thatA, (A +B), and C are nilpo-
tents [i.e., o =01in (1,3)]. This can be verified
most simply as follows:

Let V(,, be the rotation such that

VEV~'=Ej;
then (C3)
VKV-*=K,, VNV™'=N,,.

One can choose E;=diag3(3,1, -1, -3). One then
verifies easily that

A=diagi(-1,-1,1,1) ,
A+B=dia’g%(1y —1919-1) ’ (C4)
C=diag3(1,-1,-1,1) .

J

In fact these are equivalent to our ¢,, ¢_, and
2¢.¢_. The differences arise owing to use of dif-
ferent V(,)’s constructing the respective local
forms. All such cases can be unified from our
point of view. (B itself has simple properties—
see the comment in Refs. 5.)

Their Higgs scalar ¢ for this case is

¢ =¢gE+dxK+dyN )
= A+¢dgB+¢pC . (C5)
Regrouping we obtain in terms of the nilpotents
¢=(ps-¢p)A+¢sA+B)+¢C
=¢,A+¢,A+B)+¢.C, (Ce)

say. Noting now the representation (C4) the calcu-
lation of the eigenvalues become trivial. In fact, at
once,

¢ :diagé—[(_¢a+¢b+ ¢c)’ - (¢a+¢b+ ¢c)1 (¢a+¢b— ¢c)’ (¢a - ¢b+¢c)] . (C7)

This reproduces their result (3.A44). The equal-
eigenvalue cases of BN are obtained for

(a) ¢b='¢c¢¢a )
(b) ¢b=—¢c=_¢a )
(c) ¢p=0.=0.

Starting with the idempotents we can construct,
from our point of view, a basis for W, by sys-
tematically introducing their gradients and the
different commutators.

Case B. This is the chain decomposition
SU(4) D SU(3)DSO(3) we already noted in our first
paper [Sec. 6 of Ref. 1(a)]. The extra SU(3) gen-
erators provide the quadruple 5-plet and the re-
.maining SU(4) generators provide two triplets and
one singlet.

Contracting suitably with x; we obtain five
scalars (E, F, Z, K, and N in BN notation).
These can again be easily expressed as linear
combinations of idempotents. The new feature
will be that we will be starting with a set of idem-
potents which do not all commute. The non-
Abelian little group of BN corresponds in our point
of view to the simultaneous use of different non-
commuting local transformation V;.

—

This is certainly a possibility to be envisaged.
But particularly interesting could be the combina-
tions compatible with finite energy—not merely
with pointlike solutions. The construction of W,
and ¢ can be continued in our fashion starting with
the idempotents. ’

Case C. This is the embedding we have used in
Sec. III. But we have illustrated a new interesting
possibility by treating both the SU(2)’s on an equal
footing—still retaining spherical symmetry. This
is suggested by the presence of two commuting
SU(2)’s. This possibility has not been included by
BN. Different variants corresponding to this de-
composition can be easily and systematically ex-
plored from our point of view.

Case D. This corresponds to choosing the
10 ,,A5,15) SU(2) subgroup. We already noted for
the SU(3) case [1(a)] that no solution has been
found which includes in the W, basis the generators
transforming as spinor doublets (namely A, Ag, A,
A;). For SU(4) there are four such doublets and
four singlets. These doublets have again been ex-
cluded by BN in their W, basis. The interesting
question to be studied is whether the non-Abelian
little group can contribute in a nontrivial way to
finite-energy solutions.
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