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We have investigated co production in the reaction 7r pecan very close to threshold. The dependence of the
mass, width, branching ratio, and cross section upon the final-state c.m. momentum, P*, were studied. The
mass and width were independent of P» with values of 782.4 ~ 0.5 and 10.22+ 0.43 MeV, respectively. The
branching ratio I (co~m y)/I (co—in. +m n ) was also constant, having a value of 0.084 ~ 0.013. An upper limit of
0.18 was set on the branching ratio I (co —~m'n y)/I (co~a y). We observed a rapid fall in the cross section
below P* = 100 MeV/c. This could not be explained in terms of S-wave production alone, but could be fitted

by a resonant P wave plus a noninterfering S wave.

I. INTRODUCTION II. TECHNIQUE

In a recent paper, ' we presented results on the

q, co, X', and Q mesons obtained at incident mo-
menta within a few MeV/c of their thresholds in
the reaction m +P —missing mass +n. By defining
the momentum of the final-state neutron using a
time-of-flight technique and scanning through a
small range of the initial-pion momentum, we
were able to measure the production cross sec-
tion, 0, down to very low values of the final-state
c.m. momentum, P*. In this region there is an a
Priori expectation that S waves will dominate and
that o/P* will be constant. This was indeed found

for q production. However, our results for co pro-
duction showed a striking fall in o/P* at very low
P*.

In this paper, we report the results of a new
experiment using the same technique and designed
to investigate in detail the cu meson as produced
near threshold. A further aim of the experiment
was to make a precision measurement of the co

mass and width. The main requirement of the new
experiment was therefore increased statistical
precision with the apparatus essentially unchanged.
However, because of the nonzero angle subtended
to the beam by the ring of six neutron counters,
there was a lower limit to P* for detected events
of about 30 MeV/c. A second run was therefore
made with a single neutron counter in the beam,
i.e. , including zero degrees. For a study of the
behavior of the &u with P* these two runs were
combined. For the precise measurement of the ~
mass and width, only data from the ring of six neu-
tron counters were used. The experiment was
carried out at the Rutherford Laboratory using the
proton synchroton NIMROD.

The apparatus is shown in Fig. 1. A 7t beam of
precisely determined momentum was incident on a
29.4-cm-long hydrogen target. Neutrons were de-
tected at a mean angle of 2.8' by a ring of 6 neu-
tron counters 6.15 m downstream from the target.
Each counter consisted of a cylinder of plastic
scintillator, 30 cm in both diameter and length,
and had a neutron detection efficiency of about
25%.

An additional set of data was obtained with the
six neutron counters, N, „replaced by a single
counter, N„on the beam axis, 4.15 m down-
stream of the target. The two sets of data are
referred to as N, , and N„respectively.

The target was surrounded by an array of scin-
tillation counters (identical with that described in

Ref. 1) referred to as the decay array. The polar
region 11'-132' was covered by an inner set of 20
counters to detect charged particles and an outer
set of 40, consisting of lead-scintillator sand-
wiches, to detect y rays. These two sets of coun-
ters defined azimuthal bins of 18'. In addition,
charged particles could also be detected in the
polar regions 5 —11 and 132'—165 . The detec-
tion efficiency of the counters for charged parti-
cles was )99% and for y rays it was —90fo for y
energies &100 MeV. This array of counters was
used off-line to select z'r m', m y, etc. final states
and hence to measure the u branching ratios.

The kinematics for a neutron angle correspond-
ing to the N, , ring of counters are illustrated in
Fig. 2, which shows lines of constant missing mass
on a plot of P„ the beam momentum, versus v, the
neutron time of flight minus the time of flight of
beam pions over 6.15 m. Since the c.m. momentum
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FIG. 3. Yield curves for narrow P* intervals from
N& 6 (a)-(c) and NV (d)-(f). In (a), (d), (b), (e), and (c), (f)
the neutrons are traveling forward, nearly at rest, and
backward in the c.m. , respectively. The P* values
shown (in MeV/c) correspond to the peak of the P * dis-
tribution.

Np4,

Nz

insensitive to the t or P* behavior of its production
cross section.

The area under the resonance signal gives the
value of do/dt averaged over the P~ interval speci-
fied. If the production angular distribution is iso-
tropic, then the total cross section p is related to
do/dt by o = 4P~K*(do/dt), where K* is the initial-
state c.m. momentum. Thus, in this circumstance,
the value of dg/dt determines the ratio o/P*.

The missing-mass resolution of the X, , data is
shown as a function of P* in Fig. 4(a) together
with the component contributions. Since the neu-
tron counters were positioned near 0' the contri-
bution from uncertainty in the neutron rec oil angle
(+1.4') was small. The timing contribution corre-
sponded to a Gaussian-shaped error with a stand-
ard deviation of 0.6 nsec. At low P* the missing-
mass resolution was dominated by the uncertainty
in the beam pion momentum. This had two corn-
ponents. Scintillation-counter hodoscopes posi-
tioned at the focal planes of the spectrometer-de-
fined momentum bins which had a triangular pro-
file of full width at half maximum (FWHM) 0.5Vo.

In addition, the beam pions lost up to 8.5 MeV/c
as they traversed the 29.4-cm-long hydrogen tar-
get.

The mass resolution shown in Fig. 4(a) was

'0 40 80 120 160 200
P (Mac)

formed by using the Gaussian equivalents of the
component contributions. This is an approxima-
tion and in order to extract the co mass and width
a full Monte Carlo simulation of the experiment
and co production was used. The program allowed
for Landau fluctuations in the energy loss by ioni-
zation of the beam pions in the hydrogen target and
a small amount of material upstream of it. Also
included was a small extra timing error owing to
different possible interaction points of the neutron
in the neutron counter. Finally, a small non-Gaus-
sian tail (affecting 9/o of the events by typically
1 nsec) was added to the time-of-flight resolution
to stimulate the effects of neutrons scattering off
shield walls into the neutron counters. In view of

FIG. 4. (a) The missing-mass resolution (standard
deviation) and its component contributions as a function
of P* for N& 6. (b) The P* resolution {FTHM) as a func-
tion of P * for N& 6 and N7. The solid and dashed lines
correspond to neutrons traveling forward and backward
in the c.m. , respectively.
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the uncertainty about this tail, we increased the
errors on all the results to allow for +100% changes
in the size of the tail.

10-

III. DATA COLLECTION

We initially intended to collect data at very low
P* by positioning a counter, N„on the beam axis
6.15 m downstream of the hydrogen target and in-
side the ring of six neutron counters N, , How-
ever, N, gave a very high rate of accidental trig-
gers. By various tests we were able to attribute
most of these to p,

' mesons which had been yro-
duced and stopped inside N„ the subsequent elec-
tron decay producing the accidental coincidence.
This also led to an increase in N, , accidentals.
Therefore, we decided to collect the low-P* data
with 1V, in a separate series of runs. The 1V, ac-
cidental rate was reduced sufficiently by position-
ing it only 4.15 m from the target and operating
with a beam intensity of 7 && 10' m's in the 200-msec
spill (half the intensity used for the N, , data col-
lection).

For the N, , data about 40 runs were taken, each
corresponding to 6 && 10' z's spread over 5 adjacent
momentum bins of 0.5/p width. After each run the
momentum was changed so that by scanning uy
and down a range of momentum from 0.935 to
1.319 GeV/c was covered, most of the data being
concentrated near the ~ threshold. A similar pro-
cedure was followed to obtain the N, data but the
momentum interval covered was not as wide. The
distribution of data as a function of P, is shown in
Fig. 5.

During the runs, the spectrometer bending-
magnet field was monitored by observing an NMR

signal, and found to be stable to within +0.01%.
The quadrupole currents were stable to within
0.1/p. The spectrometer was sensitive to relative
movements of the quadrupoles in the horizontal
plane perpendicular to the beam axis. These
movements were monitored by an optical system
mounted above the magnets which was sensitive
to movements changing the momentum scale by
0.003/0, corresponding, for example, to a 10-p, m
shift in the Q3 position. It was found that restor-
ing vacuum to the beam pipes after floating-wire
measurements caused movement corresponding to
a shift in momentum scale of +0.06%. During the
data-taking the effects were less than 0.02%.
Floating-wire calibrations made before and after
data-taking were consistent to within 0.01%, al-
though the quadrupoles had moved such that a
change of 0.03% was expected.

The photomultiyliers of the beam-timing counter
and neutron counters were voltage- stabilized to
within +1 V and, together with the electronics,
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FIG. 5. The distribution with momentum of the total
number of incident beam pions accumulated in the ex-
periment.

IV. RESULTS

A. The w cross section

In deducing the v cross section the decay array
was used to select the m'n m' channel. This im-
proved the signal-to-background ratio by a factor
of five, thus greatly reducing the effects on de-
terminations of cross sections, M„or I'„, of un-
certainties in the background. The Monte Carlo
simulation of the decay array indicated that the
efficiency of the n'm m' selection was independent
of P* over the range covered to within 1%. To
check this, the ratio of the selected and unselected
signals was studied as a function of P* and no sig-

were temperature-stabilized to within 1 'C. The
neutron-counter gains were set so that their thres-
hold bias was 7.9+ 1.0 MeV electron equivalent.
The gains and relative timing of the neutron coun-
ters were periodically checked and adjusted, and
found to be stable to within +2.5% and +0.25 nsec,
respectively. The timing scale was regularly
calibrated, with the results being consistent to
0.05%%up and linear over the relevant range. The
timing stability of each run was monitored by the
width and position of the time-of-flight distribu-
tion of fast charged pions scattered from the beam.
These were stable to within +2%%uo and 0.06 nsec,
respectively.

The estimated neutron-counter efficiency varied
smoothly from 23.5 to 25.5% over the relevant
range of neutron energies. The efficiency was
evaluated using the computer program of Stanton, '
which was based on several experimentalmeasure-
ments of neutron-counter efficiencies, including
some made by Crabb et al. ' on counters almost
identical to our own.
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nificant variation was found, the mean efficiency
being 48+ 1.5%. For the N, , data, the background
under the cv signal was represented by a three-
term polynomial which was weQ constrained by
the wide mass range covered. However, for the
N, data, a smaller mass range was covered and a
two-term polynomial was used. The effect of this
on the cross-section determination was shown to
be negligible (&2%) by fitting the N, , data over this
smaller mass range with a two-term polynomial.

As mentioned previously, the ~ cross section
can in principle be found directly from the area
under the resonance signal. However, the cross
sections we found implied a significant variation
of do/dt within the P* intervals used for the yield
curves for P~ &100 MeV/c. Because of this, we
deduced the cross sections by fitting the yield
curves with Monte Carlo generated yield curves
incorporating a cross- section behavior approxi-
mating that found in a preliminary analysis. This
preliminary cross-section estimate was made by
fitting the yield curves with those from a Monte
Carlo simulation which had as input an isotropic
angular distribution and a constant do/dt (i.e. ,
o~P*). The cross-section behavior as a function
of P* thus determined was then approximated by
the straight lines shown in Fig. 6, and was incor-
porated into subsequent Monte Carlo fits to the
yield curves which were used to find the final
cross sections. The resulting cross section, di-

vided by P*, is shown as a function of P* in Fig.
6. The generally good agreement with the straight
lines of the first approximation indicates that no
further iterations are required.

Our cross sections, 0, are actually values of
4v(der/dQ) measured at c.m. angles that change
slowly as P* changes. They are corrected for all
known experimental losses and for all co decay
modes. In addition to the errors shown on the in-
dividual points there is a normalization error of
about +8% coming mainly from uncertainties in the
absolute neutron- counter efficiency.

The values of P* at which the cross sections are
plotted are the peak values of the P* distributions
(as given by the Monte Carlo simulation) for the
particular yield curves. The widths (FWHM) of the
P* distributions are shown as a function of P* in
Fig. 4(b). The nonzero widths arise partly from
the finite angular range subtended by the counters.

Before proceeding to a discussion of the P* be-
havior of the cross section we first consider the
information that we have on the production angular
distribution. Although we measure at only two
slightly overlapping laboratory angular ranges,
each corresponds to two c.m. angles distinguished
by different neutron times of flight. So we have
differential cross sections at two points near 8*=0
and two near 8*=180', where 6I* is the c.m. pro-
duction angle. If only S and P waves are present
in the final state, then the angular distribution can
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FIG. 6. The cross section a/P* as a function of P*. The solid line is the shape of the cross section used in the
Monte Carlo simulation.
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be expanded in terms of Legendre polynomials as

a, + a,P,(cos8*)+a,P, (c os 8*)

i.p-

Ag

Ao

and we can therefore fit this expression to our four
points to obtain a„a„and a, as functions of P*.
We can expect our determination of a, to be quite
accurate since a, is essentially given by the dif-
ference of the forward and backward cross sec-
tions. However, it is only feasible for us to de-
termine a, a.t very low P* since, as P* increases,
our data become increasingly confined to small
angular regions near 0' and 180'.

The results of the fits are shown in Fig. 7 and
indicate that the P, (cos8*) term is consistent with
zero and must in fact be very small. The P, (cos8*)
coefficient is also consistent with zero but the
limits we can put on it are not useful except at
very low P*.

Additional information about the (d angular dis-
tribution comes from the data of Abolins et al.4

and Kraemer et al. ' Both these experiments used
a deuterium bubble chamber exposed to a m' beam.
Each had approximately 100 events for a total c.m.
energy &1800 MeV (P*&260 MeV/c) and for this
range neither experiment showed any evidence for
a significant P, (cos8*) term. The data of Krae-
mer et al. showed a forward/backward asymmetry
which was not apparent in the data of Abolins et al.
and is strongly ruled out by our data (see Fig. 7).
Taking all the evidence together, a reasonable
conclusion is that the angular distribution is, in
fact, isotropic to a, good approximation. Thus,
although we have covered only part of the full
range of the c.m. production angle we feel it is
justified at this stage to treat our values of z as
measurements of the total co cross section.

The most striking feature of the cross-section
points shown in Fig. 6 is the drop by a factor of 3
in g/P* between P*=120 MeV/c and P*=20 MeV/c.
This confirms our earliest observation. We point
out that the drop in cross section is not due to
part of the yield curve being below the nominal ~
threshold. This is because, by integrating over
P„we always cover the full co mass range even
for the lowest P* intervals (see Fig. 3). Neither
could the effect be caused by variations in the neu-
tron-counter efficiency since that was practically
constant over the relevant range of neutron ener-
gies.

Figure 8 shows our cross section, 0, plotted as
a function of P* and also shows values from other
experiments for the reaction m'n-~p which by iso-
topic-spin invariance should have the same cross
section as m P- (dn. The agreement is satisfactory
except at high P* where the two experiments on
n'n-(dP disagree with each other by a factor of 2.
As P* increases above 200 MeV/c our isotropy
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FIG. 7. The values of the ratios of the Legendre-poly-
nomial coefficients from the fit to the angular distribu-
tion, as functions of P*.

assumption becomes less reliable so that our cross
sections there are of limited significance.

B. The u mass

The best-fit values for M„ for each of the P*
intervals used in the cross-section determination
are shown as a function of P* in Fig. 9(a). The
errors shown are statistical only. The data do not
show any evidence for a dependence of M„on P*,
in particular there is no change at very low P*.
The only systematic mass error that depends on
P* is that due to uncertainties in the absolute time-
of-flight scale. If this were in error it would have
almost no effect on the measured mass at low P*
since, to first order, that is independent of time
of flight, but for larger P* it would become signif-
icant, manifesting itself as an apparent difference
between the ~ masses deduced from neutrons pro-
duced forward and backward in the c.m. The lim-
its we can deduce for this from our highest-P*
data [not shown in Fig. 9(a)] show that such an ef-
fect is negligible for P"&60 MeV/c but that it
could become comparable to the statistical error
at P*= 100 MeV/c. For the N, data the effect



J. KE YNE et gE.

3.0-

A
E

0 40 80 120 160 200 240

DRftllffig et cLI.

o Kraemer et'.
+ This Expt.

280 FI |VIV@)

FIG. 8. The total cx'oss section derived by assuming
isotropy. The data shown for comparison are from the
reaction x+n wp .

This fit gave the value I„=782.4 + 0.16 MeV (sta-
tistical error). Although this fit was good ()('=60
for 66 degrees of freedom) we also tried fits with
different-degree polynomials for the background.
Any shift in mass was always less than 0.05 MeV.
A shift in the measured mass could also be pro-
duced if the m'g 7t' decay selection introduced a
bias in the interaction point in the hydrogen tar-
get. Monte Carlo studies showed that any effect
must be small as might be expected since the
solid-angle coverage of the decay array is very
large. This was checked by comparing the mass
deduced for selected and unselected events. The
mass shift observed was 0.24 MeV. %e believe
this discrepancy is mainly due to the effect of the
large rapidly varying background in the unselected
mass spectrum and hence we favor the value ob-
tained from the w'w w' yield curve (see Fig. 10).
However, we have included a systematic error of
+ 0.25 MeV because of the possibility of a bias in

would be larger because of the shorter neutron
flight path.

To obtain our best value for the (d mass we have
used data from N, , alone in the interval from I'~
= 55 MeV/c for forward neutrons in the c.m. to
I'*=60 MeV/c for backward neutrons in the c.m.
approximately corresponding to the neutron time-
of-flight interval 16-21 nsec. This choice avoids
the use of data which might be affected by uncer-
tainties in the absolute time-of-flight scale while
maintaining good statistics (about 7 000 &o's above
background). The w'w w' yield curve for this I'*
interval is shown in Fig. 10(b). A three-term
polynomial was used to represent the background.
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FIG. 9. Plots of (a) the mass, (b) the width, and (c) the
branching ratio 1'(&u w y)/I'(~ —w'w w ) as functions of
I'*. The horizontal lines represent our overall best val-
ues for these three quantities.

FIG. 10. N~ 6 yield curves fox' a fixed P interval from
55 MeV/c (neutrons forward in c.m.) to 60 MeV/e (neu-
trons backward in c.m.) for various decay selections:
(a) No decay selection; (b) w+w wi; (c) w y; (d) wow y,
Note also the mass scale.
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the m'm m' selection.
The largest contribution to the systematic error

comes from the uncertainty in the incident-mo-
mentum scale. The incident- momentum spectro-
meter was calibrated by means of the floating-
wire technique in terms of standard units of mass,
potential, and resistance. The dominant error in
the calibration, + 0.04/p, came from the uncer-
tainty in relating floating-wire measurements to
the hodoscope- counter positions. An additional
uncertainty in the momentum scale was caused by
relative movements of the quadrupole beam ele-
ments whose positions were monitored by an opti-
cal system as described in Sec. III. We have as-
signed a systematic error of +0.06% to this, cor-
responding to the maximum movement observed.

Since there are several independent components
to the systematic error we have combined them
quadratically with the statistical error to give a
total error of 0.5 MeV (standard deviation). Thus
our result for the cu mass is

M„=782.4 + 0.5 MeV.

Since the uncertainties in our incident-momen-
tum scale are the largest contribution to our total
error in the co mass we have attempted to check it
by studying the reaction w P-K'Z at threshold, a
reaction in which all the masses are accurately
known and whose threshold is very close to that of
m P -~n. The K' was detected in the neutron coun-
ters and the m from the Z decay was detected in
the decay array. The resulting yield curve for 17
to 22 nsec is shown in Fig. 11. The fit to these
data, indicated that our mass scale was high (i.e. ,
implied a lower &u mass) by 0.55+ 0.25 MeV (sta-
tistical error only). However, there are several
problems in the analysis. Because of decays, only
5% of the K"s reach the neutron counters, a com-
parable number of events being due to the detec-
tion of the p.

' from the K'- p, 'v decay. Also the
ionization-energy loss of the K' depends upon the
interaction point in the hydrogen target, which is
biased by the detection of the m from the Z decay.
Finally, one cannot assume 0 ~P* since the parti-
cles are charged. ' We estimate that these diffi-
culties introduce a 0.5-MeV systematic error.
although this test is not significant enough to war-
rant changing our mass scale, it gives us confi-
dence that our systematic error in M„ is adequate.

Our result agrees with our previous determina-
tion' of M„and with the world average value' of
782.66 MeV (which includes the result of this pa.—

per). The experiments which contribute most sig-
nificantly to the world average are listed in Table
1 (data are from Refs. 7-15 and our experiment).
For several of them the error quoted is statistical
only.

40-
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FIG. 11. The yield curve for the K+X channel with
P*& 50 MeV/c. Each bin corresponds to approximately
3 MeV in missing mass recoiling from theK+.

The systematic mass error is a priori likely to
be small in stopping PP experiments and we note
that we are in good agreement with the mean of
these experiments, ' "782. 1+0.3 MeV. We also
agree well with the 782.5+0.8 MeV result of the
KP- Ace experiment of Aguilar-Benitez et al. ,

"
which has a very good signal-to-background ratio
and reasonable resolution. Finally, we note that
Roos and Rousku, " in a recent compilation study
of the co mass, discuss the problems associated
with systematic errors and obtain a best value of
783.4+ 0.4 MeV (not including our result).

C. The ~ width

The best-fit values for I „for each of the P* in-
tervals used in the cross- section determination
are shown as a function of P* in Fig. 9(b). The
errors shown do not include systematic errors.
There is no significant evidence for any dependence
of I'„on P*. Since the mass resolution is best at
low P* and for neutrons produced backwards in the
c.m. we used data in the interval from P* = 80
MeV/c (forward-produced neutrons in the c.m. ) to
P*= 200 MeV/c (backward-produced neutrons in
the c.m. ) to deduce our overall best value for I'„.
This represented the best compromise between the
requirements of good statistics and good resolu-
tion and yielded a data sample with about 20000
~'s above background and with a resolution func-
tion of 6.6 MeV FWHM. The value for I'„ for this
data sample was 10.22+0.35 MeV (statistical er-
ror).

The systematic error in I'„comes mainly from
uncertainties in the resolution. Our incident- mo-
mentum resolution was 0.50+ 0.05% with the error
coming from small uncertainties in the size and
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position of the hodoscope counters and in the spec-
trometer focusing. We checked the momentum
resolution by studying the q meson. Details are
given in Bef. 1 and in Bef. 17. The timing resolu-
tion was determined from a study of fast neutrons
from backward charge-exchange scattering and the
reaction v p- qn at 725 MeV/e (considerably above
the q threshold). It was found to have a standard
deviation of 0.60+ 0.05 nsec. After allowing for
the uncertainty in the non-Gaussian tail in the
time-of-flight distribution (see Sec. II), the total
uncertainty in the mass resolution contributed
0.22 MeV to the uncertainty in the width measure-
ment. A further contribution to the error comes
from uncertainties in background shape. This was
estimated by using a four- instead of a three-term
polynomial and was found to be &0.1 MeV. The
systematic error in I'„ increases with P* and ex-
ceeds the statistical error for P~ &120 MeV/c for
neutrons produced forwards in the c.m. Fox neu-
trons produced backwards it is of much less im-
portance. This is the main reason for the restric-
ted range of P* used in the measurement of the
best value of l"„. Since there are several inde-
pendent contributions to the error in the width, we
consider that they should be added quadratically
to the statistical error. Thus our value for the ~
width is

I"„=10.22+ 0.43 MeV.

We note fx'om Table I that the previous three
xnost accurate measurements of the w width, us-
ing very diffexent techniques, gave results in rea-
sonable agreement with the above value. The ex-
periment of Coyne et al. ,

"a bubble-chambex study
of v'p- v"p~ at 2.7 GeV/c, had relatively poor
resolution but adequate statistics. They quote
their result as I'= 9.5+ I.O MeV (9.2+ 1.6 MeV if
pessimistic). In the experiment of Benaksas ef al. ,"
the cu width was determined by an excitation curve
of e'e collisions and their result (9.1+0.8 MeV)
was limited by statistics only. Bizzari et al. ,

"
from a bubble-chamber study of PP annihilations
at rest into EXro, found I'= 10.3 + 1.4 MeV. Their
experiment had good resolution but limited statis-
tics.

D. Effect of different line shapes on values of N and I

The spectra were fitted with a simple nonrelati-
vistic Breit-Wigner shape convoluted with the ex-
perimental resolution function. Since the width of
the resolution function was approximately half of
the intrinsic width of the ~, it was the latter that
dominated the shape. If the actual line shape of the
w is different from a nonrelativistic Breit-Wigner
shape, then the value of I' obtained from the fits
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would correspond closely to the FWHM value of
the actual line shape. This is because the points
in the neighborhood of the half-maximum points
are the most sensitive ones for M„and I'„. Thus
one can obtain an estimate of the possible effects
by finding the difference, &I', in FWHM value of
a nonrelativistic Breit-Wigner shape and various
other possible l.ine shapes. Similarly, the effect
on the fitted central mass can be estimated from
the difference, &M, between the mean of the half-
maximum points of a nonrelativistic Breit-Wigner
shape and the various line shapes. We consider
three modifications to a nonrelativistic Breit-Wig-
ner shape and for each we evaluate &I' and &M.

Relativistic Breit-Wigner shape:

M I'
0f' '=(M M)+M r ~

&F = I'/8M, ' = 0.002 Me V,

&M = I'/8M, = 0.017 Me V.

Phase-space modified Breit- Wigner shaPe:
l p2f (M) =

(
„.. . F ~ 3n phase space.

(5)

I

f( )-( )

For A «1,
~r =A'r cos'8,

DM =Al" cos8.

(8)

I.imits on A cos8 can be deduced from the compar-
ison we can make of the best-fit masses of the
w'm m' and m'y decay modes since the latter should
have a negligible coherent background. Our value
for this mass difference is 0.3+0.5 MeV, giving
one-standard-deviation limits on &M of —0.2
& &M&+0.8 MeV and —0.02&A cos8&+ 0.08 and
hence &I'& 0.064 MeV.

A more stringent limit on the interfering back-
ground amplitude was obtained by fitting the m'm m'

mass spectra with the above line shapes. This
enabled us to deduce the limits —0.02&A cos8 &0.01
and hence

Near M, this gives I' = I', + a(M —M,), with a - 0.05.
Then

&I'= —,'a'I", = 0.006 MeV,

4M = —,'aI', = 0.12 MeV.

Interference saith a constant background:

It can be seen that the above three line shapes
produce a negligible perturbation to I'„, but could
produce a shift in the measured value of M„by
about 0.2 MeV. Thus we see no reason to alter the
best values or errors in our measurement of M„
and I~.

E. The u branching ratios

The "decay array" of scintillation counters
around the target enabled us to select events ac-
cording to the number of charged particles and y
rays in the final state and to make some simple
cuts on azimuthal angles between particles to en-
sure consistency with transverse-momentum con-
servation. The decays we considered for the +
were m'm m', m'y, and m'm'y. We ignored the qy de-
cay since this has been measured" to have a
branching ratio of less than 6%0 of the w'y decay.
Also we were not able to measure the small m'm

decay since we could not separate it clearly from
r'r 7r'.

Our m'm m' selection required two charged parti-
cles and two y rays in the final state with some
loose cuts on azimuthal separation. Our n'y se-
lection required three y rays with the bisector of
two of them being roughly opposite in azimuth to
the third. The m'm'y selection required greater
than three y rays with additional requirements to
ensure a low probability of w'y decays simulating
m'm'y decays, owing to one y ray being detected in
two counters for example. The efficiencies of
these selections were determined by a Monte
Carlo program which was based on measurements
of the response of the counters to m''s and y's, in-
cluding measurements made in a tagged photon
beam. The program also took into account the ef-
fect of 5 rays produced by beam pions. To check
and refine the Monte Carlo program, we studied
the response of the decay array to the reactions
n P -m'n, m P m'n n, and m p- gn at lower mo-
mentum. A further check was provided by com-
paring our computed efficiency for the m'm m'decay
with that deduced from the ratio of the ~ cross
section for selected and unselected events. The
Monte Carlo program determined the m'y selec-
tion efficiency to be 54 + 8% and the 7)'m'y efficien-
cy to be 9+2%. The simulation showed that there
was no dependence on P* of the m'n n' and m y se-
lection efficiencies.

The branching ratios were deduced by comparing
the ~ signal in yield curves for the above selec-
tions. No evidence was found for an ~ signal in the
v'v'y selection [see Fig. 10(d)]. This enables us to
set an upper limit:

—0.2&&M&+0.1 MeV,

&I &0.004 MeV.
(10) I'((u -v'v'y) (0.18 (95% confidence level). (11)I' (u-v'y
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This is to be compared with the upper limit of 0.1

for this ratio set by Barmin et a/. ".
The m'y selection mas used to evaluate the ~

cross section as a function of P~ for the m'y de-
cay mode in the same way as was described above
for the m'm m' decay. P.n example of a n'y yield
curve is shown in Fig. 10(c). Hence the v y/v'v v'
branching ratio mas found as a function of P*. This
is plotted in Fig. 9(c). Although the points do show
some scatter, they are consistent with a constant
value and there is no overall trend in them. Com-
bining all our data gives the value:

", y), =0.064+0.013.I"(&u —v'nv')' (12)

The error is dominated by the systematic uncer-
tainty in the m'y selection efficiency. Our value
for this branching ratio is in agreement with the
previous two most accurate measurements: that
of Baldin et a/. ,

"who found 0.081 + 0.020, and that
of Benaksas et a/. ,

"who found 0.109+0.025. Also,
Flatte et a/. 2' determined the neutrals to the g'g go

branching ratio to be 0.097 + 0.016.
As stated before, our m'm p' selection efficiency

was deduced from a comparison of the {d signal
seen in the m'm "m' selection with that seen with no
decay selection and we used a value for the ~
branching ratio (v'v v'/total} of 0.90 as given by
the fit to ~ decays performed in Ref. 7. Although
the percentage uncertainty in this branching ratio
is negligible compared with the other errors in
our m'y measurement, in order to be independent
of this ratio me can quote our result as
I'(&u -v'y)/I'(&u —total) = 0.076 + 0.012. Combining
this with our value for I'„of 10.22+ 0.43 MeV gives
the partial width I'(ru -v'y) =0.78 +0.13 MeV.

V. DISCUSSION

The most striking feature of the data. is probably
the drop of nearly a factor of 3 in o/P* between
P*=120 and 20 MeV/c. This confirms our original
observation of this effect. ' However, the present
data have much greater accuracy and also extend
down to lowex' values of P* and we will therefore
not consider the earlier data in this discussion.
Note that while the individual points have been ob-
tained for the 3m channel, checks at particular
momenta have shown that this also reflects the
behavior of the ~-total cross section.

One of the original motivations of the experiment
mas to follow the ~ behaviox as the co-neutron rel-
ative velocity was reduced until the avexage dis-
tance traveled before decay was within the range of
the nuclear interaction. Withamidthof 10 MeV, the
average sepax ation of the ~ and neutron at decay
is equal to a pion Compton wavelength for P*=31

MeV/c. Two possible effects may then become
significant for values of P in this region. Firstly,
in analogy to collision broadening in atomic spec-
tra, the {d decay could be modified by the proxi-
mity of the neutron as in the case of the 4(1236) in
m-deuteron scattering. " This would lead to an in-
crease in I'„at lom P~. We see no evidence for
any such increase [Fig. 9(b)]. A second possible
effect at low P* could be a final-state interaction
between the neutron and a m from the ~ decay.
This possibility was examined in some detail in
Ref. 1 and could produce a, drop in the cross sec-
tion at low P* similar to that which me find experi-
mentally. However, such an effect would presum-
ably be much stronger in the 3r than in the m'y

channel and so one mould expect to see an increase
in the n'y branching ratio at lom P* mhich mirrored
the fall in the g'w ~' cross section. No such in-
crease is evident in Fig. 9(c). 9 final-state inter-
action might also distort the co mass spectrum and
again no such effect is seen. In fact, the general
absence of any significant variation in the m pa-
rameters other than o/P* is striking.

While detailed calculations of the effects of the
~ decay have not been attempted, it nom seems
unlikely that they are of primary importance. We
therefore look at the possibility that the produc-
tion mechanism is responsible for the surprising
cross- section behavior. Although an s-channel
is more likely to be dominant close to threshold,
and this mill be considered below, it has been
suggested to us that p exchange in the t channel
could lead to the depression in o/P* near thres-
hold because of the vanishing of the spin-flip
term. " However, a detailed calculation shows
that p exchange will produce a cross section near
threshold of the form der/dO=AP*+BP*P, ', where
the second term is the spin-flip contribution, with
A and B constants and P, the transverse momen-
tum. In our case, the transverse momentum is
lom throughout the range covered such that the
second term is typically less than 3% of the first
term. Even if the spin-flip term were to be sig-
nificant, it would produce a marked forward/back-
ward asymmetry in (do/dQ) contrary to our data.
So a p-exchange model can be completely rejected
as an explanation for the observed cross-section
behavior.

We therefore seek an alternative explanation in
terms of s-channel partial-wave amplitudes. Now
as P*—0 the contribution to the cross section from
a particular final- state orbital. angular momentum
L will behave as o/P*~ (P*)'~, e.g. , constant for
L = 0, P~' for I, = 1, etc. Thus we have an a Pvi oui
expectation that only 8 and P waves will be signifi-
cant in our energy region. The rapid rise that we
see in o/P* suggests that P waves are important.
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However, some, S wave is definitely required as
the data on o/P* are inconsistent with a parabolic
rise from zero.

The absence of a P,(cos8*) term in the angular
distribution can be reconciled with the require-
ment for both S and P waves if the phase difference
between them remains close to 90 throughout the
range of P* studied. This however, is not a neces-
sary condition since there are several S- and P-
wave amplitudes to be considered, some combina-
tions of which are noninterfering. If we label am-
plitudes by LL'(2S')(2 J), where L and L' are the
initial and final orbital angular momenta, S' is the
final spin, and J is the total angular momentum,
then the seven parity-conserving amplitudes with
L'=0 or 1 and L=0, 1, 2, or 3 are (SS11), (DS33),
(PP11), (PP31), (PP13), and (FP35). Of the pos-
sible S- and P wave co-mbinations, (SS11)+(PP31)
and (DS33)+ (PP11) lead to an isotropic angular
distribution, while the combinations (SS11)+(PP31)
+ (PP33)+ (FP35) and (DS33)+ (PP13)+ (PP11) pro-
duce no P,(cos8*) terms in the angular distribution
although they do produce a P,(cos8*) term. Thus
the possibility exists for there to be a substantial
P-wave amplitude even if the angular distribution
is isotropic.

With this in mind, we return to the problem of
explaining the cross section as a function of P*.
We first consider whether S waves alone can pro-
vide an explanation. The rapid rise of o/P* is not
consistent with a constant S-wave scattering length
since that requires o/P* to fall slowly with P*.
However, it is conceivable that the rapid rise
could be the manifestation of a narrow S-wave vn
resonance. We therefore tried to fit the cross
sections with an S-wave Breit-Wigner resonance,

(13)

where E, is the resonance mass and I',~, I'„„, and

r, are its partial widths to the elastic, ~n, and all
other channels, respectively. We put I'„„=yP*
where y is constant and take I',

~ and 1, as inde-
pendent of energy. No reasonable fits could be
obtained, the basic problem being that to achieve
the rapid variation of cr at low P* a small total
width is required which would produce an almost
equally rapid fall in o/P~ above the peak. That
this is clearly in conflict with the data can be
seen in the dashed curve of Fig. 12, which is a
fit to the data below P*= 140 MeV/c with an S-
wave resonance. When the full range of our data
is used in the fit the agreement at low P* is very
bad. Moreover, a narrow s-channel resonance
near the vn threshold would distort the + mass
spectrum and lead to a dependence of M„on P*
which is not observed. For example the S-wave

resonance shown in Fig. 12 would lead to a varia-
tion with P* of 2 MeV in the observed ~ mass.

We therefore consider a combination of S and P
waves. The threshold behavior of the P wave al-
lows a rapid rise in o/P* at low P* without lead-
ing to any distortion of the v mass spectrum or
any requirement for a rapid drop at higher P*.
We have assumed only one P-wave amplitude to
be important and have parameterized it by a Breit-
Wigner resonance as above. The symbols are de-
fined as before but the partial width I'„„now in-
corporates the Blatt-Weisskopf barrier factor'4:

kg(ffPg)2
IdB 1 + (EPA)2 (14}

The radius R was fixed at 1/m, . The S-wave con-
tribution to a was taken to be proportional to P*
(equivalent to a small S-wave scattering length).
The sum of these two contributions gave equally
good fits for J=-,', &, and -', . The result of the fit
J= & is shown in Fig. 12. The best-fit values of
the parameters describing the Breit-Wigner reso-
nance are: E,= 1650 MeV, I',~= 200 MeV, I'p =
100 MeV, y=1.0. The fitted curves for other J
values are similar. The shape of the fitted curve
is dominated by the barrier factor and there is un-
certainty not only in the radius 8 which should be
used but also in the formula for the barrier fac-
tor. Accordingly, the fitted values for the mass
and width have limited significance and could be
altered by about 100 MeV by comparatively small
changes in the barrier factor.

The significance of our cross-section data
seems to lie mainly in the fact that both S and P
waves are required and that the P-wave contribution
is surprisingly large, dominating over the S wave
even very close to threshold. For example, at
P*=160 MeV/c, where o/P" attains its maximum
value, the S-wave contribution to the cross sec-
tion is 0.4 mb while the P-wave contribution is
0.85 mb. This large P-wave cross section is it-
self suggestive that there is a resonance close to
the con threshold which couples to the P-wave ~n
system. In considering which mp resonance could
be responsible we need to refer back to the re-
striction that our angular distribution information
places on the possible combination of amplitudes.
If, as the evidence suggests, the angular distribu-
tion is isotropic, then the only allowed combina-
tions of the amplitudes are (SS11)+(PP31) and
(DS33)+ (PP11). For both of these combinations
the final-state P-wave component is linked to an
initial mp state of J= —,

' and L = 1. The nearest 7tp

resonance with these quantum numbers is the
P11(1'l80}. The difficulty is that it would be ex-
pected to feed both PP31 and PP11 amplitudes and
so would lead to interference with a final-state S-
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FIG. 12. The cross-section data fitted by models using an N* to modulate the cross section. The broken curve shows
an S-wave N* fit for P*& 140 MeV/c, the solid line is for a P-wave N* plus a constant 0/P* contribution.

wave amplitude. Thus, to maintain an isotropic
angular distribution, one of the final-state P waves
and one of the final-state 8 waves would have to be
suppressed.

If we now allow a, P,(cosg*) term to be present
in the angular distribution but keep the prohibition
on a PI(cos8~) term as our data require, then the
initial mp state could be L=1, J= ~ or L=3, J= —,'.
The corresponding mp resonances which are near-
by are the P13(1810) and the F15(1688). The P13
has the same difficulty as the Pll(1180}, viz. the
absence of a P,(cos8*}term requires the suppres-
sion of one of the amplitudes that the resonance
can feed. However, the F15(1688) can only pro-
duce a final-state L' =1 if 8' = &, and so does not
suffer from this difficulty. This can be taken as
a point in favor of the identification of the F15
(1688) with the P-wave &dn state. A further point
is that within the framework of an SU(6)~ decay

scheme for baryons, the (dn coupling of the F15
(1688) is predicted" to be considerably larger
than that of the P13(1810). However, the F15
would produce a large P,(cos8*) term in the angu-
lar distribution, "and while our data cannot rule
this out they do suggest that it is unlikely. Thus
none of the possible candidates for the large &n
P-wave cross section is completely satisfactory.
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