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The perturbation theory for a color-quark gauge theory on a spatial lattice is developed in time-dependent
form. Graphical rules are suggested. These methods are then applied to study the nature of the ¥s symmetry
exhibited when the bare-quark-mass term is zero. Investigation of the quark proper self-energy leads to the
conclusion that the ys symmetry is realized in the Nambu-Goldstone mode. A Bethe-Salpeter equation for the
proper I'® vertex is solved in the ladder approximation, and shown to exhibit zero-mass poles.

I. INTRODUCTION

One aesthetically pleasing and conceptually eco-
nomical model for hadrons is the color-quark
model, in which the quarks couple to vector bosons
in a gauge-invariant manner.! This model is known
to exhibit short-distance behavior consistent with
Bjorken scaling, as observed in deep-inelastic
scattering experiments.? In addition, it is con-
jectured that the infrared structure of the theory
may be such as to permanently “trap” the quarks
and gauge bosons, so that only color-singlet bound
states of the fundamental fields are observable in
isolation.®

Unfortunately, in accordance with naive expecta-
tions, this trapping is supposed to occur because
the effective couplings in the theory become large
at large distances. Consequently, a perturbation
expansion in a, = g?/4r is not a useful guide to the
infrared behavior of the Green’s functions of the
theory, and the conjectured trapping properties of
the theory cannot be demonstrated by using stan-
dard perturbative techniques.

Recently, Wilson has developed new methods***
which may be used to study the infrared properties
of gauge field theories. These methods arose from
consideration of general renormalization-group
concepts. Often, not all the details of the micro-
scopic interaction are relevant for some particular
long-range behavior. It may then be reasonable to
account for these details as “phenomenological”
(though in principle determinable) terms in an ef-
fective Hamiltonian, or to neglect them altogether.

The trick is to guess the form of the new effec-
tive Hamiltonian without actually going through the
process of eliminating the microscopic details,
i.e., large-momentum field degrees of freedom,
from the original “true” Hamiltonian. One must
guess because the task of actually performing the
elimination for a gauge-field theory seems rather
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hopeless at the present time.

Wilson has gone about guessing at the form of
the “effective” color-quark theory in a very imag-
inative manner. One feature of his theory is that
the Lagrangian is defined on a space-time lattice,
rather than in a cutoff momentum space. This
feature allows the most crucial guiding ingredient
in the guess, gauge invariance, to be realized in
a new and highly useful form. For instance, the
“interaction” becomes a combination of kinetic
energy and coupling pieces, and the perturbation
expansion is defined in powers of (x,™) and of
inverse bare quark mass m,, rather than in powers
of o s_s

The details of this construction, as well as other
considerations which may guide one to candidates
for effective Lagrangians £ will be presented
in the next section.

We will then concentrate our attention on a path-
integral formulation of these ideas, using a spatial
lattice, while maintaining time as a continuous
variable. This variant of the lattice approach to
gauge theories is essentially equivalent to the
Hamiltonian formalism introduced by Kogut and
Susskind (KS).” Our starting point will be to pos-
tulate a lattice version of the Faddeev-Popov gen-
erating functional which reproduces the continuum
theory when the lattice spacing a goes to zero.

For convenience, we shall work in a vector
gauge AJ (X, ¢)=0, in which the nuisance ghost
terms are absent. Invariance under time-inde-
pendent gauge transformations remains,

- 1 > -
ATE, t)~AS +§ 9, (X) + f*PrePR) AT,

o 1.1)
zp-—(l—ie"‘(i)%)zp, 9,€%(X)=0

and this is implemented on the spatial lattice by
Wilson’s method.
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Althoughthis scheme suffers from the lack of four-
dimensional symmetry, itisadvantageous in some
other respects. In principle only one parameter
a,™" is needed to carry out the perturbation ex-
pansion. A perturbation in m,™!, with m, large,
which is crucial in Wilson’s case, is not required
here. Furthermore, the Feynman-Dyson-Wick
diagrammatic analysis carries over to a large ex-
tent, although there are important differences that
we will discuss. In addition, the planar diagrams
that emerge bear resemblances to botk the dia-
grams of the continuum theory, and to Harari-
Rosner-type duality diagrams.

We will not explore all these possibilities in this
paper. In Sec. III, only some relations that are
relevant for our specific aims will be developed.
Given the new formalism of gauge theories on a
lattice, one may try to find a way of justifying the
ansatz, or of improving upon it, etc.; or, settling
upon a given possibility, one may explore its con-
sequences to see if it has anything to do with phys-
ics. Here we shall take the latter option. Specifi-
cally, we shall investigate the problem of the
realization of chiral symmetry in lattice perturba-
tion theory.

Fifteen years ago Nambu and Jona-Lasinio in-
vented a theory of pions as bound states of fermi-
ons,® whose emission was associated with the con-
servation of chirality. At present these conjectures
enjoy impressive experimental support. Unfor-
tunately, a realistic quark model incorporating
these ideas is still lacking, due to the extreme
complexity of the problem. The main difficulty
stems from the fact that the Nambu-Jona- Lasinio
pseudoscalar bosons are massless bound states of
fermion fields with zero bare mass. Obviously
these objects are hardly tractable in standard re-
normalizable relativistic quantum field theories.

In this complex situation, the standard strategy
is to pursue a modest goal, restricting oneself to
the question of compatibility of the conditions for
spontaneous y, symmetry violation with the Schwin-
ger-Dyson equations of the quantum field theory.
Different approximation schemes have been em-
ployed, along with renormalization-group methods,
in which at some stage it is necessary to assume
smallness of the coupling constant. Investigations
along this line have been pursued in Abelian gauge-
field theories by Pagels,’ and in non-Abelian
gauge-field theories by Lane.'® [Recent interest
in this reasoning is also due to the possibility of gen-
eration of vector particle masses in spontaneously
broken gauge-field theories (Ref. 11), but this is
a different problem from the one considered in
this paper.]

In this paper (Sec. IV) we adopt a similar strat-
egy, in the context of non-Abelian gauge-field the-

ories on a spatial lattice, in which quark confine-
ment is built in. We choose an effective Lagran-
gian £°T) which is manifestly y, invariant due to
the absence of the quark mass term, and arrive at
a rather remarkable conclusion: In the lowest
nontrivial order in a,~', the Nambu-Goldstone
poles are already revealed.

More specifically, the mass term in the quark
self-energy X is generated perturbatively, i.e.,
{=,vs}+ # 0. This ensures the existence of a pole
in the quark-antiquark-axial-charge proper vertex
owing to the Ward-Takahashi identities. An inter-
esting feature of the lattice theory is that this is
forced by the requirement that the physical states
must be invariant under the residual gauge trans-
formations (1.1). Furthermore, the Bethe-Sal -
peter equation for the residues of the poles is
solved in the ladder approximation. In our case,
the approximation of the Bethe-Salpeter kernel by
the lowest-order term seems to be legitimate be-
cause we are in the stvong-coupling regime, o
> 1.

Of course, in spite of these notable successes,
our approach leaves some important problems un-
solved. First, there is a problem present in the
very formulation of the y,-invariant theory on a
lattice. This problem is associated with the pres-
ence of an energy degeneracy between particles
with momentum % and k+7/a in the fermion sector.
It will be specified in more detail in the appropri-
ate place. We shall also discuss ways of living
with the problem, although we do not really solve
it.

Another important unanswered question is why
£ ghould have no mass term, even if the true
continuum £ had none. At the classical level, if
mPy is in £ it will persist in the continuum
limit, as can be seen by dimensional arguments.
However, this argument does not rule out such a
term in the quantum theory: , in £ could be
entirely quantum mechanical in origin. We cannot
exclude this possibility, and believe this important
question should be pursued as part of the overall
program of investigation using renormalization-
group techniques. But our aim here is to explore
what happens if the mass term turns out to be
absent from £,

Finally, in Sec. V we will summarize our con-
clusions, and discuss a few of the remaining prob-
lems in greater detail.

II. GAUGE-FIELD THEORY ON A SPATIAL LATTICE

This section contains several parts. In the first
part the color-quark gauge field theory in the vec-
tor gauge AS (X, ¢) =0 will be described in the con-
tinuum limit. This will fix our notations, and
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make the paper reasonably self-contained. In the
remaining parts, the theory will be constructed on
a spatial lattice, and a Hamiltonian formalism

will be introduced. Generalizations of the Kogut-
Susskind formulation will be emphasized, and some
departures from their theory are considered in
detail.

A. The continuum theory

The non-Abelian gauge theory is based on the La-
grangian density

_ A%AG -
£ =—%F“v,aF“”'°‘ +iz,l))/“<a‘x +ig 3 “)zp— modih
(2.1)
where the gauge-covariant tensor
Fg,=0,A5-09,A) - gf“87ALAY . (2.2)

The Greek indices «, 3,y are group indices, which
take on values 1,...,8 when the non-Abelian gauge
group is SU(3), which we consider exclusively in
this paper, although many developments are inde-
pendent of this choice. The eight 3 X3 matrices
A% are the generators of the SU(3) algebra in the
fundamental representation. The fields y, J con-
tain “quark” (“antiquark”) components which trans-
form accordmg to the 3 (3) representation. The
fields 3, ¥ also contain  “ordinary” SU(3) indices,
which are contracted with the unit matrix in Eq.
(2.1). Later in our work, we shall use corre-
sponding 3x3 matrices 31;, i=1,...,8. [The
ordinary SU(3) group will be called the unitary-
spin group.] In Eq. (2.2), f*87 are the real, anti-
symmetric structure constants for SU(3).2

The canonical quantization of the theory must
contend with the problem that only two spatial
components of Aj(x) are dynamically independent
degrees of freedom, because the gauge field is
massless. One way to proceed is to select the
vector gauge Ag(x) =0, which turns out to be very
convenient for further developments. (Notice that
we do not set V+A® =0.) It can be shown that, in
the end, this choice of gauge may be incorporated
successfully into the quantization by setting A5 =0
in £. Introducing

Ef&, t)=8,A%%,1), (2.3)
one postulates at equal times

[A?(iv t)y E]a (-37, t)] =i6ij6qeﬁ3(§‘.§) ’

&, 1), 0" 2@, )} =0°& - 9103 ,

where in (2.4b) the Kronecker “5” on the right-hand
side is in all indices A carried by y, i.e., the
Dirac, unitary, and color indices. The Hamilto-
nian is then

(2.4a)

(2.4b)

H= [ @ [3E& DESE, ) +1FS,

+iP(y -V +igy K 4A"YY + moBy]: .
(2.5)

Imposing the vector gauge condition eliminates
the timelike mode of excitation, but in Eq. (2.4a)
all three spatial degrees of freedom were treated
as independent operators. This is legitimate, pro-
vided the states of the system are subjected to
conditions of constraint. One way of finding the
correct equations of constraint is to notice that at
the classical level, the Maxwell equations

0'F 5, =gy - f¥YF5,A™Y), (2.6)
where
F=0yuEAy 2.7)

include one purely spatial equation in the vector
gauge,

divE* - g (j&— f*BYEB.AY)=0 . (2.8)

Following Dirac, in passing to a Hamiltonian quan-
tum dynamics these equations should be applied as
constraints on states.

The same result is obtained starting from the
observation that the vector gauge condition does
not specify the gauge completely. The Lagrangian
L= f d®x £ is still invariant under the restricted
local gauge transformations, Eq. (1.1), which are
generated by the local operators @*(X) in Eq. (2.8).
Thus Eq. (2.8) can be also considered as the re-
quirement that the physical states must remain in-
variant under these residual gauge transforma-
tions. This form of the argument will be presented
in greater detail when the analog of Eq. (2.8) is
derived for the lattice theory.

For completeness, we note that the “gauge con-
ditions” in the quantum theory are consistent with
one another. Further, they are consistent with the
equations of motion by virtue of current conserva-
tion,

3 (ju —f*"F},A"7)=0. (2.9)

The canonical gauge-field algebra Eq. (2.4a) may
be realized in a space of functionals ¥(A(x)), in
which the canonical momentum E¢(x) acts as —i5/
8A%(x). In such a realization Eq. (2.8) becomes

Q*R) = —i9;, — 7= GA"‘( )+zg7‘°‘B’AB(') ( )-gjg‘(i).

(2.10)
There is one important point to be noted at this
stage which is very relevant to our later develop-
ments. Since in Egs. (2.8) and (2.10), @%(x) is a
sum of gluon parts and quark parts, it is possible
to try eigenfunctions &,,.=®(4)&(®, 3"),
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. 6 . 5 o
[—lajmﬂgfw“e 34T -p"‘(x)}b(A):O,
(2.11a)

[0*®) - gig @2 @, ¥")=0. (2.11b)

If the commutator [j ¢(X, t), j2(¥, t)] contains a c-
number Schwinger term, Eq. (2.11b) does not al-
low the “separation function” p*(x) to vanish. In
that case, the gauge conditions for gluons and
quarks cannot be satisfied independently. However,
on the lattice it will prove possible to build the
Hilbert space off a base state containing no gluons.
The lattice analog of Eq. (2.14) can be satisfied
with the gauge-field part and the fermion part sep-
arately annihilating the base state. Consequently,
one anticipates this base state may behave patho-
logically as the lattice spacing is taken to zero.
Short -distance anomalous behavior must appear
unless the quark’s color current algebra contains
only operator Schwinger terms.

Finally, we note that the canonical developments

_J

above can be carried through with the Faddeev-
Popov (FP) ansatz for defining the Feynman path
integral.’® The result is that the action to be used
is S= fd4x£, where £ is that of Eq. (2.1) with 4,
set equal to zero. There are no FP ghosts in
gauges nuA“ =0. The path-integral formulation is
the most useful for lattice theories from the con-
ceptual as well as from the practical point of view.

B. The lattice theory Lagrangian

~ The formulation of the gauge field (G) theoryona
lattice will be performed following Wilson’s original
construction.? The formalism to be developed

. subsequently is based on the lattice version of the

generating functional W. Todo this we introduce
antlcommutmg fermionic sources 7(f) at each lat-
tice site n*(nl,nz, ng) and gauge-field sources 5 J, on
links L=(#, /), which connect sites i and fi+ 1 sep-
arated by a unit vector I. Then W is given by the
expression

win, 7} = f f DY DT D p(G)exp [z f ) d‘r(ﬁw+£c + 2 [FEME)+ 1@ E)] + ¥ TrldLUG,) + U‘(GL)JL]ﬂ ,
- 1

with

2, z[wn)zaow(m-(z L) ST Ga D) - mFENE)]

£ ZzTr{U(GL)U*(GL>]+ + O, Tr{U(G3 1) UG, YU (a3, )U" (Ga, 7))

Here #,=v,9,, /=% +[, and the time dependences of ¥,

G, n(d),J ; are consistently suppressed. The di-
mensionless quantities 7, fi, and ¥(1) represent
scaled time ¢=a/g?7, site coordinates X=1a, and
fermion fields ¥(%)=a®/?)(f1), where a is the lat-
tice spacing. The “bare” mass m, is in units of
1/ag®. In what follows, the above notations will be
explained further, and contact with the continuum
theory (2.1) will be established:

(1) The unitary matrices U(G) represent elements
of the SU(3) gauge group in the quark representa-
tion. The continuum limit is reached by writing

U(G 1.3,3) = expli(zA%)G3.71 (2.14)

G#:3,-3= -Gi 1, (2.15)

Gii,;=gak@+1), (2.16)

A@+D) ~ AY(RX)+ad,AYX). (2.17)
-

%=1
Equation (2.15) expresses the charge-conjugation
properties of the lattice gauge fields. Observe

(2.12)

(2.13a)

(2.13b)

that different sets of parameters {G%} are attached
to distinct links L={1,7}. As a=0, A%X) is in-
terpreted as the vector potential. The time deri-
vative dU(t)/dr = U is defined by
016, () =Lim HUG,(r+8) V(G (7).

The coefﬁments in L=L,+Lg, Eq. (2.13), are
chosen so that as a— 0, L goes into the continuum
Lagrangian (2.1) in the vector gauge. L, is ob-
tained by replacing the spatial derivative of y by
its finite -difference expression,

(2.18)

8,(x) — L[+ ) — 9(@)].
2=tz 4

This expression is made gauge invariant by insert-

ing an exponentiated A} according to Eq. (2.14).
This symbol Z)? in Eq (2.16a) includes summa-

tion over all six directions emanating from each

site . Further, the summations E and ZB in

Eq. (2.13b) run over all distinct links and boxes,

respectively. An example of the latter is given



3346 VAROUZHAN BALUNI AND JORGE F. WILLEMSEN 13

in Fig. 1, where the wavy lines represent U’s con-
necting four neighboring sites in the clockwise
direction.

Apparently, the Lagrangian (2.13) is invariant
under transformations V(gy) which are generated
at each site fi independently:

Y(@E) =V (gV@), P@)-TI@R)V(gy), (2.18")
U(Gy, 1)~ V' (@)U (G, DV (221)
=U(g5"Gy,18801)- (2.18")

Here g3 is an arbitrary element of the local gauge
group SU(3); defined at the site fi. This is a lat-
tice version of the time-independent local gauge
transformations Eq. (1.1). We shall dwell upon
this invariance in greater detail in Sec. IIC.

(2) The integration measure is of central im-
portance to defining the Feynman path integral
(2.12). First, we recall that in the functional ap-
proach, fermion fields ¢,(#), 74(fl) are anticom-

mutating objects (elements of a Grassmann algebra)

for which integration is defined by the condition

[ pa@Fap@= [[FAOFE =0, (2.19)

for each component A at every site i.**
Note that the fermion part of the measure, which
should be read in detail as

DZPDHJE Z: dsz G’ Te)de (ﬁ’ Te) ’
me

is invariant under the local gauge transformations
(2.18a). Even the Dy piece enjoys this property
due to the special character of the group (detV=1)
under consideration. Thus the invariance of the
theory with respect to the set of transformations
(2.18a), (2.18b) will be ensured if the gluon part of
the measure

D)= LEdu(G(L, 7))

(2.20)

(2.21)

(L labels link) shares this property. Since g; in
(2.18”) are elements of a compact semisimple Lie
group, the choice is essentially unique and is given
by the Haar measure

dp(G)=Ng ), dG,[detVM(G)]™,

(2.22)
B\ o apr-1 ) 2UG)
M (G)= ZzTr[A U6 g, ]
" T el

-
/

-’
—_ A 2 A
n+j n+d+]
FIG. 1. Gluon self-interaction is represented by a
box (I #xj).

The elements G of the group are assumed to be
parametrized according to (2.14), and the com-
pletely arbitrary normalization constant N, will
be fixed later. The property alluded to after Eq.
(2.21) is the invariance of the expression (2.21)
under the left (L) and right (R) shifts separately:

du(gG)=du(Gg)=du(G). (2.23)

C. The lattice-theory Hamiltonian

The Hamiltonian formulation of the theory de-
scribed by the Lagrangian (2.13) turns out to be
very helpful in subsequent discussions. First,
the Hamiltonian H will be constructed by means of
Feynman’s path-integral approach. The derivation
sketched below yields H=H,+ Hg,

Hw:élz; TEWU Cs, 9@+ D)+ meh, (2.242)
He= 2[Q%@, N3G, D+ %]
]

_ g_14 ; Tr[U(Gy 1)U, PUTGgog U G, )] 5

(2.24p)

where the differential operators Q% (Q%) are gen-
erators of the group transformations under right
(left) multiplication
- A“)“ - 5
M _ (A7
CEC) < 5) Ve D S

Alx
=Tr[——U(ﬁ,D 8 ]
2 68U, 1)

- - A® b 5
7 , 0= U3, <_> rarm N
QL(n ') b(n ’) 2 crﬁUf.(n, D

(2.25)

- o A% 5
-1 UG, Dy U, 5

Here the matrix indices of U are indicated as ten-
sor indices U,,=U};. Thefirst operator piece in Eq.
(2.24b) represents the sum of SU(3) Laplacians
for each link. Recently, Canning and FOrster
have independently advanced a similar generaliza-
tion of the KS Hamiltonian.'® Their method is in
the same spirit as ours, but we differ in details.

(1) Schrodingey’s equation. Define a state vector
&{p W), ‘@), U} as afunctional of up (1) and
down $‘@’() components of Dirac fields describing
quark and antiquarkdegrees of freedom, respective-
ly. In Fock space these correspond to the specific
realization of the equal-time commutation relation
(2.4b) on the lattice

{D4@, 7), 3"2(m, )} = 6365,

where the components

(2.26)
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IO, ) = PN, A+ ),
PO, 7) =21 - v I, 7)

are interpreted as quark and antiquark creation
operators. This choice turns out to be only rea-
sonable one in the context of the perturbation theo-
ry (see Sec. IV).

Let A(J*, ) be a normal-ordered combination of
creation J* annihilation § operators defined in the

(2.27)

J
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Fock space. Then in the functional approach its
action on a state vector &,(3*) is determined by'*

2,00+ [ [ 4G, pe - us, 4 DIDY,.
(2.28)

Hence the dynamical principle describing the time
development of a system containing fermions along
with bosons can be formulated as follows:

BYF, Yo, Uz)ff f exp[( W) — PF) Y0 4 (SO _ @)@ _H (pFw0 gy R DYy je (7))e]

X D, DY, Du(G,)@@F ™, {2, U,),

where subscripts 1 and 2 refer to 7, and 7,, re-
spectively, and it is assumed that e=(7,- 7)) is
infinitesimal. Now, it is easy to see that this
principle with H, defined by Eq. (2.24a) reproduces
the generating functional postulated above Eq.
(2.12). In passing we note that Eq. (2.29) corre-
sponds to Feynman’s continual integral in a phase-
space representation in which gluon momenta are
integrated out.

Next we turn to the derivation of the gluon part
of the Hamiltonian Eq. (2.24b) from the path inte-
gral (2.29). It is enough to solve the corresponding
problem for a simple system with one link de-
scribed by the Lagrangian £2(7) =+ Tr(T,01),
where U, is a shorthand notation for U(g(7)). Its
state vector ®(U,, 7) is defined in a group param-
eter space, and satisfies the following dynamical
equation:

®(U,,, T+€) =f dll(g('l'))exp[ij;”e £"G(T)]<IJ(U,, 7).

(2.30)

This leads to an equation for 8&/87 of the Schrd-
dinger form. The linear operator acting on & in
that equation will be identified as the Hamiltonian.
For simple systems the corresponding steps yield
the canonical Hamiltonian. In curved spaces non-
canonical terms are obtained; the constants in
Eq. (2.24b) are such terms because the group
space has constant nonzero curvature.

There are four steps in the derivation. First,
examine the action, using Eq. (2.18):

S= J i dr' £5(7’ .~—_2—1€ Tr[2 - UR) - U'(R)];

(2.31a)

Uh) = U"(g(7+ )U(g(7)), (2.31b)

or simply, =g (7+ €)g(7). With € infinitesimal,

(2.29)

r

U(n) is close to the identity, and may be param-
etrized by

=1+ —%MA“A% . (2.32)
Then

S(T+€,7)=1"4e, (2.33)
where

8
N°=)" Nl
a=l

The second step is to account for the time de-
pendence of the coordinates in &(U,; 7). Inverting
Eq. (2.31b), we have

®(U,;7)=0(U(g(T+ €)U(R); T)
H2\b
forsfo-Ff
1, .0 5 &
-§(Uﬂ)b(Uﬂ)aa—f]—g 677;}
X &(U(g(T+ €)); 7)

(2.34)
in which

U=U(g(T+¢)).
Recalling Eq. (2.25), this can be rewritten as

. = 7811 71“’18 B .
®(U,; T)=(1+in Qr-—5 ~ Q% (U ;s T)
(2.35)

since Q% generates the right shifts (%) of a gluon
field with parameters {g%}.

The third thing we must do is evaluate the mea-
sure. As in Egs. (2.33) and (2.35), only terms to
0(n?) need be retained because the phase e os-
cillates very rapidly as €—-0. Furthermore, it is
appropriate to use parameters 7 in the measure
because by (2.31b) we have precisely made a group
transformation taking U(g(7)) into a group element
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with parameters 7. Then, from Eq. (2.22),
MB(n) ~ 6°8 + Tr{-24[A%, AP]_ - 27A[A%, AP],
+ £9ABGACY, (2.36)
(detM)™ =exp(~Tr InM)
~1+89%. (2.37)
We are now ready to put the pieces together and
obtain the Schriédinger equation:

8% (Uy,e5 7)
oT

(1 o

. N7
x (1 +in,Q% - “2—BQ:5Q%>

B(Upye; T+ €)= B(Up,e; T) + €

X & (Upe; T)y (2.38)

with (detM)™ being given by (2.37). The station-
ary-phase estimate to the integrals is justified
for €~ 0. It gives

i 4
NG= (64() ’ (239)
. 0d
’La—_r— =Hg<1>, (2.40a)

0_ 5
Hg=QrQz-%.

Notice that the appearance of @ instead of @
is due to the way U(k) was introduced in Eq.
(2.31b). It is easy to see that U(r) with U, and
U,,. interchanged yields @,® in Eq. (2.40b). The
equality of the left and right Laplace operators
Qr, 1 can be simply checked from Eq. (2.25).

(2) Generators of the local gauge tvansforma-
tions. It has already been indicated [see Eq.
(2.18”)] that the gauge field may undergo left (L)
and right (R) shifts independently, e.g.,

U@, 1)~ U, ) - ig@®UE, D),
U@ -1, ~Uv@ -1, D+ U@ -1, ) @),

(2.40Db)

(2.41)

where g(i1)=g®([@)3A® and g*(0) are infinitesimal
parameters of the local gauge transformation
V(gy). It is easy to verify that the transforma-
tions (2.41) can be realized by differential opera-
tors Q¢ and Q% defined by Eq. (2.25). These act
on upper and lower indices, respectively. Since
six links emanate from each site, three in posi-
tive (Z,) and three in negative (I.) directions, the
generators of the local gauge transformation of
Eq. (2.18”) are

Q@ =3 Q¢@+1)+ 30 Q%@+ 1. (2.42)

Turning to the gauge transformations of the
quark fields, we write (2.18’) in infinitesimal
form

P = U, () — igh (@), (@),

(2.43)
P - 9o @) + 197 @) 25 (@)
Hence the corresponding generators are
QM) =*([@) % P(i) (2.44)

This expression is normal-ordered. Its action is
determined by Eq. (2.28).

The sum of the generators (2.42) and (2.44)
defines the total local color charges

Q*(n) = Q()+ Q2 (M. (2.45)

These are lattice counterparts of the continuum
charges (2.8), as is straightforwardly checked
using Eqgs. (2.17) and (2.25) in the limit a—~0.

The invariance of the theory under the time-
independent local gauge transformations can now
be stated as

[H,+Hg, @*(M)]=0. (2.46)

It is interesting to note that the kinetic piece Q*Q“
of the Hamiltonian H has a symmetry higher than
the combined left and right shifts generated by
(2.45), It is invariant with respect to Q%(3, 7) and
Q%(n, 1) separately. This property is shared by
the invariant measure, and is an important ingre-
dient of the formalism below.

(3) Space of states. We assume, following KS,
that the physical subspace is spanned by eigen-
states ®{y, U} of the Hamiltonian (2.24) which are
invariant under local gauge transformations (2.45):

Q*(M)® yyld, UF=0. (2.47)

Obviously in these states all color indices are
contracted as, e.g.,

3, () ~ P, (),
&,(U) ~ U@, 5+ D)UNR + 1, U@+ 7, DUTE, 5+ 7)1
&, (0, U) ~ @U@, 7+ Dy,@ + 1),

where unitary and Dirac indices are suppressed.
We remind the reader that the matrix indices of U
are indicated as tensor indices U,,=U? to empha-
size the fact that under the left [right] shift U(g)
~Ulg,2) [U(gg,™)], U transforms according to
the fundamental representation 3 (3) in the index
a (b). T

We proceed to the normalization of the states.
First, recall that in the functional approach, the
inner product in the Hilbert space can be defined
asl4
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(@)= [ TTaute)

x ] avldy.e #i9*(, U(£))8' @, U(g)),

(2.48)

where the group volume for every link is nor-
malized to 1, fdu(g) =1. (This convention is dif-
ferent from the one used previously [see Eq.
(2.39)]. This difference is inconsequential.)

We reiterate that there is a complete equiva-
lence between the Hilbert space constructed above
and a specific realization of the space of states
when the fermionic sector is represented by Fock
vectors, using fermion annihilation and creation
operators. For the sake of consistency we are
treating fermion and gauge fields on the same
footing, using the functional realization for both
sectors.

Obviously the integrals (in the inner product)
factorize into fermionic parts which can be evalu-
ated in a standard way and a product of integrals
of gluon fields corresponding to each link. In gen-
eral, one has to deal with the integrals

1fs)= [ an(@)ug(e) -+ Ugnla) (2.49)
defined on the gauge group manifold.

The general properties of these integrals are
discussed in Appendix A, since we shall encounter
them quite often.

We conclude this subsection by supplying a few
simple examples:

[ vieiane) - o3, (2.502)

[ Ui Ui (2) =k ey, (2.500)

[ vx U ()T dn(s)
=3:(620¢,+ 5362 ) (6267 + 552)
+ 75 (5262, - 6562)(626% — 616). (2.50c)

These equations apply to a single link. A general
state may, however, contain U’s at different links.
The reductions explained in Appendix A must be
carried out link by link, yielding a product of
singlet contractions, one for each link.

D. Remarks on the formalism

It is appropriate to conclude this section by sur-
veying briefly what all this formalism is intended
to describe. The points of departure from the KS
theory are emphasized in the ensuing discussion.

(1) At this stage, the reader uncomfortable with
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the path-integral derivation of the Hamiltonian
may simply take the operator part of Egs. (2.24)
as the starting point of the theory. The definitions
of @ ; and the prescription for taking a—0 may
be used to verify that this is indeed the continuum
“electric” part of the Hamiltonian. In addition,
the commutators of Q% 2@ with U pass to the ca-
nonical commutation relations Eq. (2.4a) in the
continuum limit.

(2) As it stands, the lattice Lagrangian Eq. (2.13)
contains three free parameters, g%, a, and m,.
The latter two have dimensions, since by scaling
the fields ¥, 3f, the quark-mass parameter retains
its natural dimension.

In principle the lattice Lagrangian could contain
any or all conceivable interaction terms that re-
spect the internal and gauge symmetries of the
continuum theory, and which vanish as a—~0. Each
such term allows a variety of new constants to be
introduced, some dimensionless and others with
dimensions. In practice these are arbitrary con-
stants because their dependence on the genuine
parameters in £(continuum) cannot be determined.
Thus, each new term in £(lattice) weakens the
predictive power of the theory.

As was indicated by KS, and will be discussed
at length in Sec. III of this paper, the Hamiltonian
[Eq. (2.24)] along with the quark-mass term

H0=H3+H(d)>’ Hg:QR(L)z’ H(;:mo%p (2.51)

may be considered as a zeroth-order approxima-
tion for hadron spectroscopy if the color group is
SU(3). A gluon on a link carries an energy e,
which is proportional to the eigenvalue of the SU(3)
Casimir in the 3 (or 3) representation:

HJU=eU, e=%. (2.52)

The quarks carry an energy m,. Then a hadron’s
rest energy is, in this approximation,

E®(hadron) =Ie+dJm, (2.53)

if it consists of I gluons and J (quarks+ antiquarks).

Thus the energy of the meson in Fig. 2(a) is
2my+ €. The energy of the baryon in Fig. 2(b) is
3my+3e. Since the energy e and mass m, in Eq.
(2.53) are in units of g2/a and 1/ag?, respective-
ly, the ratio €©’(meson)/¢‘°’(baryon) is indepen-
dent of the lattice constant a. It is these kinds of
dimensionless vatios that one hopes the theory
will describe adequately.

An important point is that, quite independently
of whether m, and g* can be adjusted to give rea-
sonable ratios of masses, one must first justify
additive energy formulas as in Eq. (2.53). There
are, e.g., mesons with masses 2m,+ne, where
n=1,2,3,.... Thus € is a level-spacing param-
eter, but directly in the masses. For contrast,
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q q
(a) o~ .
n n+2
_.A
q n+{
q q
(b) e~ ~ - .
n-k n n+k

FIG. 2. (a) A meson § (R)AITU (7, )¢ (R +1), where
At refers to umtary spln and T is a Dirac matrix. ()
A baryon D ‘e(n+1)¢ f(n+k)¢“’(n—k)
xUg (7, Z)Uf (m, k)U X k)f”kg 87€bc

the dual-model spacings refer to (mass)?. The

phenomenological utility of additive quark-mass
formulas for low-lying mesons and baryons has
been described in Ref. 16.

(3) Our model contains gluon-free particles.
Since quarks and antiquarks are defined on all
sites, a gauge-invariant gluon-free meson state
is of the form

M =TS T,
where ¢ and {a} are respectively unitary spin and
Dirac indices. The color indices are summed over
so the state is locally a color singlet.

Similarly, a gluon-free baryon state is

B(8) =% ()P (AW (R)e e f12 887 2,

—J

lgq@a) =9*1(F + ))U, (B +7, DUGE(H, B -
xU;22(6+IE,rT+E - f)‘Pcz:z(ﬁ )

),

where unitary indices ¢, ,, [, , can be contracted

in an arbitrary way. Here Dirac indices have been
suppressed. This agrees with expectations that
such states are not necessarily totally absent, but
are very massive. The GIQE has energy 4¢€, and
the exotic meson above has energy 4m,+5€. Thus
if m,~%€ so thelightestbaryon mass equals the level
spacing, one has M(GIQE)=~4M(baryon), M(qqq q)
~6.3M(baryon). Note that the type of the gauge
group [SU(3) in this example] imposes restrictions
on the spectrum of exotic states.

III. PERTURBATION THEORY

In this section a systematic perturbation theory
is developed, splitting the original Lagrangian Eq.
(2.16) into “free” (£,=£% +£%) and “interaction”
(£,) parts, as follows:

where €,,. on the color indices makes the state

a color singlet. As in Fig. 2, f;;, and g®° sche-
matically represent the unitary spin and Dirac
structure of the particular baryon. .In this case,

[ 999] is a schematic notation for the more careful
constructions needed for the description of spin-3
and spm—— baryons.

Since the crudest estimates of the rest energies
of gluon-free meson and baryon states are 2m,
and 3m,, respectively, one is in an embarrassing
situation if m,=0. Now, one expects the inter-
action to modify these estimates in a number of
ways. One set of effects should shift the effective
quark mass away from m,. In addition, since the
theory involves vector bosons, one anticipates that
the interaction w111 produce spin sphttmgs so that
the baryon spin-3 octet and spm-- decouplet will
not remain degenerate. Also, following Ref. 16,
it is expected that unitary-spin singlets and octets
will be split.

In this paper only the mass-shift effects will be
investigated. The whole “quark mass” will be due
to self-interactions, and it is not implausible for
these effects to be sizable. Thus there are no
problems of principle owing to having gluon-free
mesons and baryons.

(4) This model also allows for what would nor-
mally be termed “exotic” states in unitary sym-
metry. All gauge-invariant quarkless excitations
(GIQE’s) are exotic in that sense.

A simple example of a unitary-spin exotic
state contains two quarks and two antiquarks:

])¢“2‘2(n ])eblbzeUf(n n-;-k)ed1 2f¢"‘1 (E+I?C+]'~)U;11(ﬁ+ié+]f,ﬁ+l;)

£9 = 20 BB g9 () - mB(BW(B)], (3.1)
£%=;{%Tr[ﬁ(c D G- F, (3.2)
Lp== Ju(Gr)v@E+D)

557 7(’) ( i+

giZ r[U(G51)U(G343, )

XU MG74330U G35, (3.3)

£, will be treated as a perturbation in the strong-
coupling regime g%2>1, In £2 a trivial constant
term for each lattice link is introduced to cancel
the zero-point lattice energy of the Hamiltonian
Eq. (2.24Db).
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Our approach has many features in common with
the perturbation theory of Feynman, Dyson, and
Wick. However, a difference arises because of
the presence of gauge fields U(g) which are group
elements rather than algebraic objects. Neverthe-
less, it will be proven that the following important
results still hold:

(a) the linked cluster expansion, i.e., a can-
cellation of vacuum loops in Green’s functions;
(b) the Dyson equation for quark propagators;

(c) The Bethe-Salpeter equation in ladder form

win,J} = f j Dd)D@Du(g)exp(i f_ :m{gow,+2[$<ﬁ)n(ﬁ>+ﬁ(ﬁ>w(m1+; Tr[JzU(gLnu*(gL)JL]}).
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for four-point quark Green’s functions.

The method of semi-invariants is employed to
prove these results. In the past this method has
been used efficiently in a different context in sta-
tistical physics."

A. Green’s functions

Green’s functions are given by the variational
derivatives of the generating functional W con-
structed from the Feynman kernel Eq. (2.12):

(3.4)

Here n(, 7), 7@, 7) and |J, (7)]2,[J](r)]¢ are quark and gluon sources at each site i and link L, respective-

ly.

It is convenient first to consider the Green’s functions of the free-gluon theory, generated by

W%{J}=ffDu(g)exp(i j:idv{£%('f)+; Tr[JIU(gL)+UT(gL)JL]}).

(3.5)

The incorporation of quarks will be straightforward. Let us define an (z +m)-point free-gluon propagator

1 5"+mW%{J}

Dpim(Ty " ** Tpam) = 75 6 oJ T 6J 7T | .
weldt GJLl(Tl) v JL"(Tn) JL"+1 (Taey) e JL"+m(Tn+m)|J=JT=O

Explicitly, this is

(3.6)

Dn+m(rl---rn+m)=—vv-(,{f,—_m J S T outenvte, 6 v, e[ 1D [ areg)].
G - e

For a given ordering 7,>7,>+**>7,,, one has

(3.6")

Dn‘rm(Tl : "T,,“,,)W%{J:O}: ff D“(g)KG(Tf’T).)DH(g(Tl))

£=8(T; ¢)

X U( ng (Tl))KG(TITz)DlJ'(g(Tz)) . .D“'(g(TrH-m)) UT(gLn+m(Tn+m))KG(Tn+m’ Ti),

in terms of the Feynman kernel

Koty )= [ [ Duteevess]i [ area)].

k

(3.7)

(3.8)

Note that usually the end-point coordinates g(; ;) in the generating functional are left unintegrated—one
considers them to be fixed. In the limit 7; ,~ (¥)«, they become coordinates of the ground state (vacuum)
which in our case is assumed to be gauge invariant [see Eq. (2.47)]. Unlike the usual practice, we have
performed the integration over g=g(; ;). The integration is well defined since the group is compact. The

utility of this step will appear subsequently.

To simplify Eq. (3.7) we make use of the Schrédinger equation (2.41c) in integral form,

o{0(e ), 7} = [ [ Kolr,, m)Du(etr) @{o(aa ), 7}

In other words,
e{U(g), 7} =85 &{U(g), 7,}.

This allows us to recast Eq. (3.7) into the form

(3.9)

(3.9
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DTy e e Tn+m)W%{J=0}= ff Dli(g(Tf))Kc(Tf, 0)

TifTES

XD (&)U (gy, 7))+

The symbol U in Eq. (3.10) indicates that an
interaction representation was introduced,
U(g, 7)=eieU(gle e,
H}, =Q%(eR () -

It is important to notice that U (g) is an operator,
and that the commutator [H%, U(g)] is ¢ number
rather than ¢ number times U as it is in ordinary
field theory. This is a special feature of the lat-
tice gauge fields which we have to take into ac-
count,

It is easy to see that the expressions

[ [ puearat;,0, [ [K0,70006)

are independent of g; =g;(0), and so

(3.11)

Wolr=0b= [ [ Dutelr, DK@, 7)Dulg(r,)

= 3o

i of

- f f Dulglr)K(r;,0)

T, =¥
Y DU O, T DU
Consequently, for Green’s functions we have

Duim(Ty*** Tram)
- [ [ pR(@T @y, T (s

’ Tn+m)) ’

(3.12)

n+tm

where the measure is now normalized as fdﬁ(g)
=1 [compare this with the previous convention,
Eq. (2.39)]. The presence of the T product ac-
counts for the arbitrary ordering of 7, ** T, p.
The simplest gluon Green’s function is (for 7>0)

(L,L,)
DLILZ(T)EDI'*i 2(r,0)

=5L1L2ffDﬁ(g)eiﬁ%TU‘;(g)e_i”%TU,;rc(g).
(3.13)

Since only the singlet combination of U(g) and
Ut(9) contributes, applying Eq. (2.50a) one gets
after time-ordering

55(r) =5030:D(r), D(r)=e *el7l, (3.13")

where € was introduced in Eq. (2.52). The Fourier
transform of D(7) is

'i]T(gL

JORGE F. WILLEMSEN 13

ntm

s TaemM (0, T)DUCET My, 2o 0 - (3.10)
k k

D(w)=f_°° D@)et eT dr

2€i
T (3.19)

Thus € plays the role of an effective gluon bare
mass.

At this point, notice from Eq. (3.12) that the
higher-order free Green’s functions cannot be ex-
pressed in terms of D(7) alone. The Wick theorem
is invalid in its usual form. We will discuss this
point fully in Sec. III B.

Clearly the free-fermion sector is a normal
field theory, and is spared from these complica-
tions. The fermion two-particle Green’s function
is calculated in the ordinary manner:

S22 = [ [ DIy, (E, )37, 0)

Xexp[i f:dﬂ:%(ﬂ] , (3.15)

where

we¢ =ij$szexp{i f_:d'r,ﬁ?,,(T)].

Hence we find
1 * :
SAka=5- f Siki@e do,
; R (3.16)
B s ~() = 5> +
S3x5Ww) ((«{)—mo+i5>A kon -+

Since # =vy,w, in a basis with y, diagonal, S(w) is
diagonal in all indices (A =B).

B. Generalized Wick’s theorem

The semi-invariants are Green’s functions de-
fined by [compare with Eq. (3.6)]

c =N° s
Dn+m‘D(L!---L,,L{-“L;,,)(Tl Tntm)

~ 6" ™ Inw 9 {J}
N 5JL1(71) te 6JL,,(Tn)6JITi (Tn+1) v GJI“:;n(Tni‘m) ’

(3.17)

Here c¢ stands for connected; its meaning will be
clarified soon. First note the following obvious
relations:
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Dy, =D%y, =0, (3.18a)
D1, =D 1, +P{L Dt =D1 1, =0,
(3.18b)
D,y =D ny) +Diry Dy =05,0; Dier -
(3.18¢)

It is straightforward to prove by induction that

- c
D(Ll---L,,L{--'Li,,) = (Zm: gD(Lal...LaiLbl...L'Bj)
(Zi -n, Zj:m), (3.19)

where the summation extends over all partitions
p of n+m elements (U’s and U'’s). Since a con-
tribution to D,,,, from distinct links is factoriz-
able, i.e., the corresponding gluons are uncor-
related, one infers from Eq. (3.19) that
Dle- s eLiLjs LY =Df+;51.11.2° :
(3.20)
The relation (3.19), together with (3.20), forms

the content of the generalized Wick theorem. Call-

ing a contraction of ¢ +j gluons Dj, ;, the procedure
can be stated in the following form: A vacuum ex-
pectation of gluons [see Eq. (3.12)] canbe expressed
in terms of all possible contractions (two, three,
four, ete.) of gluons, contractions of gluons at-
tached to different links being zero. It should be
emphasized that unlike the ordinary case, the con-
tractions are not restricted to only two fields, as
is the case for the quark sector. There is a good
reason for this—the free lattice gauge fields are
not systems of harmonic oscillators. Put differ-
ently, the measure in the functional integral is not
Gaussian.

Next we turn to the linked cluster expansion the-
orem. Consider a vacuum expectation of an arbi-
trary operator O{y, U},

6 = LS DIDIDR()0y, U} expli [ d £(r)]
Win=J=0}

(3.21)

Examine the perturbation expansion in L; of the
numerator and denominator separately. In every
order the quark and gluon functional integrals
factorize. Then one can apply the Wick theorem
to the quark fields and the generalized Wick the-
orem to the gluon fields, performing all possible
contractions. In the numerator, there appear fac-
tors which are not connected with O through quark
or gluon contractions [Egs. (3.16) and (3.17)].
Using the standard combinatoric arguments (see,
e.g., Ref 18, p. 187), these factors can be shown
to cancel the denominator W, yielding

Opu0Ops_ gy -
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©0).= f f Dy DY Du(g) 044, Ulg)}

irl
xS L [ar - an o) a(r)

Xexp[i[:dT,ﬁO(T)] . (3.22)

Here the subscript ¢ on the functional integration
symbol denotes that only connected parts are in-
cluded. The c appearing in Eq. (3.17) can now be
v1ewed as the specific case that 0 is itself a U or
U" in the Jfree theory. The present discussion ex-
tends that limited meaning so that ¢ means con-
nected with 0, which is any operator in the infer-
acting theory.

We can go further and establish Dyson’s equa-
tion for the quark propagator [compare Eq. (3.15)]:

Sfﬁkn(‘r ) =

[/ DuDgDL(£)9 (K, T)F(H, 0) expli [ dr £(7)]

Win=J=0}
(3.23)

First, notice that due to the local lattice gauge
invariance,

SEr () =S 0% % - (3.24)
Next, define the Fourier transform
s'(w)=fe"“‘s'(r)dr , (3.25)

and repeat the well-known arguments (see, e.g.,
Ref. 18, p. 285) to derive the equation

8" Hw) =87 (w) = Z(w) , (3.26)

where all indices are omitted. The quark proper
self-energy Z(w) is defined as a graph with ex-
ternal lines removed, which cannot be divided into
two disjoint parts by a removal of a single quark
line.

In the same way, one establishes the Bethe-
Salpeter equation in a restricted form, for quark-
quark scattering. It will be discussed and em-
ployed in Sec. IV.

C. Perturbative evaluation of Z(w)

In this subsection the formalism developed so
far is utilized for the low-order perturbative eval-
uation of the quark self-energy Z(w). For illus-
trative purposes simple diagrammatic rules are
also suggested. For our immediate goals the gen-
eral diagrammatic technique, which appears to be
rather complicated, will not be needed (see Ref.
17 and references therein for a discussion of re-
lated combinatoric problems).
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Examine the quark propagator (3.23) in the low-
est nontrivial order:

S{py =S(7), (3.27a)

Sta(r) =1 J DwDTDRE) u(E, 7)TE, 0

Xf dr, dr, EI(TJ :cl( 7,)

xexp[f ar £} ('r)]

(3.27p)

A first-order term fdu(G)JZ,(T) vanishes because
Jdi(g) U(g) =0. Here £,(7) is given by Eq. (3.3)

affamo [ anan () 7

S Bt

>
n
-
m,j

i\2 oot oo o
_( ?) BE Tr[UUT" UT]h ; Tr[UTTT UT],.J )

1

The “superscript dot” contraction notation has
been used for the quarks,

¢r1(ﬁ1) &rz(ﬁz) = S(Tl - Tz) 5-51,}72

Here, we pause for a moment to introduce some
notation to describe Eqs. (3.27b) and (3.29) in
terms of graphs. Represent a lattice site and a
time collectively, (@i, 7), by a point. Quarks at
different points (11, 7,) and (,, 7,) can be contracted
according to Eq. (3.30). This will be represented
by a solid directed line connecting these points
[see Fig. 3(a)].

Smce gluons, such as UT(Gn >+7) and
U (Gn Tei)y are bilocal ob]ects joining two sites
(here i and 11 +l) separated by a positive unit vec-
tor f we will represent them by wavy lines con-
necting points (f, 7) and (f +7, 7) in the positive and
negative directions, respectively, as in Fig. 3(b).
Then it is natural to describe the quark-gluon in-
teraction vertex by a gluon line, with entering and
departing quark lines attached at the end points
(&, 7) and (f+, 7). This is illustrated in Fig. 3(c),
where a dashed line is drawn to denote a contrac-
tion of gluons joining the same pair of lattice sites
fi and & +1 at different times Tiy Tpy - - . - With each
vertex is associated a factor (1/2g?) l

Finally, the purely gluonic term of the interac-
tion Eq. (3.3) can be described by four points
@, 7, (@ +l 7, (1 + +], 7), and (A +], 7) joined with
each other to form an oriented box as in Fig. 3(d)
(compare Fig. 1). With each box is associated a
factor (i/g*). All contractions of gluons from a

(3.30)

with U(G) being substituted for by U, (G) accord-
ing to the result (3.11). In Eq. (3.27b) a contribu-
tion from the denominator Wcancels out a dis-
connected piece in the numerator. The latter has
the form

st [ pyoEDAE)

x[:d-rldfz £(1)) & (1) exp[i[:dTﬁo(T)] ;

(3.28)

which, after inserting expression (3.3) for £;, be-
comes

IUTI(Gn 1)¢r (n+l)¢r m)/U‘r (Gx ,;)¢r ® +.7)

(3.29)

r

given box vanish, since they join different pairs of
lattice sites.

Now we are in a position to return to the dis-
cussion of the quark proper self-energy, and to

() M (nar2)
=n,
(n,7) (n+2,71)
e e e S P NPE
(b)
_.Mv-\/-é'v‘—w—./\
(n,7) (ned,T)
! A
(n,t) E (Aed,T)
(C) —_—— D —D——
! A
(mr) L (Fed,7)
(d) ---- ----
(FehT) (ned+],7)

FIG. 3. (a) Quarks at points (n,;7) and (n,7,) are con-
tracted, which is possible only ifz,;=7n,. () Gluons cou-
nect two neighboring points (%, 7) and (n+Z, 7) in pos-
itive and negative directions. (c) Quark-gluon interac-
tion vertex. (d) Gluon self-interaction vertex.
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represent Egs. (3.27b) and (3.29) graphically. They L ~
are illustrated in Fig. 4. An extension to higher (a)
orders is straightforward. First, note that there
is no contribution to S’(7) from the third order of

() (e (4,5 3+ 2,15) (Rur) (3,0

P

L;. This is because, e.g., from a connected part

containing three gluons one cannot construct a Fote)  [ediog)

closed path in a lattice space. Recall that a quark

leaving a given site should return to it at the end (b) &—>— n +

of its path. The fourth-order terms S{,, are illus- M) (M0) et
trated in Fig. 5, which represent reducible [5(a)] (For) (Riedry) (Aedm) ( @edelom)
and irreducible [5(b)~5(f)] diagrams. The con- (Feloea) do). o)
tributions of diagrams 5(b)-5(e) are of order of -

(1/g%)%, whereas 5(i) is of order of (1/g%)%(1/g?), FIG. 4. (a) Quark propagator in the second order. (b)
and so it is suppressed by a factor (1/g%). By Disconnected part in the numerator of the quark propa-
definition, the quark self-energy Z(w) in orders gator in the second order.

(1/g?)? and (1/g?)* are given respectively by the
diagrams in Fig. 5(a) and Figs. 5(b)-5(e) with
amputated quark legs. It is not difficult to write
down the corresponding analytic expressions. One
has

290 = 37( 507 ) 2 [I50) (=) D= w) dor
I

two gluons. The quark Green’s function S(w) is as
given in Eq. (3.16). A straightforward evaluation
of the above integral yields

29 (w) (5;—) (34)

x[ 1-7, _ 1+, ]
(3.31) w—(e+my=i0) w+(e+my—i0)]"
where D(w) is the simplest semi-invariant, Eqs. (3.32)
(3.13)—(3.14), and arises from the contraction of Turning to Figs. 5(b)-5(d), we find
1 \* > 5 s 5
ZE%))(TI -7) :<§E> E flS(T1 - T) JS(Ty = 7)) 7D(7, - 7,) S(7, = T)ID(7, - 7,) d1, d7, , (3.33)

2%

ZE'::))('I'1 -T,) =~ %(E;—g> Z ’/-iS(T1 - T4)lTI‘{iS(T2 - Ta)is(T3 - 7)) (1, - 7)) D(7, = 7,) d1,d7, , (3.34)
7

(1 - 1) =(1/287 Y flS( 7= 1) ES(7, = T)IS(7y = ) [[A D02 (77,7, 1) ] dr, dTy (3.35)
P
where Dgglz) is a fourth-order semi-invariant with contracted indices. It can be expressed in terms of

integrals over the group manifold using relations (3.19) and (3.12),

D2, = [ ame) (T3 (r) T1(m) Ti(r) TL(7)
- [ ame) 70 r) UIr) [ ame) T r) T1%(7)

- [ante 702 Tl [ ame T(O 1) Ui
which can be rewritten in a concise form as

Do =fdﬁ(g) T(UY1) UI(T,) U7, UI(7,) =3D(1, = 7,) D(1, = 7,) = 3D(7, = 7,) D(T, = T,) . (3.36)

(2+2)

Let us examine the integrand appearing in Eq. (3.35) more closely. This analysis will be needed for Sec.
IV. Using the definition (3.11), for the particular ordering 7,>7,> 7,> 7, one gets -
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D(r,7,7,7) = [[diile) T(THm) T(r) U4(ry) 1%7,)

=fdﬁ(g) (e"‘”?gﬁ Uge—ilig(rl—rz) U,:”’ e AL (TyT3) Uge—ilig(ra—r‘l) UIee—iHOG)

=g i, 7Ty) gme(ryTy)
=3D(t1, - 7,) D(7, - 7,)
due to the unitarity condition U%U}®=56¢ and the relation HQU?=eU¢. In a similar way we derive
3D(1, - T) D(7, = T,) for T,>Ty OT T3 >Tp
D(1,7,7,7,) =
3D(7, = 1) D(7, = T,) for T,>T, OF Tp>Ty,
where shorthand notations min(7;7;)=7;; and max(7;7;)=7;; are used. The remaining cases 7,,>T,, and

T,,>T are less trivial, e.g., for 7,>7,> 7,>7,,

~ 20 .50 - —: 50 - -: 09
D(TszTaTq)-—‘ fdﬁ(g)e‘”371 U:e""G(Tl'TC*)Uge"”G(TS rz)Uv;be iHo (T 1'4)U’rdee iHGT 4

_e-i€(T —Tg)-ie(ry-T,) Idﬁ(g)U:Uge-mg(rs-rz) UIb Uze .

To realize the exponential operator we perform the decomposition 3® §=§d§§, i.e.,
UPUE =30 UE+UTUL)+2U LU -UCUY).

Here the terms on the right-hand side transform according to representations 6 and g, respectively. Sub-
stituting this back into the previous expression we derive

D(1,7,7,7,) =3D(T, = T,)D(T, = 1,)[ 2D,(75 — 7,) = D(7, - 7,)] for T,>T,>7,>T,. (3.37)

where Dy(T) =e"€5'7!, €, being the eigenvalue of Hg in representation 6. Expressions for the remaining

(Fr) (T (R (Feia)  (WO)
(a) e e

o) N@Ehn) S W) \(Fedr) /) (Fo) NS Jir3) (Mry)
oo o o5
. - . (e) 7N (1) (R,0)
GRS (n+d,t,)  (Fel+j,re) (A+l,14) (A0 L e ~———
(b) et [y o) 09 (Rr) (el der) (700, 0a)
(7,7) \\(ﬁ'«-l,r.) \\(rl‘zrhjfa/)/ (mz,ﬁz/ (R,74)
. - Jp:
<. - ==
7 ~~
(H,Tz) (ﬁ,‘l‘:s) / \
o s )
o "N \(P*T3) (@] T (Feiera) N (Fr,1g) /
(Fed)  (Febrsy) \ /
/ + [4 3
(c) T sl N v
A+l ,7,) L 2 e S
AN 3 7
= - f X s =
i (n,0) () (7,73) \\(F\°+|.r3) (’ﬁ+|,~r4)// (W, ta)
(d,7) ([, ) (A,714) \\\ ///
N 7
X0
%9 2
- Fa \‘\\ n Pl \\
(Fr) )/ (R (el (70) e N
(d) o ‘o S . N
(f,7) (Tely) (M) (A+drg) (A1) (M) (w,7) (Feiyr)  (Fhhry) (M,72)

FIG. 5. (a) Reducible diagram; (b)—(f) irreducible diagrams. (b) and (c) Irreducible diagrams contributing to S’ in
fourth order of £. (f) Connected irreducible diagram arising in second order. In (d), (e), and () the vertex O describes
the four-gluon contraction.
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cases T,;>T,, and 7,,>T,; can be obtained from Eq. (3.37) by obvious permutations of 7;’s.
Returning to the fourth-order semi-invariant, we have

-

-3D(1, - 7,)D(T,-7,;) for

D;fz)(TlszsT‘a) =

12°T3q OF T3y >Typ

(3.38)

—3D(7, - T,)D(T; - 7,) for T,,>T, oOr Ty >Toye

Unfortunately for the remaining orderings 7,,>7,,
and T,,>T,,, the semi-invariant given by Eq.
(3.36) cannot be cast into a concise form. Observe
that in this case Dg(7) appears owing to the non-
Abelian nature of the gauge group. This can be
visualized as a subsequent emission of two gluons
forming together representations 3 and 6 in the
intermediate state, but the analog§ should not be
taken too literally. The analysis of D{S),, will be
needed in Sec. IV. A similar analysis can be car-
ried out for =¥’ without any difficulty.

D. Quark confinement

Let us compare our formalism with Wilson’s
manifestly covariant one. An important dif-
ference is reflected in the quark propagator
(3.24), which is a Kronecker & function of the
spatial arguments of the fields, but with nontriv-
ial dependence on the time difference. In the
Wilson formalism it is a simple Kronecker &
function of the spatial and time arguments of the
quark fields. This can be interpreted as the ab-
sence of free propagation of quarks, as isolated
entities, in space and time. On the spatial lattice,
quarks are long-lived.

A crucial feature of both formalisms is that
“quarks are infinitely heavy.” That is, one can
have a state with quark quantum numbers that
satisfies the gauge conditions (2.47). This is a
quark with an infinitely long gluon tail,

brUM,DUM +1, 1)U +27,0) + -+ . (3.39)

Its energy diverges linearly owing to (2.53). The
confinement of quarks is intimately related to
this fact. Indeed, quarks and antiquarks produced
from color-singlet initial states would be observ-
able separately if they traveled macroscopic dis-
tances from each other before forming hadrons.
However, in this intermediate stage a gluon
string of macroscopic length must be stretched
between them to ensure the local-gauge-invariance
condition (2.47). Hence one anticipates that these
configurations of quark and antiquark states will
be strongly suppressed.

These arguments can be recast into quantitive
form by perturbative evaluation of the contribution
to the current correlation function (J(@, 7)J(#, 7*))
for the configuration under consideration. The

latter can be thought of as quark (g) -antiquark
(7) creation at the point (fi,7), with subsequent
annihilation at the point (i’,7’). Here we follow
Wilson’s heuristic arguments. For convenience
the quark propagators are represented by circles
at the points (fi;,7;) on the boundary lines in Fig.
6. The boundaries are formed from the gluons in
the first term in L, [Eq. (3.3)]. Each of them
should match to at least one GIQE (second term
in L) to give rise to a nonvanishing result, etc.
Recall that the integral over a single gluon

J du(g)U(g) vanishes. It is not difficult to find by
means of simple counting that the contribution
from the configuration with a perimeter (Pa) and
area (Sa?) is proportional to (1/g2)*?S, Notice
that in the Wilson model the corresponding sup-
pression factor is (1/ma)?(1/g?)?5, where m stands
for a quark mass.

IV. SPONTANEOUS BREAKING OF CHIRAL SYMMETRY

In this section we shall investigate the nature of
the chiral symmetry of the Lagrangian Eq. (2.13)
in the limit m,~0. This symmetry is generated
by the global axial charges

Q@1=) @*'®), Q“ﬁ)=i(ﬁ)nn-};—i¢ﬁ)-, (4.1)

We will employ the methods of ordinary field
theory. It will be shown that the symmetry is
spontaneously broken, and that this is manifested
by the existence of a pseudoscalar octet of mass-
less bosons, in accordance with Goldstone’s the-
orem. This is established by means of a Ward-
Takahashi identity, using the relation {y,, Z(w)},#0

J(A,T)

FIG. 6. Diagram contributing to the correlation func-
tion of currents. Boundaries are fixed by 9 and q paths.
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which holds perturbatively in our model. The lat-
ter phenomenon will be called a spontaneous gen-
eration of the quark mass. Further, for residues
of the massless poles, a homogeneous integral
equation will be derived, which will turn out to be
exactly solvable.

A. Spontaneous generation of the quark mass

Let us analyze the quark self-energy Z(w) in the
limit m,~0. According to Eq. (3.32), we have

2,(0)= (l—gb> i5(0), (4.22)
200=6(557) Toremm (4.20)
{Eiz)(w):'}’s}\»*()- (4.2¢)

Substituting this approximation to Z into the Dyson
equation (3.26), one finds

57 (w) =5(1 - v)SI®(w) +2(1+ 7). (),

S (w) =4[+w - 23 (w)]* (4.3)

which has poles at
w=mi=—jex [;e2+6(1/2g272]/2, e=4%

The quantity ., can be called the quark mass for
convenience in analogy with the ordinary definition
of particle mass. However, it should be empha-
sized that the existence of the pole at some fixed
value w=m, is not relevant for our later argu-
ments, provided m,#0. Only the relation (4.2c)
will be needed.

This result is rather unusual. It follows from
the specific prescription of introducing the sym-
metry-breaking term m,#0, and taking the limit
my—0. Our approach is perturbative, and it is
gratifying that this prescription can be motivated
in the context of perturbation theory. The reason
for this will become more clear if we note that
taking m,=0 from the outset, one finds {Z(w), v},
=0.

Let us start at the canonical, or zeroth-order,
level. It was emphasized in Sec. II that the phys-
ical states, including the vacuum state ¢y,
should obey the gauge conditions (2.47). Since
H,, Egs. (3.1) and (3.2), is locally gauge invariant
the bare states also satisfy this condition. In
particular, the bare vacuum ¢° is annihilated by
the local gauge-group generators,

Q&([)2° =0,
Q2([)2°=0.

These equations are trivially satisfied for &°
=const with the choice of fermion variables (2.27)
which diagonalizes the fermion charges @ (f).

In addition, an evaluation of S(7) by Eq. (3.15),
assuming m,=0 and still making use of the basis
(2.27), gives

SooM =21 +7)0() + (1= 1)0(=1),  (4.4)

which is the Fourier transform of S, .(w) [see
Eq. (3.16)] in the limit m,=0. This indicates that
there is no inconsistency in our prescription of
taking m,=0 at the end of calculations. However,
it does not demonstrate that this prescription is
unique. A formal, canonical proof of the unitary
equivalence of a general basis for i to the basis
(2.27) is supplied in Appendix B.

Encouraged by the fact that the lowest nontrivial
order in perturbation theory gives results that
are in accord with the formal arguments, we pro-
ceed to examine the next higher order. The nec-
essary expressions for 2 were given in Sec. III,
Egs. (3.33)—(3.35). We will specifically focus
on the infrared (w—0 at m,=0) behavior of =(w).

First we shall evaluate Z{*(w). This turns out
to be more convenient to carry out in the 7 repre-
sentation. Using the expressions (3.13’) and (4.6)
for D(T) and S,,,O=O(T), respectively, one finds for
7,=0

1\+ . .
254)((0) = 36(@) f e”"”!d’rldedT3e'”‘ I7g= 15l +ly1)
X (0310250 4574 +01505505,7 ),
where 0,,=0(7;-7,), v,=3(1%y,), and ¢ stands

for (€ — i8). A subsequent integration in variables
T,,Ts, T3 gives

i) = 14y ;7°Zﬁ)(w)+ 1-% —270 2 (w),

with Z{(w) =Z{*(- w) and
1\* 1 1 1
(4) =_ -
Zg (@) 36<2g2) [(w+e)e (e + w+€>

e
(w-€)e\e  2¢-w)/ 1
We see that £{* is regular at w=0 with a radius
of convergence equal to €. Thus it does not suffer
from infrared problems.

In the case of Z% and ={) the evaluation of the
corresponding integrals is straightforward but
somewhat tedious, and we merely state the results.
Like the previous case, Z{)(w) are analytic func-

- e
tionwith polesat w =+t¢, 2¢, etc. Theyarealsoregu-

lar at w=0 essentially because they receive no
contribution from the pure three-quark state
(999).

There is one other graph in fourth order which
exhibits qualitative features of a general nature
which are different from those above. Namely,
it has a intermediate state with the quantum num-
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bers of a quark, and which contains no gluons.
Accordingly, it will be infrared divergent in the
limit of massless quarks.

This is easy to verify by an explicit calculation.
For a reason which will be clear later, the calcu-
lation will be carried out for a general gauge group
SUN).

Let us define the lowest-order polarization op-
erator as

)

XTI‘[ 7/8(7'2 - 73)(— 7)5(72 - 73)]7
(4.5)

whose Fourier transform is given by

1\/ 1\2 dm i
(2) = e — V=) — e
LA C) < N)<2g2) W — (@m,— 108 °

Returning to Eq. (3.34) one derives

(4.5")

2= 2(2)" [ aw'isy(- o)D) D).

(4.6)

Hence for m,—~0 one discovers the infrared catas-
trophe

w03 (€) &

In higher orders these divergences will become
more and more severe. Consider the diagram in
Fig. 7 which is obtained from Fig. 4(a) by insert-
ing » quark loops in the bare gluon propagator.
Its contribution is given by

1 2
Zf""'Z)(w) = 3(,2?)

(4.6)

x f d0"iS,(w — w)D(@")[D(@) T ()],

4.7
with 7?)(w) defined in Eq. (4.5').
The leading infrared-divergent term of Eq. (4.7)
is given by

1 2n42 2 nel 1 n
Eiz""'Z)(O) = C(é?) <HV_> (-77) N, (4.8)
0

where the constant C is independent of N. The

| }:/_—

1

FIG. 7. Contribution from »n quark loops to the quark
self-energy Z(w).

systematic appearance of different factors in the
above expression is not accidental. They arise
as follows:

(a) The diagram is of order n+1 in the expan-
sion parameter ( 1/2g2%)2.

(b) Each of n+1 second-order gluon semi-in-
variants supplies a factor 2/¢N according to Egs.
(3.13’) and (3.14). Notice that the first Casimir
eigenvalue in the fundamental representation is
€=¢(N)=(N?-1)/2N~3N [ctf. Eq. (2.52) for N=3].

(c) Every intermediate state with an odd number
of fermions and no gluons gives a factor 1/m,.
The most divergent behavior of a diagram is de-
termined by the maximum number of such states,
which is z in this case. Hence the factor (1/m,)"
results.

(d) A summation over the color indices around
any closed index loop gives rise to a factor N.
There is only one such loop in Fig. 7.

The problem of infrared divergences must
be dealt with to ascertain the validity of Eq. (4.2¢)
in the context of perturbation theory. Fortunately,
the way to proceed is suggested by the pattern of
divergences discerned above, and by the fact that,
according to Eq. (4.2b),

Z2@(0)=m® = E (_1_) 2 20
ES € 2g2 .
We shall rearrange the perturbation series as
in ordinary field theory by defining a “renormal-
ized mass” by m =Z(0) in the zero bare-mass
limit m,=0. This corresponds to redefining

£o"£(’) =L - mz i(ﬁ)d’(ﬁ),
" (4.9)

£ ~Li=L+mY Y@EN®)

in Egs. (3.1)-(3.3). As usual, this introduces
“mass insertion” counterterms for each self-
energy subgraph.

Use of this procedure will convert infrared-
divergent factors (i.e., m,™") into powers of
(1/2g?)™2. Thus a given diagram will be effect-
ively of lower order in (1/2g?%)? than its super-
ficial degree. However, in Eq. (4.8) there is a
second parameter 1/N in terms of which an ex-
pansion can be developed. The original pertur-
bation series in the single parameter (1/2g2%)?
will be rearranged into a double expansion in
(1/2g%) and 1/N. In particular this applies to the
quark self-energy Z(m , w); the “renormalized
mass” m is calculable from the consistency equa-
tion

m=Z(m,w)| =0 (4.10)

as a double expansion, with m®) being the leading
term. These points will be illustrated by ex-
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amining a few diagrams.

First let us recalculate Eq. (4.7) according to
the above scheme. In S,(w) we replace m, by m.
To leading order of (1/2g%)? this modifies Eq.
(4.8) to

1\ 2nt2 ( 2 n+1< 1\"
(n,1) _ £ —
2070)=¢(5,3) &) G

1 \?2(1}\"
where the superscript (#, 1) on Z{"**) designates
n quark loops. In passing from the first to second
line we approximated m by m®). We see that in
our scheme these would-be infrared-divergent
diagrams have all been promoted to the same
effective order in (1/2g%)%. In addition, each
quark loop introduces a suppression factor 1/3N;
the origin of the factor % will be elaborated below.
It should be evident from the consistency equation
(4.10) that the one-quark loop diagram results
in a correction of order 1/N to m®’, i.e.,

m(z)_,m(zJ(l+ 2 _1_)

Examples of diagrams which are promoted to
the order (1/2g2)? but which are higher order
in 1/N are given by Fig. 7 with »>2 and Fig. 8(a).
The first one was evaluated above. It is easy

(4.11)

FIG. 8. (a)-(c) Contributions from the fourth-order
polarization operator m4) to the quark self-energy Z(w).
In (a) the self-energy insertion into the quark loop is
accompanied by its counterterm. (d) A quark self-energy
diagram with 22 rungs.

to ascertain that Fig. 8(a) gives a contribution
of (1/2g®(1/N)®. Here the subtraction term is
that appropriate for the self-energy insertion
displayed in the quark loop, i.e., Z%*(0) (just
as m® subtractions accompany the £®) which
are not shown).

Notice that the diagrams in Figs. 8(b) and 8(c)
are of higher order in (1/2g2)* although they have
the same superficial degree as the one in Fig.
8(a).

Next we turn to a class of infrared-divergent
diagrams, Fig. 8(d), which behave differently
from those discussed above. The diagrams in
this figure are of order (1/N)(1/2g2)* independent
of k. Indeed, each rung in the ladder introduces
a new loop. The index sum around the loop sup-
plies a factor N which is compensated by 1/N
arising from the gluon contraction in the new
rung. Furthermore, as before, each additional
infrared-divergent factor 1/m @) promotes the
diagram by (1/2g2)?. Explicitly, the leading con-
tribution from Fig. 8(d) is

Eizk,r)(o)gm(Z)(_le) <_ilﬂ>(%>lk1,k1k, (4.12)

where
- 1 1 k
—(_1)®
Li=(-1) [mdnn-1+i<n+2—i6>
1 k=1
x(?]—2+i_5>

(27)!
m+&T=p (mInIP

and
I,=

In Eq. (4.12) the superscript (2&, 7) on = %)
stands for 2Z rungs. The combinatoric factor
1, counts the number of closed paths containing
2k links in a three-dimensional lattice. It arises
from the summation over the directions of the
2F unit vectors introduced by £,. The factor
(3)?* in Eq. (4.12) results, as in Eq. (4.11), from
factors 6 and 2 appearing in m® and D(w), re-
spectively.

Evidently a consistent way to proceed is to sum
the entire class of diagrams in Fig. 8(d). To this
end we have evaluated the first four terms
(k=1,...,4) numerically. The remaining con-
tribution has been estimated by asymptotic ex-
pansions (for large %)

B 1
Lk:41ﬁ32k—\/_-k_’

1/3 3/2 62k
I,= 'é (;) p3/2

which are derived using the Stirling formula and
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the method of steepest descent. The result is

=¢0)= ?; z@k)(0) =(0.72)<117>m(2) . (412

It is interesting to note that Z(fk'”(o) decreases
with & even for k<4 and that the net contribution
of the remaining terms is only ~10% of the result
(4.12’). Thus, despite the fact that the class of
ladder diagrams have a different qualitative be-
havior, their sum is finite and is of order 1/N.

In summary, our analysis indicates that the
expansion in two parameters (1/2g2%)? and 1/N
is a viable computational scheme. In particular
it provides a well-defined procedure for a per-
turbative evaluation of the dynamically generated
quark mass (4.10).

B. Fermion degeneracy

At this point, it is appropriate to return to the
problem of fermion degeneracy first noted in the
Introduction. The reader may wish to amuse
himself by calculating the energy-momentum
dispersion relation for free massive fermions
using lattice perturbation theory. [That is, treat
i9,— Bm as H, and the rest of the kinetic energy
as a perturbation, summing all orders.] The re-

sult,
3

W (K) = Z (sinK;a)? +m?,
=1
may also be obtained directly by solving a dif-
ference equation. Unfortunately, there is a de-
generacy under K—-K+17/a.

This particular degeneracy is not special to
Dirac particles on a lattice, but is due to the
first-order character of the difference equation
they satisfy. The result is unphysical, and is an
artifact of the lattice.

In a spatial lattice realization the degeneracy
is due to the invariance of the Lagrangian under
(@)~ (-1)"v,d(0), implemented by

exs (5 5 5@4@) expfin ;ngb*(ﬁ)zp*(ﬁ)>.

Several modifications of the Lagrangian have
been proposed to remove this degeneracy.®'’

From the y, invariance point of view, however,
these modifications are unacceptable. Of course,
this does not necessarily mean that formal v,
invariance is incompatible with single-valuedness
of the energy. One possibility is to construct
other candidates for £ that lift the degeneracy, but

—J

(a8, 7)) Mg:(7,0)), =W ~{ 0} f f & dpDp. (G)py (M, 7,) M § (7, 0) exp {z‘ f_:df[acwﬁc +2_ (36 @ +ﬁ(ﬁ)w®]]},
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which respect ¥, symmetry. An example of such
a term is

@ fd%@z’%zszrH.c.

~ia Z ) [yp@+k+2])—2p(m+k+1)
TEE G

This term gives rise to the dispersion
2
€(k) =m? + Z sinzkm<1 - 8a Z cosk, sin? %) .
my. Iy

This term is not degenerate under 2—=k+ 7 ex-
cept at #=0. The residual degeneracy at £=0
has to be considered spurious since it occurs
at discrete points in momentum space.

The above discussion refers to the free field
theory on the lattice. The hope may arise, there-
fore, that the fermion degeneracy problem will
disappear in the exact interacting theory. How-
ever, the invariance of the free theory persists
unless terms such as the one above, rendered
gauge invariant by insertion of U’s, are introduced.
It is straightforward to give a formal proof in
the present framework that the boson spectrum
is not affected by this invariance and only the
baryon sectors of the theory would be doubled
were there no symmetry-breaking term.

We conclude, therefore, that the degeneracy
problem is legitimate, but not fatal for chiral
symmetry. Wilson’s alternative, that of intro-
ducing new terms in £ when absolutely necessary,
allows for the freedom of inventing appropriate
chirally symmetric terms. Indeed, if the lattice
can be viewed as having any kind of exact cor-
respondence with a renormalizable field theory,
it should sensibly respect, or at least break in
a controlled fashion, those invariances of the
initial theory which are most physically relevant
for the problem under investigation. We shall
proceed with the point of view that the degeneracy
has been lifted in principle by a term such as the
one displayed above, with a very small coefficient.
In fact, it turns out that the degeneracy never
hampers our calculations, nor our conclusions.

C. Ward-Takahashi identities

We now proceed to the derivation of the lattice
version of the Ward-Takahashi identities satisfied
by the axial charges (4.1). Consider a vacuum
expectation value of three quark fields in the pre-
sence of fermionic sources [ compare Eq. (2.12)]:

(4.13)
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with
MEi(7,0)=3°@, TV 45, 0). (4.14)

Only Dirac indices @, 3,y are displayed in the above equations. By definition (2.12), the integral over
the anticommuting objects ¥ is invariant with respect to translations of integration variables $, . Con-
sequently replacing ¥(m, 7) by y(m, 7) + )’ y,a(m, 7) in Eq. (4.13) and performing a subsequent expansion
with respect to a(m, 7,), we find in the first order of a(m, 7,)

-0

(f dfz{z‘ (965, T 7,0, ) - 5 DU 1, m) VU T, BN (@, )

—mgh(M, TN y.a(m, 'rz)] b, (@, 7,) Mg (7, 0)

+[ M ysam, 7,)]6(7, = 1) ML (7, 0) + 9y (B, 700 %0, TV M va(m, 7,)) 55(71)}> =0.

n=0

Since a(m, 7,) is an arbitrary anticommuting object, one infers

' . - 1 e o o e
<{[_— ﬁf,zzp(m, 7)oy w(m, 7)) rra Z: P =1, )N yUT,(m =1, m)y(m, 7)+im@(m, 7,)A" vp(m, 7,)
1
+06(7, = Ty) Tr()\j 75):] ‘Mg:'il (1,0)= 5(72)—Z;a(?1; T))\i Aj[?’s‘/)(fﬁ; 71)] B}> =0.
1=0
In a similar way the invariance of ( ¥(m, 7,) M§;}(7, 0)) with respect to translation y(m, 7) ~3(m, 7)

+a(m, 7)Al y, gives

— - : - 1 - a s - > & - &
<{[— w(m, Tl)'yo'ys)t’ 8.,.21p(m, Tz) + (EE)ZI: ‘p(my Tl)l/kl 75U72(m, m+l)¢(m + l’ Tz)

+imgh(m, TN yp(m, 7,) +6(1, — T,) Tr(A? ys)] ML (T, 0)=0(T, = T)[P(, 7,)v5] “A7 A yg(n, 0)}> =0.
n=o0

Combining the last two equations at 7, =7,, we arrive at the desired identity (Tra’y,=0)

<§BT1Q1"<H)+ gj:,—zZ[Q%_r,;(n) = Q¥ (1) —mggP(m, TN v, ]y (m, TI)}M%.;:‘(T, 0)>

r n=0
== 688, [ 755" (= T)8(7,) + S (= T)y;0(7 = 7,)| §
where the bilocal object
j - A - o
Q.1 (1) =y(m, )/ -2—75U,- (m,m+1)W(m,1, 1)

represents a lattice version of the spatial component of the axial-vector current. Its Fourier transform
is

—inT+i(wk )T ikem/pra.i ;059 ettt 5 (0) — o 730 OV -
e 1dT, dT ) e Mg (1, T))| iw@3/(0) + 222 Q% +(0) = m i p(m, 0)A’ y3(m, 0)
m i n=o

== 6t ek Ty )+ S (w +n)ys] §.

These are the Ward-Takahashi identities for the improper vertex function, which is diagrammatically
represented in Fig. 9. For later purposes it is convenient to reexpress these in terms of proper vertex
functions T by removing the quark legs (henceforth the limit m,=0 is assumed):

Wl (w+n,m®) -2 (1 — e YD 11, ] B) = = 69 S~ (w +m)y5 + 758" )], (4.15)
T

[T (w+n,nl )&= f e~iMme! (WM gr dn;e‘i'“;"T LS Hw+m] §(MEn (7, TN (O[S @)%,  (4.16a)

, N 1
[T%(w+n,nl k)] § =

=57 J’e"’"e‘(“’* WTidran, 3 ettt MTVLS T w e §(MY R (7, TR O[S )] B

(4.16b)



13 NON-ABELIAN GAUGE FIELD THEORIES ON A LATTICE... 3363

5j ~5i
Qm )Qm';

w+n

FIG. 9. Reducible quark-quark-axial-vector-current
improper vertex function. The blobs 1 and 2 are full
quark propagators.

M} is given Eq. (4.14).

It is instructive to verify Eq. (4.15) in lowest-
order perturbation theory. The second-order con-
tribution to the vertex function I'** is [see Fig.
10a)]

1 236i.i
I (w+n,n1k) = +<2g ) T

X f lze‘i"“is(w +1 = 0")YoYs

S(n - ') (=)D (w")dw’.
(4.17)

A comparison with Eq. (3.31), making use of the
identity

—iwS(w +1)7oYsSM) =S(w +n)ys+vsSM),
yields

5ij
zwI‘l(Z)(w +n,1| k)

() e
28%) 2m

x fdw'D(w')[iMS(n - w')(Z)S(w +n - w’)j'}’s]'

We see that due to Eq. (4.2c), the vertex I'*
(w+m,n) acquires a pole at w =0 already in the
lowtist nontrivial order. Note also that Eq. (4.15)
for k=0 is identically satisfied.

To consider the case k+# 0, we evaluate 1"5"
the lowest order. It is given by a sum of two
terms [ see Fig. 10b)]

(a) 7 : % 7 N
a 1
w+7n ! 0
g T oo »
(b) \ YoYsX ,/ Yo YsN
w+7n w+n ’

FIG. 10. (a) Quark-antiquark vertex I'¥/ in second
order of perturbation theory. (b) The same for the ver-
tex F,Eij .

. 1364
584 = —_
Ff(z)(w +n,m|k) =+ <2g2> o

X fdw’D(w')[,?nS(n -w)(1)

e P)S(w+n - wMyy.
(4.18)

Writing it in the form

ij - a
r;(‘i)(w +n,nlk=- 67[752‘2) (M) +e" T E@(w +n)y
(4.19)

we immediately infer that Eq. (4.15) for k#0 is
also satisfied. Observe that 1";’(‘,5) has no pole at

w =0. Evidently such a pole cannot appear in any
finite order of the perturbation expansion. Indeed,
its presence would not be compatible with Eq.
(4.15) for E#O w= 0 since the right-hand side,
{Z@),vs}:, is assumed to be regular for [n| <e.

On the other hand, the pole at w=0, (k= =0) found
in the second order of I'*! [ Eq. (4. 1'7)] will persist
in higher orders, again due to the Ward-Takahashi
identity (4.15). It has to be interpreted as a
Goldstone particle at zero momentum, k=o0.

Unfortunately, the lack of relativistic covariance
does not allow us to verify the dispersion law,
w=w(k), for these particles, although from Eq.
(4.15) one expects the result w(k)~ & for l-ﬁl much
less than the cutoff momentum (1/a). This can be
ascertained only by summing an infinite class of
diagrams, since in any finite order the k depen-
dence cannot appear in the denominator. We shall
not pursue this problem in its general form. In-
stead, a supporting argument will be presented by
solving a homogeneous integral equation for I'*
and I'#” at w, |k| = 0, resulting from a summation
of ladder diagrams.

D. Bethe-Salpeter equation

Let us consider two-particle irreducible dia-
grams. As usual, these are connected diagrams
which cannot be divided into two disjoint parts by
removal of two quark lines. We can represent
the lattice version of the Bethe-Salpeter equation
for proper vertex functions (4.16a), (4.16b) dia-
grammatically. For I'*/, see Fig. 11, where the
kernel K is assumed to be a two-particle irreduci-

W 7o nt!

nn2 D

n T 2T T2

FIG. 11. Bethe-Salpeter equation for the vertex
P? J)ji. w9 "

w
. j
Qo+ ¥ % r°X
w2
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ble diagram describing quark-quark scattering. ponding to the contribution from », =n,, there are

The equation for I'#/ differs from the one drawn other unknown functions due to the terms n,#n,.

only by a more complicated inhomogeneous term However, the latter do not appear when the kernel

given analytically by Eq. (4.19). The points 7;7; K is restricted to the lowest-order term. Below

and n; 7}, with¢=1,2, are connected by full quark we restrict ourselves to studying the approximate

propagators as shown in Fig. 11. scheme in which the equation in Fig. 11 for I'¥
We see that on the right-hand side of the equa- —2, -0 I becomes

tion in Fig. 11, along with the vertex ' corres-

I'*?(w,, w,|K) = (inhomogeneous term)

+ [ KD (@10 01, KO, - 0, — w)dwldt IS )T (wlwfRS” (i), (4.20)
1
with
2) ’ - 1 —:k'l 1 ’
K; (‘-'-’1,2’ (1)1.2|K)— g (6 - D(wl—w1)~ (4.21)

A similar equation holds for I‘S"E I‘S”A' with a different inhomogeneous term, which is irrelevant to
what follows. The homogeneous 1ntegral equations corresponding to '’/ and I‘"” coincide and can be writ-
ten as

ales = (~5) () [p@a-mar e iR R Ik SO - . (4.22)

New variables w =$(w, — w,) and n =3(w, +w,) have been introduced. In this equation, if the vertices 3!
and rg’ have a pole, e.g., at (w, k) =(w,, k,), then for these values of (w, k) a nontrivial solution to Eq. (4.22)
must exist. This fixes the 1 dependence of the corresponding residues.

A simplified version of the above equation at w~ 0 will be solved when the quark propagator S’(w) is re-
placed by S(w). First rewrite R(n|k, w) in the form

R(nlk, w) =3(R, |k, w) +R_(|k, w)ys+3[R+(n|k, w) =R_(nlk, w)]voVss (4.23)

which reduces Eq. (4.22) to the system of homogeneous integral equations,

Ryl )= (-5 @) f Do~ me] (152)s00+ 70560 1) ]R8, . (4.2
with

x(k)=%<§>2;e_m' (4.25)
It is convenient to perform the Fourier transform to recast Eq. (4.24) into the form

Rk 0 =-XBp0) [ark. @ik w) [arrenme [ (H28) s emis( -], (4.26)
with

Ry (1|k, w) = %fRi(nlk, w)e " dn. (4.27)

Making use of the formula (4.6) and replacing D(7) by e=¢l7l one arrives at

R.(7|k, w) ==xD(7) fdT’dtei‘”("T"‘2‘)€(—t)9[+('r' -7 =t)]R_(7'| B, w),
(4.27)
_(1]k, w) ==xD(7) f dr'dte T 2 (146 — (17 — 7 = )[R (7’| k, w).
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In detail, this is

l"i,,('r)eielTl =—x f dt j:o dr'R _(7'), (4.282)

© t
R_(reiel = _y f dt f ar'R, (1),  (4.28b)
T -0
where the limit w— 0 is taken and R ,(7)
=R ,(7|w, B)|,=o- Recall that e is assumed to have
an infinitesimal negative imaginary part, i.e., it
stands for € —70. Differentiating twice with re-
spect to 7 we derive a system of second-order
differential equations

at = =

T R.(Me'el™) =xR, (1), (4.29)
with boundary conditions

R ,(x ) =R!(x«) =0. (4.30)

The change of variable z =¢ ~*¢!"l reduces Eq.

(4.29) to the Laplace-type equations

< @ d
4+ — -

23t T az

€X—26>¢(z)=0, <1 (4.31)

where matrix notations have been introduced:

01
= s (4.32)
10
R,(7)
P(z) =etell (4.33)
R_(1)
The boundary conditions (4.30) become
[29(2)];=0 =[2%' (2)],=, =0. (4.30")

Note that the infinite interval —o <7< is mapped
into the interior of the unit circle |z| <1, with the
origin, 2 =0, corresponding to 7=+ «. In deriving
Eq. (4.31), we ignored terms arising from a dis-
continuity at z =1 (7 =0) since in the regionz>1
the function ¢ (z) can be chosen arbitrarily. The
solution to Eq. (4.31) is given by a well-known
ansatz,'®

Y(z) = fl Fw)e"* dw, (4.34)

with
F(w)=éﬁexp [jﬁdw] Z+ )

P =w -%6, Quw)=w’

(4.35)

where C, are arbitrary constants.
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The choice of the integration contour ! is con-
strained only by the requirement that the function
e"*Q w)F(w) attains the same value at the end
points of I. Evaluating F(w), one finds

1) -~ 1
¥(z) = f ev® %U- [cosh Q—z%—> +0 sinh(;x—é— -&)—)}
lwl=1

(O

X ; (4.36)

for contour [, the unit circle jw| =1. It is easy to
recognize a combination of Bessel functions J,(x)
in Eq. (4.36):

o fo-on o))
an-aaf(s))] (£)

which satisfies the required boundary condition
(4.30") at the origin.

The second set of solutions satisfying Egs.
(4.30’) are known to be logarithmically singular
at z =0. They will not be written down here.

In summary, we have found nontrivial solutions
[see Egs. (4.27), (4.33), and (4.37)] to the homo-
geneous Bethe-Salpeter equation (4.22), which are
necessary for the poles at w~ 0 to be presentinthe
vertex functions I'®/(w +n,n) and T3 (w +n,7n). As
was argued above, the latter can only have poles
which behave as w=w(k)|y-,~0. It is interesting
to note that in the strong-coupling limit, the resi-
dues of the poles given by Eqgs. (4.27), (4.33), and
(4.37) satisfy the Ward-Takahaski identity (4.15).
This simply follows from the relation

{2(2)("7)’ 75}+ ~D(n).

(4.37)

(4.38)

V. SUMMARY AND CONCLUSIONS

This paper represents an attempt to study dy-
namical violation of ¥, symmetry in a color-quark
gauge theory. It was previously argued that this
phenomenon could occur, on the basis of examin-
ation of the formal properties of the Green’s func-
tions of the theory. The contribution of the pres-
ent work to this area of investigation has been to
demonstrate quantitatively that the spontaneous
breaking does occur within a well-defined scheme
of approximation. The most crucial part of the
approximation is, of course, the use of the lattice
as a guide to the infrared behavior of the full the-
ory.

In the course of pursuing the above investiga-
tion, we have developed the Hamiltonian formu-
lation of the lattice theory to some extent. The
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Feynman rules and diagrammatic analysis of Sec.
III may prove useful for studying other features
of the Hamiltonian lattice, although more work
needs to be done in the gluon sector.

At this stage in papers on lattice theory, one
usually expresses hopes that renormalization-
group considerations will soon vindicate the ap-
proach. In addition to echoing this sentiment, we
have indicated in various places throughout the
paper specific questions that our theme of research
has brought us to focus upon. We reiterate, how-
ever, that an important option for the present time
is to press the theory for predictions. Let us list
a few possibilities for further work.

The ninth axial-vector current was not discussed
in Sec. IV. The reason is that one expects on gen-
eral grounds that it will behave differently from
the unitary symmetry octet of axial-vector cur-
rents in the continuum limit. For example, it de-
velops the triangle anomaly whereas the octet cur-
rents do not. How this different behavior actually
occurs in the ¢ =0 limit of the quantum theory re-
mains an open and very interesting question.

In addition to pushing forward with the perturba-
tion theory, it would be useful to develop a classi-
fication scheme for excited states, analogous to the
L-S scheme of the naive quark model. In Fig. 12
states (a) and (b) have the same energy. In case
(a) the link energy is the length of the string, which
is also the separation between ¢ and g. But in case
(b) the length is not equal to the separation. Is that
a violation of the notion that V(7)«<»? An alter-
native possibility is that (a) and (b) mimic states
with different orbital angular momenta. As in the
Veneziano model, one may have a number of states
of differentJ at a given (mass)®. At present, one
has no idea of the “trajectory structure” or of the
level degeneracy of the lattice theory.

Results from the naive quark model suggest that
such a classification scheme will be important for
discussing real hadrons. These invariably turn
out to be complicated mixtures of the so-called
current quarks, which enter into the color-quark
gauge-field continuum Hamiltonian. Some sem-
blance of simplicity in the spectroscopy might be
restored by using a light-cone dynamical hypo-
thesis, cutting off only the transverse momenta.

(b) 511
q

FIG. 12. Equal energy configurations of quark (q) and
antiquark (q) connected by strings of gluons (see text).

In addition, soft-pion emission formulas can
usually be derived in a simple manner in a light-
cone basis. Unfortunately, our formalism is not
adapted to study this interesting question.

Aside from these chiral-symmetry consider-
ations, it would prove of general interest to con-
sider a limit where the number of links between
g and g goes to infinity, while the lattice spacing
shrinks to zero. The Nielsen-Olesen vortex line
supports transverse oscillations in the classical
limit, the well-known Alfven waves. A very in-
teresting question is whether the non-Abelian
“electric” string can also exhibit such excitations.
Note in this connection that at the lattice level one
may excite a Fig. 12 state either transversely by
the action of the purely gluonic part of £,, or longi-
tudinally by the action of the mixed part of £,;. This
is a departure from a pure transverse string be-
havior which needs to be understood better.

Finally, the lattice theory makes rather definite
assertions about the types of quarkless gluon ex-
citations that exist, and how these couple to or-
dinary hadronic matter. Most theories of com-
posite hadrons admit such exotic states in the spec-
trum, but only the lattice theory permits a de-
tailed study of their properties from the outset.

In the absence of other tractable models, some
insight into the subject of GIQE’s may be gained
from the lattice.
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APPENDIX A

The Haar measure du(g) is left as well as right
invariant. Hence the integrals in Eq. (2.49) re-
ceives a nonvanishing contribution only from the
piece of the integrand invariant with respect to left
and right shifts. Thus we have to construct sing-
let combinations of the integrand from the upper
(a;) and lower (b;) indices separately, remembering
that by definition "/ {Z} is symmetric under
permutation of any pairs (a;,b;).

That means that " Z} is a singlet of the sym-
metric group of the elements (a;,d,), i =1,..., n.
The well-known way to construct this is first to
symmetrize the upper (¢;) and lower (b;) indices
according to the Young diagram shown in Fig. 13.
Then one performs all possible permutations (p)
of the elements (q;,b;), i =1,..., n, in that re-
sult.
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n=3K

FIG. 13. The Young diagram according to which the
indices {a;} and {;} in Eq. (A2) are symmetrized.

Obviously "I {‘;} is nonvanishing only for » = 3k,
k=1. It is convenient to perform Young’s sym-
metrization by first antisymmetrizing (A) the in-
dices in each column and then symmetrizing the
elements in each row. It is remarkable that ap-
plying (A) to the integrand of Eq. (2.49), one gets
a string of antisymmetric tensors e%%% ('?3=1),
This is due to the special character of the group
[SU(3)] under consideration, which enjoys the prop-

erty
A(alazas)U‘;iU‘;gU:g=e“1“2“36,,1,,2,,3. (A1)

Thus we can summarize our result by the follow-
ing formula:

T} =6,,54C (0) pla;, 5,1 S(0)S(a)

ajasa .. Ay 00,10,
Xe'1 23€b1b2b3 -€n2n1n€b b b

.
(A2)
Here the overall coefficient C(n) can be determined
by induction, contracting both sides of Eq. (A2)
with, e.g., € s and making use of formula (4.1)
in the form

n=2"n=1

alaza

€ UdtUug2U%=¢ .
ayagag = by Y by~ by “bibabg

Owing to the relation
ealazasUgiUgngblbzb:;UI:s’

the formula (A2) also allows for evaluation of in-

tegrals when the integrand contains both U’s and

UT’s. The examples in Sec. II may be computed

straightforwardly using these rules.

APPENDIX B

The notion of massless particles on a lattice is
abhorrent at first sight. Notice, however, that in
the strong-coupling limit, the typical gauge ex-
citations on the lattice have wavelengths that are
considerably shorter than the lattice spacing, i.e.,
€>1/a. These energies are not gauge-field “rest
energies” since there was no gauge-field bare-
mass term in the Hamiltonian. The physical ex-
citation spectrum is not identical with the naively
conceived continuum gauge-field spectrum, and
a similar situation obtains for the quarks.

Formally, however, one does encounter an im-

mediate problem if m,=0 is specified initially in
£. It is that then there is no “free” quark part in
H®, although we do have (-iZ¢'8,y) in £ ©. Thus

[H(O)y Zj)]=0, (Bl)

and ¥ is any time-independent four-component
spinor. We can respect the parity and charge-con-
jugation properties correctly, and satisfy the ca-
nonical anticommutation structure of ¥, by using

o= (0 +T0), (82)

where g, and ‘73; are each four-component objects.
Here o represents Dirac indices. In a y;-diagonal
basis, e.g., the upper [lower] two components of
¥ would correspond to helicity (+) [(~)] quarks in
the continuum limit, and similarly for the anti-
quarks. However, this implies that

@0 =6 DS |0 r0. (BI)

(For directness, a Fock-type basis, with ¢ IO)
=g|0)=0, will be employed in this appendix.) On
the other hand,

QL|0) =D ' (@, ThysAiY(i, 7): |0)=0. (B4)

The vacuum ‘0) is chirally invariant, but cannot
be locally gauge invariant in the fermion and gluon
sectors separately.

To maintain the gauge condition in the separable
form we have been using, therefore, it is neces-
sary to construct a new state

|@)=V]0), (B5)

with V'V =1. The new base state should have the
properties that j2(f, 7) |Q)=0, and Q*(&, 7)|2) =0,
i.e., V can be chosen independent of gauge fields.
In addition, V should have the quantum numbers
of the vacuum.

A simple candidate for such a V may be con-
structed out of the ¢ and § components introduced
in Eq. (B2). It is

V(1) =exp {ie E[q*(ﬁ, g (8, 7)
T

- q(d, T)yea(@, 7)]¢. (B6)

The charge density j¢ (i1, 7) annihilates |&) if 6
=i%ﬂ'.

Now, however, g and (f are no longer lowering
and raising operators on the base state [Q), q [Q)
¢E|Q) #0. One possibility is to rewrite ¢ and 7 so
that

v 1 [x+X"
=75 )
P+
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where x and ¢ are quark helicity (+) and (-) oper-
ators, and X', #' are the corresponding antiquark
operators. Since V, Eq. (4.6), fills the bare vac-
uum with pairs, one might expect that some new
linear combination of quark and antiquark opera-
tors will annihilate | ).

Indeed, with 6 =7, we find that

@+x" | =0,

(i‘*“pf) !Q> =0, (B8)
(X—aT)lm:O,
(@-x"|@)=0.

The corresponding conjugate operators, e.g.,
(' +x), are raising operators on |, and

P+x" @' +x
V2l V2
where 6 is in all indices (including spatial position)

carried by x and ¢.
The crucial observation at this point is that

[Qs, V]+0 (B9)

where V is given in Eq. (B6), with 6 =+47 and
where @, is defined in Eq. (B4). Consequently,
Q.| #0. But if m,=0, [Q,,H'"t]=0. If we build
our space of states off the “vacuum” |Q), we seem
to be in a position to realize the Goldstone theo-
rem.

It turns out that working directly with |£2), and
with ¥ as in Eq. (B7), is rather cumbersome. In
studying observables in perturbation theory, we
shall always be interested in quantities of the form

=0

equal time

b

0=(2|0|Q), (B10)

where O is an operator. In the interaction repre-
sentation, the ¥ and §'’s possibly present in O will
satisfy free equations of motion, and thus be time
independent. We may, therefore, equivalently
consider

0=(0|v'oV |0). (B11)
This means that in calculating 0 we may use (with

0=5m)

q+q" 1+y 1-7v,_

=y (1EL - 0 0 At

¥ V( 5 >[/ 5 a0+ 527 . (B12)
In a B-diagonal basis, as in Eq. (2.27), we have

once again

¢=<;f>, (B13a)
with
1
{asas}= (——E“) , (B13b)
aB

etc. Clearly ¢, Eq. (B13), is lim,, .o ¢y ), Where
z/)(mo) was defined in Eq. (2.27).
It is straightforward to verify that once again

A% 0) =0,
P21 iy: [0) #0,

(B14a)
(B14b)

just as if we had started with a massive quark
field and then let the bare mass go to zero. It is
this property that encourages us to work with a
nonzero bare mass, and then take the limit.
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