
PH YS ICAL REVIEW D VOLUME 13, NUMBER, 9 1 MAY 1976

Small-angle p-p elastic scattering at energies between 285 and 572 MeV
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Differential cross sections for elastic p-p scattering have been measured at 285, 348, 398, 414, 455, 497, 530,
and 572 MeV kinetic energy. The experiment was performed at the CERN synchrocyclotron, using multiwire

proportional chambers placed directly in a proton beam. Scattering was observed for 1.5' 5 8 5 10' in the
laboratory system. The ratio a„of the real and imaginary parts of the non-spin-flip nuclear forward amplitude
was derived from the interference between the Coulomb and nuclear amplitudes. The values obtained are
model-dependent, but in this energy range ap is positive and decreases with energy, Qualitatively good
agreement with dispersion-relation predictions is observed.

I. INTRODUCTION II GENERAL CONSIDERATIONS

In experiments at very small momentum trans-
fer 0.001& Itl &0.05 (GeV/c)', Coulomb scattering
as well as its interference with nuclear scattering
can be observed. In principle, such measurements
allow the magnitude and sign of the ratio + of the
real and imaginary parts of the forward non-spin-
flip nuclear amplitudes to be deduced. At medi-
um energy serious discrepancies have existed be-
tween experimental values' ~ ' and dispersion-rela-
tion calculations' of n&. Recent measurements by
Vorobyov et al.' in the range 500-1000 MeV are in
reasonable agreement with thes" predictions. In
this paper, new measurements of the p-p differen-
tial cross sections and estimates of Q.~, in the en-
ergy range from 285 to 572 MeV, are presented.
Details can be found in Aebischer's Ph. D. thesis. '

The experiment was performed at the CERN
synchrocyclotron (SC). Protons were observed
before and after scattering from a liquid hydrogen
target by means of multiwire proportional chamber
(MWPC) telescopes. A fast electronic decision
system' was used to reject events for which the
proton scattering angle mas not large enough. The
data mere obtained under two different sets of ex-
perimental conditions. Measurements taken at
398, 455, 497, 530, and 572 MeV kinetic energy
are referred to as type I, while measurements tak-
en at 285, 348, and 414 MeV kinetic energy will
be named type II.

At the same time that the dv/dQ measurements
were made, data for the p-p analyzing power P(8)
in the nuclear-Coulomb interference region were
collected, ' and the inelastic reaction pp- m'd was
studied at small angles. ' The apparatus describ-
ed here has also been used in a slightly modified
configuration to measure the carbon analyzing
power at several energies. '

A. Theoretical aspects

For p-p elastic scattering, the S matrix is a
4 &&4 matrix in spin space. If one takes into ac-
count symmetries with respect to time reversal,
particle exchange, and parity conservation, the
scattering matrix T in the decomposition S = 1+2iT
can be described by the five helicity amplitudes"

~,(4~/p*) =&++ IT I++) =&-- IT I--)
~2(4~/u*) = &++

I
T —-& = &- -11"I++ &

~.«~/f *)=&+-I1"I+-&=&-+ I1"I-+&

~.«~/s*)=&+-IT -+)=&-+ I1"I+-&,

~.(4~/~*) =&++ I1"I+-)=&+-IT ++&

= &- —I&I-+&=&-+ I&I- -&

=(++
I
r +&=( +

I
r I++&

=- (- —
I
T + -

&
= (+ —

I
T —-),

where p* is the c.m. momentum. The ket I&P,&

represents a state of two protons in their c.m. sys-
tem, with helicities X, and X~. If none of the initial
protons are polarized, the differential cross sec-
tion is written

In the forward direction, both helicity-flip ampli-
tudes y4(0) and p, (0) vanish and it is usually more
convenient to work with y„and y, defined by

q, =2(v, +v,).
Each helicity amplitude is written as a sum of
corresponding nuclear (p",. ) and Coulomb (yc) amp-
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litudes

The optical theorem then takes the simple form

NImp, =,0„,.
7r

(4)

(ii) the nuclear non-spin-flip scattering

(iii) the nuclear spin-flip scattering

+0.5 cp,
" '

(12)

(13)
Using Eqs. (3) and (4), in Eq. (2), the differential
cross section in the forward direction can be re-
written" as

o —@2[
[

yN [2+
/

yN /2+
[
yN /2

(iv) the interference term

do "
= 2m —, yc(Re@", + 6c Imp", ) .

int
(14)

+2 Re(V".
*

V .'+ V"*V'+ 2W."*V2)j+d„.
(6)

The approximations cosmic =1 and sinI5c= ~c have
been used.

8 Parametrization

The la, st term of Eq. (6) contains only pure Cou-
lomb amplitudes. The y",. * are the nuclear scat-
tering amplitudes modified by the electromagnetic
force

p~*= y",. exp(-i6c) .
The Coulomb angle 5~ has been calculated non-
relativistically by Bethe" as

2 1.06
ln ~ ~ =0.03 rad,

P P &

(7)

(6)

where a =1 fermi, and P is the velocity of the pro-
ton in the laboratory system. A relativistic ex-
pression has been given by Locher"

For the fitting procedure, we consider the dif-
ferential cross section (do/dQ)(8, m) to be a func-
tion of the scattering angle 0 and a set of paramet-
ers p which have to be determined.

In order to find a reasonable parametrization,
the nuclear spin-flip and non-spin-flip contribu-
tions were calculated from the Livermore phase
shifts, "and their t dependence in the small-angLe
region was studied at five incident kinetic energies
between 200 and 600 MeV. The following interest-
ing observations can be made

(i) Between 200 and 600 MeV, the imaginary part
of the non-spin-flip nuclear amplitude y", has a
nearly perfect exponential t dependence

Imp", (f) = Im p f(0)es'" (15)

which yields a similar value of 5~. Here R is the
effective strong-interaction radius and y is the
Euler constant.

For the pure Coulomb interaction, Buttimore"
has calculated the helicity amplitudes cp„y
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where m is the proton mass. The quantities s, t,
and u are the three Mandelstam variables. Only
the amplitude y~ is important at small angles, be-
cause of its singular behavior in t. Neglecting

and y, , the following contributions to the cross
section can be isolated in Eq. (6):

(i) pure Coulomb scattering

0 I I II III I I I I I I I II
0.2 05 1.0 2.0 5.0 10.0

Kinetic Energy (GeV)

I

20.0

FIG. 1. Comparison of the nuclear slope parameters
as a function of energy. The full circles are the slope
parameter B of the non-spin-flip nuclear amplitude
calculated from the MacGregor phase shifts (Ref. 15).
The crosses are slope parameters defined by do/dt
measurements outside the Coulomb-nuclear interference
region I.from Particle Data Group, Lawrence Radiation
Laboratory Report No. UCRL-20000AM (unpublished).
The line is a guide to the eye.
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(ii) The ratio of the real and imaginary parts of
the non-spin-flip amplitude varies with energy,
and is also slightly dependent on t at a given ener-
gy in the following manner:

a,(f) = „' =n, +n't,Re@",(f)
Imp", t (16)

where n' decreases from 0.03 (GeV/c) ' at 200
MeV to 0.005 (GeV/c) ' at 600 MeV.

(iii) The spin-flip nuclear amplitude in our range
does not show an exponential behavior with t, but
is relatively constant and well described by a
second-order polynomial in t.

(iv) The values obtained for the slope parameter
B defined by Eq. (15) are shown in Fig. 1. B de-
creases rapidly with energy from 21 (GeV/c) ' at
200 MeV, to 8 (GeV/c) ' at 500 MeV. On the same
figure, the values of the conventional slope para-
meter derived from dc/dt measurements at higher
f values, ~t

~

&0.01 (GeV/c)', are shown. The
slope B, calculated from phase shifts, appears to
join smoothly with those obtained from dc/dt mea-
surements around 600 MeV. This is probably due
to the fact that above 500 MeV, the non-spin-flip
amplitude is dominant.

With these observations in mind, we have used
two different parametrizations in the analysis of
the differential cross sections. They will be re-
ferred to as the phase-shift parametrization and' . classical parametrization.

The phase- shift parametrization includes the
above remarks. Using the optical theorem, the
non- spin-flip term becomes

do ~
=a +a t+a t0 1 2

f

where a„a»a, are coefficients. The set of para-
meters 7r considered is (B,c.o, n', a„a„a,). Table
I summarizes the values found for these paramet-
ers in the phase-shift calculations.

The classical parametrization has usually been
used in other similar experiments. ' ' In this
method, the spin-flip and non-spin-flip nuclear
cross sections are presumed to be proportional
and to have the same exponential t dependence,
l.e ~ ~

p2 0 erat (20)

III. EXPERIMENTAL METHOD

Most of the data were taken under type I condi-
tions, so mainly this experimental setup will be
described here. More details about the type I ex-
perimental equipment can be found in Ref. 9.
complete description of the type II experiment can
be found in Ref. 5. Table II summarizes the dif-
ferences in the beams and detection apparatus in
the two series of measurements.

A. Beam transport system

The value for the slope parameter is derived from
experiments at

~

t
~

& 0.01 (GeV/c)', which give a
small value b s 2 (GeV/c) ' in our energy range.
The t dependence of n~ is usually neglected. The
parameter set w then consists of (b, p', o~).

(
N g 2"',[1+(n, +n't)'Ie",dt, f 16m@'

while the interference term is written as

The spin-flip contribution is

(18)

To obtain the 572-, 455-, and 398-MeV beams,
a 595-MeV unpolarized proton beam with an intens-
ity of =10"protons/sec was extracted from the
CERN SC and polarized by scattering at 7' on a
carbon target. The transverse polarization vector
could be reversed by changing the sense of the
scattering. To lower the beam energy to 455 and

TABLE I. Values of the parameters for the phase-shift parametrization as determined from an existing phase-shift
analysis (See Ref. 15).

Energy
(Mev}

B
[(GeV/c) 2]

Cl'p A ap
[(GeV/c)" ] [mb (GeV/c) ]

a&

[103 mb(GeV/c) 4]
a2

[106 mb (GeV/c) ]
0 tot
(mb)

285
348
398
414
455
497
530
572

14.0
10.0
8.2
7.8
7.6
7.4
7.3
7.2

0.75
0.55
0.41
0.37
0.27
0.17
0.10
0.02

23 ~ 5
19.0
16.0
15.5
13.0
10.5

9.0
6.5

78
64
52
48
40
31
26
22

2.75
2.13
1.65
1.50
1.20
0.92
0.76
0.60

1.80
1.10
0.75
0.67
0.49
0.38
0.34
0.30

24.0
24.6
25.6
27.0
28.5
30.5
32.6
36.0
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TABLE II. Differences between type I and type II experiment.

Type I
experiment

Type II
experiment

Beams:
Mean interaction

energies

Polarization

Intensity

398,455,497, 530, 572 MeV

At 398, 455, and 572 MeV,
Pp =0.376+ 0.015.

At 497 MeV, Pa=0.433+ 0.023.
At 530 MeU, P&=0.313+0.033.

10~-105 protons/sec.

285, 348, and 414 MeV

At 285 MeV and 348 MeV
P p=0.

At 414 MeVPO= 0.40.

&10 protons/sec.

Telescopes:
Forward telescope

Backward telescope

Acceptance &95%

2 MWPC before LH2 (M1-M2)

4 MWPC after LH2 (M3-M6)
with M6 rotated by 45

Both telescopes fixed.

O„,S 6.5.

Same as for type I

3 MWPC after LH2 (M3-M5)
with M4 rotated by 45'

Backward telescope could
be turned by about 2'
around the Y axis.

0»b&2.0' if turned
g, b%3.5 if straight

Counters:
A P,E,T,X

&,B trigger counters
100x 100x 5 mms

T: 500x 500x 10.mm
X: 500x 500x 20 mm

Same as for type I
E did not exist
T did not exist
X; 300x 300x 10 mms

Acquisition
On-line computer

Electronics

IBM 1800 or PDP 11/20

Fast decision rejected
unscattered events in
1-2 @see.

IBM 1800

No fast decision.
Scattering angle calcu-

lated by the computer
on-line.

Recorded event
rates

100-200 events/see 1-10 events/sec

398 MeV, degraders of B4C were used before the
last bending magnet. Momentum resolution was
about +1%. The 530- and 497-MeV beams were
comprised of protons scattered from an internal
target into the SC extraction channel. At all these
energies, a solenoid permitted the azimuthal ori-
entation of the polarization vector to be modified
by an angle P, = +(35'- 45').

Two methods were used to calibrate the beam
energies. Differential range curve measurements
were made at 572, 455, 414, 348, and 285 MeV.
For the type I measurements only, a second inde-
pendent method was provided by the inelastic
PP- m'd events where both the m and d tracks were
detected. A fit to the correlation between the z
and d scattering angles, e, =f(8~), allowed each
beam energy to be determined with errors of +2
MeV. The two methods are in excellent agree-
ment. The quoted mean interaction energies are

those obtained by the kinematic fit to the pp- z'd
events since this method gave the most precise
results.

B. Detection apparatus

A scale drawing of the apparatus is shown in
Fig. 2. The system is axially symmetric with a
90' period for rotations about the beam axis. Two
multiwire proportional chamber telescopes
(Ml —M2 and M3-M6) were placed directly in the
beam on either side of a LH, target to allow the in-
coming and scattered proton trajectories to be re-
constructed. All the MWP C provided horizontal
(Ã) and vertical (1'). coordinates in the laboratory,
except M6 which was rotated by 45' about the beam
axis. Chamber M6 was used in the study of the
inelastic reaction pp- m'd in order to resolve
ambiguities due to multiple tracks in the backward
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FIG. 2. Scale drawing of the apparatus (side view). Ml-M6 are multiwire proportionalchambers. A, 8, E, T, and
X are scintillation counters. The beam comes from the left. Notice the different horizontal and vertical scales.

telescope. The horizontal and vertical positions of
all six MWPC were calibrated during special runs
by observing undeflected tracks and requiring that
the hit coordinates be properly aligned. Typical
plane efficiencies were over 98%.

The liquid hydrogen target was 15 cm in diameter
and 16.7 cm long. This length was chosen so that
the multiple scattering in the LH, would be com-
parable to the spatial resolution of the telescopes.
The over-all angular resolution of the system was
about 0.25' at 572 MeV. Only -1/0 of the incident
protons interacted in the target.

Five scintillation counters A, B, E, T, and Xwere
used. The time of flight of the scattered particles
was measured between counters B and X. Count-
ers X and T, which were each observed by one
horizontal phototube, provided dE/dX measure-
ments of the scattered particles. The coincidence
ABXT was used to trigger the system, while a
second coincidence EX within the resolving time
of the MWPC system was used to veto events with
a second beam particle.

C. Electronics and data acquisition

A fast hardware logic designed for this experi-
ment allowed events to be rejected when the pro-
ton was deflected by less than 1.5' in the LH, tar-
get, thereby eliminating 99% of the undesired
events. This fast (1 —2 psec) decision system
has been described in detail in previous articles. ""
An extensive CAMAC system allowed the experi-
ment to be monitored by an on-line computer,
which also recorded the accepted events on mag-
netic tape.

Approximately equal numbers of events were ob-
tained for each orientation of beam polarization at
a given energy. With a beam of 10' protons/sec,

about 100-200 events/sec were recorded. Back-
ground from scattering in the air and mylar tar-
get windows was estimated from runs with a dum-
my empty target. The dummy target had slight
structural differences from the real target, which
were compensated for in the analysis which is dis-
cussed later.

IV. DATA ANALYSIS

A. Selection criteria

2- 1 I

Q'= g (W, —W )'(1.7 mm' (21)

All raw events accepted by the fast decision sys-
tem were reconstructed in an off-line analysis.
Track reconstruction of the scattered tracKs re-
quired at least five planes out of the eight possi-
ble. Events used to calculate the differential
cross sections satisfied the following criteria:

(i) Exactly one track could be reconstructed from
the hit coordinates in both telescopes. Good inci-
dent tracks were selected by hardware. In the
off-line analysis, 5-10% of the raw events were
eliminated, corresponding to cases where it was
impossible to align five sparks, or where two
tracks were reconstructed in the rear telescope.

(ii) The number of planes with multiple hits in the
backward telescope had to be &3. This eliminated
possible two-track events for which the second
track was emitted at a relatively large angle and
not seen by a sufficient number of planes to be re-
constructed. For part of the data, this cut was
made by the fast decision system. For the remain-
der it was a software cut.

(iii) A y -like figure of merit was defined for the
reconstructed track. A limit given by
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(X'+ 1")&(35 mm)' (22)

in order to facilitate acceptance calculations.
This eliminated about 4/o of the one-track events.

(v) The interaction point along the beam axis,
defined by the incident and scattered tracks, had
to lie in the range -20V &Z„&200 mm. Figure 3
shows typical Z„distributions for LH, target data
and dummy target data normalized to the same
number of incident particles. For one-track ev-
ents, 55/o of the LH, data and 80% of the dummy
data were rejected, mainly because the proton
scattered in chamber M2.

3—

LH2

was required. The 5"s are fitted and measured
coordinates and n is the number of planes used in
the fit. About 1-2% of the one-track events were
rejected, mainly due to scattering in the rear wire
chambers.

(iv) The beam size at the middle of the LH, tar-
get was limited to

(vi) The minimum distance between the incom-
ing and the outgoing tracKs had to be &6 mm. A-
bout 3% of the one-track events were rejected,
mainly eliminating events which had scattered in
one of the MWPC telescopes.

(vii) All tracks had to lie inside the sensitive
region of wire chambers M3-M5. Events that
passed through the frames of the rotated chamber
(M6) were rejected.

(viii) Measurements of time of flight (TOF) and

energy loss (dE/dX) in the counters X and T were
used to eliminate events due to inelastic reactions.
The measured values of time of flight and dE/dX
were corrected for time drifts and spatial depend-
ence on the impact point in the counters. The im-
pact point was defined by the projection of the re-
constructed track into the counter plane. These
corrections were typically %5% and always less
than 20%. Figure 4 shows a typical corrected TOF
dE/dX plot. The data were cut in the region be-
tween the proton and deuteron peaks. Excellent
rejection of the two-body inelastic events pp- z'd
was achieved. In our energy range. the deuteron
always appears in a forward cone (e„„&12')and
at a given 8,~, there are deuterons emitted back-
wards and forwards in the c.m. system. Not all
three-body inelastic events (pp -pn n'and pP -PPv')
could be discriminated against. Particles from
the three-body inelastic reactions have continuous
velocity spectra which extend into the region of the
elastically scattered protons, and not all these
events are eliminated by the cut. This remaining
inelastic contamination was taken into account in
deriving the final p-p elastic cross sections.

-200 -'IOO 0 100

Z„(rnrn)
200

FIG. 3. Distribution of the interaction vertex (Z„)
along the beam axis at 455 MeV for 2.5'&8 & 6.5'. The
shaded areas correspond to dummy target data normal-
ized to the same number of incident tracks as for the
LH2 data. The differences in the distribution of events
from the Mylar (My} windows are due to technical dif-
ferences between the two targets and the different multi-
ple scattering. The arrows indicate the cuts applied to
the data (-207&S„&200 mm).

8. Acceptance correction

For most of the polar angles where data have
been obtained, the full 2m azimuthal range was ob-
served. However, for the larger angles, the geo-
metrical acceptance was less than 100% and the
measured cross sections (do/dA) had to be cor-
rected for the loss of solid angle. These correc-
tions were determined by Monte Carlo techniques.

Simulated p-p elastic events were generated and
tracked through the system. In order to take prop-
erly into account the beam divergence and the
beam displacement produced by changing the field
in the solenoid, incident tracks were taken at ran-
dom from the experimental data where the lab
scattering angle was less than 5'. For the simul-
ated scattering in the LH, target, a uniform azi-
muthal distribution was generated, but in order to
improve the statistical errors of the corrections,
the number of events as a function of 8 was peaked
in the region where the geometrical acceptance
decreases. Therefore, the experimental scatter-
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with
1.0—

A(8) =—( A(8, P)dQ.
277 Jp

(25)

The integral in Eq. (24) is estimated from the sim-
ulated events.

8
K 0.5—

A'(8) =A(8) [1+POP(6)I(8)] .
The error 5A' is given by

8'A' = 0'A[1+ P,P(8) I(8)]'

+ [A(6)P,P(6)]'V'I,

with

(27)

(28)

tj'I = [(cos'(P+ P,))-(cos(Q+ Q, ))']/N, (8) . (29)

Separate Monte Carlo calculations have been
made for the hydrogen data acceptance A„(8) and
for the dummy acceptance AD(8) in order to take
into account the differences between the two tar-
gets. Figure 5 shows the geometrical acceptance
for the H, and dummy data at 398 MeV (type I ex-
periment), and at 414 MeV (type II experiment).
The acceptance depends mainly on the beam prop-
erties, and not on the energy. Acceptances at dif-
ferent energies in the type I setup do not differ by
more than 0.03.

For data taken with orientations of beam polar-
ization differing by 180', I(8) changes sign but is
equal in absolute value. Thus the effects of beam
polarization can be eliminated by combining data
with equal statistics and opposite spin directions.

A 8,I(8) = cos(P+ P, )
' d(t(

A(0)

Z, cos(Q+ f,)
N.(8)

where Z, means that the sum is made over the
accepted events. cos(P+ (((e,) is the appropriate
weight to use for Monte Carlo events with a uni-
form (t( distribution. When the acceptance is 100/0,
the expectation of I(6) is zero. The effect of the
polarized beam can be interpreted as a modifica-
tion to the purely geometrical acceptance which
becomes

I I I I I I

2 3 4 5 6 7

8„, (degrees )

I I I

8 9 10

This was possible for the data taken at 398, 455,
and 572 MeV. At 497 and 530 MeV, beam polar-
izations of opposite directions were not available
and the measured differential cross sections have
been corrected for the effects of the beam polar-
ization. For a lab scattering angle of 9' at 530
MeV, after summing over all available spins,
I(8) =+0.07, resulting in a change of +0.009 to
the geometrical acceptance.

C. Measured differential cross sections

The measured lab P-P differential cross sections
corrected for geometrical acceptance and for back-
ground due to interactions on materials other than
the liquid hydrogen are given by

(30)

E is a normalization constant to be determined
later in the fitting procedure N„(8),ND. (6) are
the total number of events observed in the angle
range 8+ 48/2 for target full and dummy data, re-
spectively. Q is a factor to normalize ND(8) and

N„(8) to the same number of incident particles.
The error 5 in (do/dQ) is given by

FIG. 5. Geometrical acceptance of the system as a
function of the lab scattering angle. The type I curves
are calculated at 398 MeV. The type II curve refers to
the hydrogen data at 414 MeV. Variations at different
energies are less than 0.03 and are due mainly to changes
in the shape of the incident beam.

ee ' Ne(e) e'AeNe(e) (L(e (e( e'A ee (e))
2msin8&8 A„'(8) A '(8) A '(8) A '(6) (31)

V. CORRECTIONS TO THE DATA

In order to find the true differential cross sec-
tions do/dQ, the following effects had to be con-
sidered: (i) contamination from the three-body
inelastic reactions, (ii) multiple and plural scat-
tering in the LH, target, (iii) angular resolution

of the two MWPC telescopes, and (iv) binning
effects in the histogram procedure used. A de-
tailed study of these effects is necessary because
they smooth out the angular distribution and mask
the structure of the interference between the very
steep Coulomb and the almost flat nuclear scat-
tering. Corrections (ii) and (iii) imply deconvolu-
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o.io —'

(a) 398 MeV (b) .572 MeV

E

~~
O
Q

o 0.05—
O

w™ ~ et+~oil+
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2 3
I I

2

e~,b (degrees)

FIG. 6. Relative importance of the corrections to the measured differential cross sections at (a) 398 MeV and (b) 572
MeV. The corrections are obtained from fits using the phase-shift parametrization. Curve b presents the estimated
remaining three-body inelastic contamination. Curves c and d are ihe corrections that are respectively independent and
dependent on the parameters 7(. Curve e is the correction due to the variation of d(T/dQ inside the 0.25 wide angular
bins. Curve a is the algebraic sum of all the fractional corrections.

tion of the experimental distributions. This is a
delicate problem since the raw data only extend
over a finite angular range and have inherent
statistical fluctuations.

The differential cross sections measured are
described by Eq. (11)-(14). The set of parame-
ters w defined by Eg. (15)-(19)have been deter-
mined by comparison of the experimental results
to the parametrized cross sections (du/dQ)(8, s).
Instead of attacking the difficult problem of decon-
volution, a Moliere function M„(8) for the multiple
scattering in the LH, and a functions(8) describ-
ing the telescope resolutions have been convoluted
with (da/dQ)(8, s) before comparison with the mea-
sured cross sections. An iterative procedure was

F(e„Tr)=R MH (
—(Tr)+C,„.,) (32)

was used to approximate the measured cross sec-
tions. The asterisk indicates a convolution which
depends only on the angular variables. The func-
tions used have cylindrical symmetry. In this
case the convolution is defined by

necessary since the results of the convolution de-
pend on the parameters 7r.

The parametrized cross sections were first cor-
rected for contamination from three-body inelas-
tic events in the data and then the convolution was
made. A function similar to

] 21T 7l'

f *g(8;)= — j g(8) f((8'+8 —288; cosQ)')') dQ .
0 0

A more rigorous form of Eq. (32) was actually used to approximate the measured cross sections

(33)



SMALL- ANGLE P-P ELASTIC SCAT TERING AT ENERGIES. . .

da do
F(8;,ir) N=IMrr —— — +C ~ +M l'HN„}+C (32')

F(8„ir)= (8 +C,„., ) +C(8r, ir) . (34)

Here N.t is the number of atoms per unit area in
the target. This equation is more rigorous be-
cause the Moliere distribution contains the effects
of all Coulomb scattering. The correction due to
binning of the data (C~) is the difference between
the average value of the function in a bin and the
value at the center of the bin. It is treated as
an additive constant for each bin. The over-all
correction coefficient C(8;, v) is defined from E(l.
(32') by

to 7% at 572 MeV. This correction is independent
of the parameters m. The angular dependence of
the contamination relative to (do/dQ) at 398 and
572 MeV is shown in Fig. 6.

B. Corrections due to multiple scattering in the hydrogen

target (C )

The usual Gaussian approximation for multiple
scattering is inadequate here since it is necessary
to take into account the effect of plural scattering.
A Moliere function" given by

Values of the parameters w are obtained by mini-
mizing the quantity

t'dcF Hey& ~s
m

(35)

414 MeV

The individual corrections are treated in detail be-
low. Calculated

resolution function

A. Corrections due to the three-body inelastic

reactions (Cm, &)

Contamination from these reactions has been
evaluated by Monte Carlo simulation because very
little experimental information exists. It has been
assumed that the three-body events pass through
the intermediate state AN (i.e., pp- AN-NNv),
where the A(1236) resonance is distributed iso-
tropically in the center of mass. The estimated
differential cross sections of contaminating events
(C,.„„)were determined by normalizing the simu-
lated distributions using the total cross sections
given in a Saclay compilation. " For contaminat-
ing events, the velocity of the small-angle parti-
cle had to be similar to that of elastically scat-
tered protons. For energies &400 MeV, our final
sample is mainly contaminated by the m' or the P
from the reaction PP-Pnn'; the two protons
from the reaction pp-ppn' account for only —,' of
the background. The maximum percent contamina-
tion increased with energy from 1% at 398 MeV up

I I

0.1 0.2
I I I I

0.3 0.4 0.5 0.6

e, , (degrees)

FIG. 7. Comparison between the observed angular
distribution of the protons passing through the system
and the calculated resolution function at 414 MeV. The
experimental distribution is obtained by dividing the
number of observed events in each angular bin by the
corresponding solid angle.
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TABLE III. Summary of differential cross sections. Beam energy=285+4 MeV, beam spread
=+10 MeV half width at half maximum (HWHM). The correction due to binning (&~) is the dif-
ference between the total correction and the sum of all other corrections given below.

Measured

9) (dG)
*

(degrees) (mb/sr)
inel

(mb/sr)

Corrections to (do/d Q)~
a(g) G(0) c

(«/do) (d&/do) («/dO)

Corrected
do'

dQ

(mb/sr)

2.125
2.375
2.625
2.875
3.125
3.375
3.625
3.875
4.125
4.375
4.625
4.875
5.125
5.375
5.625
5.875
6 ~ 125
6.375
6.625
6.875
7.125
7.375

155.63 + 2.53
96.70+ 1.90
61.66 + 1.47
44,49 + 1.2Q

34.83+ 1.02
25.88 + 0.87
22.72 + 0.79
19.96+ 0.73
17.99+ 0.68
18.83+ 0.67
17.79 + 0.67
17.19+ 0.62
14.87+ 0.61
15.40+ 0.60
16.05 + 0.62
15.67 + 0.64
15.56+ 0.69
16.77 + 0.73
15.46 + 0.73
15.38+ 0.75
16.63+ 0.83
15.56+ 0.89

1.2
—1.2
—1.2

1.2
—1.1
—1.1
—0.9
-0.8
—0.6

0 4
-0.3
—0.2
—0.1

0
0.1
0.2
0.3
0.4
0.5
0.5
0.6
0.7

12.8
10.4
8.9
7.0
5 4
4.6
3.4
2.6
2.0
1.3
1.0
0.8
0.7
0.5
0.4
0.3
0.2
0.2
0.1
Q.l
0.1
Q.l

12.7
10.0
8.2
6.3
4.6
3.7
2.7
1.9
1.4
1.0
0.7
0.6
0.6
0.5
0.5
0.5
0.5
0.6
0.6
0.6
0.7
0.8

135.90
87.07
56.62
41.70
33.21
24.91
22.12
19.58
17.74
18.65
17.66
17.09
14.78
15.32
15.98
15.59
16.48
16.68
15.37
15.28
16.52
15.45

TABLE IV. Summary of differential cross sections. Beam energy=348+4 MeV, beam
spread =+ 5 MeV (HWHM). The correction due to binning (~} is the difference between the
total correction and the sum of all other corrections given below.

0 lab

(degrees)

Measured

(d )
(mb/sr)

inel

(mb/sr)

Corrections to (do/d Q)~
&(0) G(0) c

(do /d& } (do /d&) (do. /d&)

Corrected
da
d~

(mb/sr}

2.125
2.375
2.625
2.875
3.125
3.375
3.625
3.875
4 ~ 125
4.375
4.625
4.875
5.125
5.375
5.625
5.875
6.125
6.375
6.625
6.875
7.125
7.375

112.39+
71.47+
50.03 +
38.72 +
30.19+
27.02 +
23.10+
20.69+
21.24 +
19.20 +
20.05+
20.30+
19.05 +
19.33+
18.14+
18.86+
17.05+
18.12+
18.46 +
19.44 +
18.36+
19.33+

2.02 Q. 33
1.56 0.33
1.23 0.33
1.05 0.33
0.91 0.32
0.80 0.32
0.76 0.32
0.72 0.32
0.69 0.32
0.67 0.31
0.65 0.31
0.65 0.31
0.65 0.31
0.64 0.31
0.65 0.30
0.67 0.30
0.69 0.30
0.70 0.30
0.72 0.30
0.78 0.29
0.75 0.29
0.90 0.29

-0.9
—0.9
-0.8
-0.7
—0.7
—0.5
—0.4
—0.3
—0.2
-0.1

0
0.1
0.2
0.2
0.3
0.4
0.5
0.6
0.6
0.5
0.7
0.7

8.8
7.0
5.4
4.0
3.1
2.2
1.7
1.3
0.8
0.6
0.5
0.3
0.3
0.2
0 ' 2
0.1
0.1
0.1
0.1
0.0
0.0
0.0

9.1
7.3
5.8
4 5
3.9
3 ' 1
2.7
2.5
2.1
2.2
2.1
2.0
2.0
1.9
2.1
2.1
2.3
2.2
2.2
2.2
2.3
2.2

102.17
66.28
47.14
36.97
29.03
26.19
22.47
20.17
20.79
18.77
19.63
19.90
18.67
18.96
17.76
18.46
16.65
17.72
18.06
19.02
17.94
18.91
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M„(8)= [2e te/eHi +f,(8/8„)/B„+f,(8/8H)/B„]/8H' (36)

was used. The parameters O„and J3„, calculated with the Fano correction, depend on the thickness of the
LH, target. The correction C„(8) to the parametrized differential cross section due to multiple scattering
is given by

(37)

At small angles, dt's/dQ is essentially a Ruther-
ford distribution. Thus the corrections should be
largest at small angles. However, since the small-
est angle measured in the experiment is large with
respect to 8„(=0.2'), the corrections never ex-
ceed 15%.

C. Corrections due to the angular resolution

of the M%PC telescopes (Cz)

The correction due to the angular resolution of
the telescopes is a convolution given by

TABLE V. Summary of differential cross sections. Beam energy=398+ 2 MeV, beam
spread= + 5 MeV (HWHM). The correction due to binning (Cg) is the difference between the
total correction and the sum of all other corrections given below.

~ lab

(degrees)

Measured

(:-') "-
(mb/sr)

it)el

(mb/sr)

Corrections to (do/dQ)~
H(0) G(6) C

(da /d~)ill (da /dG)D, (der/dQ)~

Corrected

d~
(mb/sr)

1.75
2.00
2.25
2.50
2.75
3.00
3.25
3.50
3.75
4.00
4.25
4.50
4.75
5.00
5.25
5.50
5.75
6.00
6.25
6.50
6.75
7.00
7.25
7.50
7.75
8.00
8.25
8.50
8.75
9.00
9.25
9.50

212.80+
121.62 +
77.09+
54.14+
41.64+
34.06+
29.67+
27.32 6
25.40+
23.69+
23.50+
22.50+
22.716
22.25 +
21.31+
21.42+
21.59+
21.40+
21.34 +
20.97+
20.65+
20.58 +
21.03+
20.42 +
20.59&
20.68 +
20.58+
20.11+
20.17+
20.06+
19.66 +
20.20+

1.89 0.20
1.34 0.20
1.00 0.20
0.81 0.19
0.68 0.19
0.59 0.19
0.52 0.19
0.49 0.19
0.45 0.19
0.43 0.19
0.41 0.19
0.38 0.19
0.37 0.19
0.36 0.1S
0.34 0.19
0.33 0.19
0.32 0.18
0.31 0.18
0.30 0.18
0.30 0.18
0.29 0.18
0.29 0.18
0.28 0.18
0.28 0.17
0.28 0.17
0.29 0.17
0.30 0.17
0.30 0.17
0.31 0.17
0.33 0.16
0.36 0.16
0.41 0.16

—0.8
-0.8
—0.8
-0.7
-0.6
-0.5

p 4.

-0.3
-0.2
-0.1

0.0
P.1
0.1
0.2
0.3
0.3
p 4
p 4.

0.5
0.6
0.6
0.7
0.7
0.8
0.9
0.9
1.0
1.1
1.1
1.2
1.3
1.3

12.1
9.2
7.1
5.3
3.9
2.8
2.0
1.4
1.0
0.7
0 ~ 5
p 4
0.3
0.2
0.2
0.1
0.1
0.1
0.1
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

12,8
9.6
7.2
5 4.

4.0
3.1
2.4
1.9
1.6
1.5
1.3
1.3
1.2
1.3
1.3
1.3
1.3
1.3
1.4
1.5
1.5
1.6
1.6
1.7
1.7
1.8
1.8
1.9
2.0
2.0
2.1
2.1

185.63
109.98
71.50
51.20
39.97
33.02
28.97
26.81
24.99
23.35
23.19
22.21
22.43
21.97
21.04
21.14
21.31
21.11
21.05
20.66
20.34
20.25
20.70
20.07
20.23
20.32
20.20
19.72
19.77
19.66
19.25
19.78
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TABLE VI. Summary of differential cross sections. Beam energy=414+10 MeV, beam
spread=+ 30 MeV (HWHM). The correction due to binning (&g) is the difference between the
total correction and the sum of all other corrections given below.

~ ~ab

{degrees)

Measured

(s )
(mb/sr)

Corrections to {&o/d Q)~
C,.„( H{g)

%%u

@{0)
%%u

C
%%u){mb/sr) {po./ZQ) o pQ)~ (do/d)~

Corrected
cf&

QQ

(mb/sr)

2.125
2.375
2.625
2.875
3.125
3.375
3.625
3.875
4.125
4.375
4.625
4.875
5.125
5.375
5.625
5.875
6.125
6.375
6.625
6.875
7.125
7.375

88.08 + 2.13
56.19+1.67
42.52 + 1.37
34.99+ 1.2P
28.00+ 1.1P
26.32 + 0.99
24.70+ 0.94
25.06 + 0.90
21.79+ 0.83
21.61 + 0.82
22.29 + 0.79
22.82+ 0.78
22.58+ 0.80
20.82 + 0.80
22.69+ 0.81
20.89+ 0.82
20.83+ 0.83
20.30+ 0.91
20.70+ 0.94
19.70+ 1.03
20.34+ 1.11
19.83 + 1.13

0.47
0.47
0.46
0.46
0.46
0.46
0.45
0.45
0.45
0.45
Q.45
Q 44
Q 44
p 44.

0.44
0.43
0.43
0.43
0.43
0.43
0.42
0.42

-0.8
—0.8
—0.6
—0.6
—'0.5
-0.3
—0.2
-0.2
—0.1

0
0.1
0.2
0.2
0.3
0.4
0.4
0.5
0.5
0.6
0.5
0.8
0.8

6.3
5.0
3.6
2.5
1.9
1.3
0.9
0.6
0.5
0 4.

0.2
0.2
0.1
0.1
0.1
0.1
0.0
0.0
0.0
0.0
0.0
0.0

6.9
5.7
4.5
3.6
3.3
2.8
2.6
2 4.

2.6
2.5
2.4
2.4
2.4
2.5
2.4
2.5
2.6
2.7
2.8
3.0
2.9
3.0

82.03
52.97
40.61
33~72
27.08
25.59
24.06
24.46
21.23
21.09
21.77
22.29
22.06
20.30
22.19
20.38
20.30
19.76
20.13
19.11
19.76
19.25

200—

100—

L 50lh

Cl
E

20—
C:
0
o 10—

(~b

(a) 285 MeV (b) 572 MeV

a
' amalm marme ~ 4 ~' ~ '~~~e s

7 1' 2 3

8„, (degrees)
5 6 7

FIG. 8. Proton-proton elastic differential cross sections as a function of the lab scattering angle at (a) 285 MeV and
(b) 572 MeV. The curve a is the result of the fit with the phase-shift method with the parameter values noted in Table
XI. The contributions due to the Coulomb scattering (curve b), the nuclear non-spin-flip (curve c), the spin-flip scatter-
ing (curve d), and the destructive Coulomb-nuclear interference (curve e) are shown separately.



SMALL- ANGLE P-P ELASTIC SCATTERING AT ENERGIES. . . 2491

do'
C (e)=R«+C,.„„+Cg)

Eked

+C,.„„+C~ (38)

/. Determination of the resolution function R(8)

Calculation of the resolution function R(8} is
based on a method developed by Qhreras "F.or a
single telescope, the resolution is a convolution
of three effects. The first is the multiple scatter-
ing in the MWPC, the second is the multiple scat-
tering in the matter between the chambers, and
the third is the effect due to the MWPC spatial
resolution. The latter has been treated as a
Gaussian rather than a constant function over the
wire spacing. This has little effect on the final

results since six MWPC are used in the recon-
struction. For a system with two telescopes, the
over-all system resolution function R(8) is given
by convolution of the distributions for the indivi-
dual telescopes with the Moliere multiple scatter-
ing distribution of the matter in between. The
target material (LH, ) is not included. With these
approximations, R(8) is also a Moliere distribu-
tion with new parameters 6& and B„. In order to
check the procedure, R(8}was convoluted with a
Moliere distribution for the liquid hydrogen in the
target. The resulting function was compared to
the angular distribution observed for particles
passing straight through the apparatus. Figure V

shows that the agreement is excellent. Simulated
events generated in the Monte Carlo program also
show good agreement.

TABLE VII. Summary of differential cross sections. Beam energy=455+ 2 MeV, beam
spread =+5 MeV (HWHM). The correction due to binning (Cz) is the difference between the
total correction and the sum of all other corrections given below.

0 lab

(degrees)

Measured

(',—:)."-
(mb/sr)

~ inc]

(mb/sr)

Corrected
Corrections to (do/d Q)m da'

H(e)
(v)

G(e)
(%)

C
(%%u)

dQ

(do/dQ)~ (do'/dQ)m (do/d 0)m (mb/sr)

1.75
2.00
2.25
2.50
2.75
3.00
3.25
3.50
3.75
4.00
4.25
4.50
4.75
5.00
5.25
5.50
5.75
6.00
6.25
6.50
6.75
7.00
7.25
7.50
7.75
8.00
8.25
8.50
8.75
9.00
9.25
9.50

170.88+ 1.37
99.42+ 1.00
68.70+ 0.78
49.75+ 0.65
41.36+ 0.56
35.29+ 0.50
31.71+ 0.46
30.20+ 0.42
28.84+ 0.40
28.49+ 0.38
27.51+ 0.36
27.01+ 0.34
26.65+ 0.33
26.20+ 0.32
26.12+ 0.30
25.82+ 0.30
25.71+ 0.29
25.51+ 0.28
24.78+ 0.27
25.29+ 0.27
24.99+ 0.26
24.55+ 0.25
24.55+ 0.25
24.09+ 0.25
24.26+ 0.25
24.23+ 0.25
23.71+ 0.25
24.14+ 0.26
23.97+ 0.27
23.26+ 0.29
23.71+ 0.31
22.96+ 0.34

0.66
0.66
0.66
0.65
0.65
0.64
0.64
0.63
0.-63

0.63
0.62
0.62
0.62
0.61
0.61
0.60
0.60
0.59
0.59
0.59
0.58
0.58
0.57
0.57
0.57
0.56
0.55
0.55
0.55
0.54
0.54
0.54

-0.8
-0.8
-0.7
-0.6
-0.5
-0.4
-0.3
-0,1
-0.1

0.0
0.1
0.1
0.2
0.3
0.3
0.4
0.4
0.5
0.5
0.6
0.7
0.7
0.8
0.8
0.9
0.9
1.0
1.1
1.1
1.2
1.3
1.4

9.8
7.4
5.2
3.8
2.6
1.8
1.2
0.8
0.6
0 4.

0.3
0.2
0.1
0.1
0.1
0.1
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

10.8
8.2
6.1
4.9
3.9
3.4
3.1
2.8
2.7
2.6
2.6
2.7
2.7
2.7
2.8
2.8
2.8
2.8
2.9
2.9
3.0
3.1
3.1
3.2
3.2
3.3
3.4
3,3
3.4
3.6
3.5
3.7

152.50
91.23
64.50
47.30
39.74
34.09
30.73
29.35
28.06
27.74
26.79
26.29
25.94
25.49
25.41
25.11
24.99
24.79
24.05
24.55
24.24
23.80
23.79
23.32
23.47
23.43
22.91
23.33
23.16
22.43
22.87
22.11



2492 D. AEBISCHER et al.

2. Effect of vertex cuts on the resolution function

The Moliere angular resolution function has been
written as a Gaussian small'-angle part R~(8) plus
a large-angle tail R~(8),

R(8) =R,(8) +R, (8) . (39)

R~(8) is given by the Rutherford distribution con-
voluted with the Gaussian part of the resolution.
The observed angular distribution I',b, is a con-
volution of R(8) with the scattering distribution
of the protons in the LH, target, I'„,

P,h, =R +Ps~Rg +Ps+R~*gH+Rl + (PH -gs),
(40)

where the function gH is the Gaussian part of the
hydrogen scattering distribution and corresponds
to the multiple Coulomb scattering. The last term

of Eq. (40) corresponds to events with a large scat-
tering angle in the telescopes as well as in the LH,
target. The probability for these events to pass
the vertex minimum distance and track quality cuts
is small, and the term can be neglected. The sec-
ond term corresponds to a large-angle scattering
in the telescopes coupled with a small deflection
in the LH, target. If the scattering is in one of the
M&PC, the reconstructed vertex will be far from
the LH, appendix and the cut on Z„will eliminate
these events. Scattering in the windows of the
target is compensated for by the dummy subtrac-
tion. Thus the second term can also be neglected.
Only the first term with the small-angle part of
the resolution function is left, which means that
R(8) is very well approximated by a Gaussian giv-
en by

TABLE VIII. Summary of differential cross sections. Beam energy=497+ 2 MeV, beam
spread=+10 MeV (HWHM). The correction due to binning (C~) is the difference between the
total correction and the sum of all other corrections given below.

0 iab

(degrees)

Measured

(:—:)"-
(mb /sr)

& ines

(Inb/sr)

Corrections to (40/dO)~
~(g) G (0) ~

C

(g./an). «) (~./~n).
— (')

(~ /~n). (')

Corrected
GO

dQ

(mb/sr)

1.75
2.00
2.25
2.50
2.75
3.00
3.25
3.50
3.75
4.00
4.25
4.50
4.75
5.00
5.25
5.50
5.75
6.00
6.25
6.50
6.75
7.00
7,25
7.50
7.75
8.00
8.25
8.50
8.75
9.00
9.25
9.50

159.76+ 1.45
97.85+ 1.07
69.14-j: 0.86
53.26+ 0.72
44.70+ 0.63
40.15+ 0.57
37.41+ 0.53
36.22+ 0.49
34.26+ 0.46
33.38+ 0.44
33.18+ 0.42
32.48+ 0.40
32.05+ 0.39
31.51+ 0.37
31.35+ 0.36
31.09+ 0.34
31.00+ 0.33
30.52+ 0.32
30.63+ 0.32
30.22+ 0.30
30.45+ 0.30
29.70+ 0.29
29.70+ 0.29
29.65+ 0.29
29.83+ 0.29
29.28+ 0.29
29.42+ 0.30
29.10+ 0.30
29.57+ 0.32
29.76+ 0.34
29.41+ 0.36
29.58+ 0.40

1.20
1.19
1.19
l.19
1.19
1.18
1.18
1.18
1.18
1.17
1..17
1.17
1.16
1.16
1.16
1.15
1.15
1.15
1.14
1.14
1.14
1,13
1.13
1.13
1.12
1.12
1.12
1.12
1.11
1.11
1.11
1.10

-0.5
-0.5
-0.4
-0.4
-0.3
-0.2
-0.1

0.0
0.0
0.1
0.2
0.2
0.3
0.3
0.3
0.4
0.5
0.5
0.6
0.6
0.7
0.7
0.8
0.8
0.9
1.0
1.0
1.1
1.1
1.2
1.3
1.3

8.1
5.8
4.0
2.8
1.8
1.2
0.8
0 ~ 5
0.4
0.3
0.2
0.1
0.1
0.1
0.1
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

9.5
7.3
5.8
5.0
4 5
4.1
4.0
3.8
3.9
3.9
3.9
3.9
4.0
4.1
4.1
4.2
4.2
4.3

4 4
4 4
4.6
4.6
4.7
4.7
4.8
4.8
4.9
4.9
4.9
5.1
5.1

144.64
90.69
65.12
50.62
42.71
38.49
35.93
34.84
32.93
32.08
31.90
31.20
30.77
30.23
30.06
29.80
29.70
29.21
29.31
28.89
29.11
28.35
28.33
28.27
28.44
27.88
27.99
27.66
28.12
28.30
27.92
28.08
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Z(8)=Z, (8)=(2/8 ') - '~' (39') Coulomb region, and is nearly independent of en-
ergy.

D. Corrections due to binning

The contents of a bin represent the mean value
of the distribution in the interval considered. This
is generally different from the value of the distri-
bution at the middle of the bin. For the bin size of
0.25' used, Fig. 6 shows that the fractional cor-
rection for this effect is small (& 0.02) even in the

E. Stability of the corrections

It was noted earlier that the corrections to the
data are dependent on the parameters 7r used to
describe the cross sections. To study this de-
pendence it is more efficient to treat the correc-
tions for multiple scattering and angular resolu-
tion together.

do ~ do do ~ do doC„(8)+C (8) = B«M„—— + R+M ~ ———+C — ———+C
dn H dg dg inc& dg d inel

TABLE IX. Summary of differential cross sections. Beam energy= 530+ 2 MeV, beam
spread=+10 MeV (HWHM). The correction due to binning (CB) is the difference between the
total correction and the sum of all other corrections given below.

glab

(degrees)

Measured

(:—:;).*-
(mb/sr)

C inel

(mb/sr)

Corrections to (do/d Q)~
H(0) G(0) C

(do/dQ)~ (do/dQ) ~ (d a/d Q)~

Corrected
do'

dQ

(mb/sr)

1.75
2.00
2.25
2.50
2.75
3.00
3.25
3.50
3.75
4.00
4.25
4.50
4.75
5.00
5.25
5.50
5.75
6.00
6.25
6.50
6.75
7.00
7.25
7.50
7.75
8.00
8.25
8.50
8.75
9.00
9.25
9.50

154.57+ 2.01
100.18+ 1.53
73.94+ 1.23
57.68+ 1.05
52.08+ 0.94
46.98+ 0.85
44.22+ 0.79
42.70+ 0.74
41.83+ 0.70
41.34+ 0.67
41.30+ 0.64
39.36+ 0.61
39.44+ 0.59
39.05+ 0.57
38.27+ 0.55
37.90+ 0.53
38.48+ 0.52
37.23+ 0.50
36.76+ 0.49
36.50+ 0.47
35.52+ 0.46
36.90+ 0.45
35.75+ 0.44
36.49+ 0.45
35.92+ 0.44
35.09+ 0.45
35.11+0.46
35.60+ 0.48
35.26+ 0.50
35.92+ 0.54
35.53+ 0.58
35.42+ 0.64

1.74
1.74
1.73
1.73
1.72
1.72
1.72
1,71
1.71
1.70
1.70
1.70
1.69
1.69
1.69
1.68
1.68
1.68
1.67
1.67
1.67
1.67
1.66
1.66
1.66
1.65
1.65
1.65
1.64
1.64
1.64
1.64

-0.4
-0.4
-0.3
-0.2
-0.1
-0.1
0.0
0.0
0.1
0.1
0.2
0.2
0.3
0.3
0.4
0 4
0.5
0.5
0.6
0.6
0.7
0.7
0.8
0.8
0.9
1.0
1.0
1.1
1.2
1.2
1.3
1.3

6.9
4.7
3 ~ 1
2.1
1.3
0.9
0.6
04
0.3
0.2
0.1
0.1
0.1
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

8.7
6.7
5.6
5.1
4.6
4.5
4 5
4.5
4.5
4.4
4.4
4.6
4.6
4.7
4.8
4.9
4.8
5.0
5.1
5.2
54
5.3
5.5

5.5
5.7
5.7
5.7
5.8
5.8
5.9
6.0

141.17
93.43
69.82
54.71
49.67
44.84
42.23
40.79
39.96
39.50
39.47
37.53
37.61
37.22
36.42
36.05
36.61
35.3 5
34.88
34.60
33.60
34.97
33.80
34.52
33.93
33.09
33.09
33.57
33.21
33.85
33.44
33.31
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The first term, G(e), is independent of the para-
meters m, is most important at small angles, and
decreases rapidly. The remaining contribution,
H(e}, depends on w. H(e) is relatively small, and
has a weak angular dependence since it contains
only the interference and nuclear parts of the
cross section. Since the largest part of the over-
all correction [C,„„(e)+G(e)]is independent of the
parameters n, the corrections were calculated
only twice: once with the reasonable starting
estimates of the parameters, and a second time
after an initial convergence of the fits to the data.
The corrections G(e) andH(e) are plotted separ-
ately in Fig. 6 to show their relative importance.
Tables III-X summarize these different correc-
tions at each of the energies studied.

VI. RESULTS

A. Differential cross sections

In Tables III-X, the measured and corrected
differential cross sections, as well as the values
of the various individual corrections and the over-
all correction, are given as a function of 8„„at
each of the energies studied. The errors are
purely statistical and contain no allowance for un-
certainties in the corrections.

No attempt was made during the experiment to
obtain the absolute normalization of the data, ex-
pressed by K in Eq. (30}. The estimated normal-
ization obtained from fits using the phase-shift
parametrization is model-dependent and is deter-

TABLE X. Summary of differential cross sections. Beam energy = 572+ 2 MeU, beam
spread=+5 MeV (HWHM). The correction due to binning (C~) is the difference behveen the
total correction and the sum of all other corrections given below.

~ ~ab

(degrees)

Measured

(mb/sr)

Corrections to (da/&&)fbi
c h„,h a (e) ~

G (e) c
(mb/sr) (dhr/dQ)~ (dhh/dQ)~ (do/dQ)hh,

Corrected
do'

dQ

(mb/sr)

1.75
2.00
2.25
2.50
2.75
3.00
3.25
3.50
3.75
4.00
4.25
4.50
4.75
5.00
5.25
5.50
5.75
6.00
6.25
6.50
6.75
7.00
7.25
7.50
7.75
8.00
8,25
8.50
8.75
9.00
9.25
9.50

140.80+ 1.75
91.91+ 1.34
71.04+ 1.11
60.06+ 0.96
53.35+ 0.87
47.95+ 0.79
48.51+ 0.74
45.93+ 0.70
46.60+ 0.66
44.74+ 0.62
44.58+ 0.60
43.35+ 0.57
43.75+ 0.55
42.30+ 0.53
42.68+ 0.51
42.08+ 0.49
42.24+ 0.47
41.43+ 0.45
41.60+ 0.44
41.79+ 0.43
41.43+ 0.41
40.63+ 0.40
40.28+ 0.39
40.12+ 0.39
39.6V+ 0.38
39.53+ 0.39
39.39+ 0.40
39.52+ 0.41
39.19+0.43
39.17+ 0.47
39.90+ 0.52
39.59+ 0.58

2.61
2.61
2.61
2.60
2.60
2.59
2.59
2.59
2.59
2.58
2.58
2.58
2.57
2.57
2.57
2.56
2.56
2.56
2.55
2.55
2.55
2.54
2.54
2.54
2.53
2.53
2.53
2.53
2.52
2.52
2.52
2.51

-0.5
-0.4
-0.3
-0.2
-0.1
-0.1

0.0
0.1
0.1
0.2
0.2
0.2
0.3
0.3
0.4
0.4
0.5
0.5
0.6
0.6
0.7
0.7
0.8
0.8
0.9
1.0
1.0
1.1
1.2
1.2
1.3
1.3

6.1
4.1
2.6
1.6
1.0
0.7
0.4
0.3
0.2
0.1
0.1
0.1
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

8.5
7.2
6.3
6.0
5.9
6.1
5.8
6.0
5.9
6.1
6.1
6.3
6.2
6.4
6.4
6.5
6.5
6.7
6.7
6.7
6.8
7.0
7.1
7.2
7.3
7.4
7.5
7.5
7.6
7.7
7.6
7.7

128.86
85.31
66.53
56.47
50.20
45.02
45.69
43.17
43.87
42.03
41.87
40.64
41.03
39.57
39.94
39.33
39.47
38.65
38.80
38.98
38.60
37.79
37.42
37.24
36.77
36.61
36.46
36.56
36.22
36.17
36.88
36.55
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mined mainly by the Coulomb part of the distri-
bution. Therefore at all energies, the over-all
normalization can be changed without prejudice.

B. Determination of n&

Fits to the data were made using the two formal-
isms described in Sec. II.

J. Phase-shift parametrization

Table I gives the values of the six parameters as
calculated from the MacGregor phase shifts. "
The total cross sections were taken from a Saclay
compilation. " Our measurements are not exten-
sive enough to allow determination of all six para-
meters, especially for the type II data where the
angular range is smaller (8,„=7.325 instead of
9.5') and the statistical errors are 2-3 times
bigger. The parameter a' was kept fixed. %e
noticed, however, that if it were set equal to
zero, the fits to the data had a lower probability.

The most informative fits are summarized in
Table XI. The parameters without errors were
fixed in the fitting procedure. The errors cor-
respond to a variation of 1 in the y' of the fit.
Figure 8 displays separately at 285 and 572 MeV
each of the four contributions to the differential
cross section; the pure Coulomb scattering, the
non-spin-flip nuclear term, the interference
effect, and the spin-flip nuclear cross section,
given in Eq. (11) and (17)-(19), respectively. The
decrease in the size of the destructive interfer-
ence term between 285 and 572 Mev is quite
noticeable.

2. Classical parametrization

This parametrization has been used by most
authors in the analysis of similar experiments. "'
It is assumed that the non-spin-flip and spin-flip
nuclear cross sections are proportional and a~ is
usually considered as being independent of t (i.e.,
n' =0). The summary of various fits using this

TABLE XI. Results of fits to the P-P differential cross sections using the phase-shift para-
metrization. The values without errors were fixed parameters in the fit. The lines indicated
with an asterisk in the P(X2) column are the fits used to normalize the data in Tables III to X.

Energy
(Mev)

8
Slope parameter

[(GeV/c)
ao

[mb (GeV/c) ]
Pr obability

P(X')

Angular
range

(degrees)

285

348

398

414

455

530

14

10

10

8.2
8.2

14.3+ 2.3

7.8

7.8

7.6
7.6

13.3+ 1.1
7 4.

7.4
6.8+ 0.8

7.3
7.3

8.4+ 0.9

7.2
7.2

6.1+0.5

0.63 + 0.04

0.90+ 0.05

0.44+ 0.04

0.67+ 0.05

0.33+ 0.02
0.46+ 0.02
0.52+ 0.03

0.36+ 0.04

0.52+ 0.06

0.32+ 0.01
0.35+ 0.02
0.42+ 0.02

0.34+ 0.07
0.29+ 0.02
0.28 + 0.03

0.33+ 0.10
0.19+ 0.03
0.21+ 0.04

0.27+ 0.01
0.21 + 0.03
0.20+ 0.03

56.0+ 2.0

47.1+ 2.4

52
44.3 + 0.9
45.2 + 1.0

48

35.1+3.9

40
38.0+ 1.0
38.9+ 1.1

31
36.0+ 1.4
35.8 + 1.4

26
39.9+ 2.6
40.3 + 2.7

22
30.2+ 3.0
28.8+ 3.0

&0.1%

&0.1%

38/o

&0.1%
63%
86%

30%

&0.1%
&0.1/o

26%

10%
10%

&0.1%
1/o

1.5% +

0.4/o

4/o

2.125'
to

7.375'

2.125'
to

7.325'

1.75'
to

9.50'

2.125'
to

7.375

1.75
to

9.50'

1 75
to

9.50'

1.75'
to

9.50'

1.75
to

9.50'
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parametrization is shown in Table XII. The three
parameters n~, b, and p' all decrease as the in-
cident kinetic energy increases. In the t region
covered, n~ is strongly correlated with the slope
b, and p' is correlated with o t,t. Therefore it is
important to quote the value used for o „t in the
fit. The decreasing value of p' with increasing en-
ergy shows that spin dependence decreases as a
function of energy. To compare with other au-
thors, "'4 we have also tried fitting our data with
b =0 (GeV/c) '. The probability of the fits is poor-
er; therefore, comparison of n~ with other re-
sults is difficult.

3. Phase-shift analysis

Qur new data have been included in an existing
phase-shift analysis. " Figure 9 shows the re-
sulting dependence of e~ versus energy, with its
error corridor. The curves labelled a, b, c are
results of different calculations by MacGregor, "
Soding, ' and Dumbrais. "

VII. CONCLUSIONS

Accurate measurements of the p-p elastic dif-
ferential cross sections have been presented in
the energy range between 285 and 572 MeV. Fits
to the data were used to determine the ratio n,
= Re qP(0)/Imp", (0). The following observations
can be made. The value of n, is positive and de-
creases with energy. It varies from 0.9 at 285
MeV to O.2 at 572 MeV. The values obtained de-
pend on the parametrization used, and a precise
formalism is not available at present. The most
reliable values of n~ are obtained by including
these differential cross sections in a phase-shift
analysis. The imaginary part of the non-spin-flip
nuclear amplitude, cp„"f, has a strong exponential
t dependence. Its slope parameter B is large, de-
creases with increasing energy, and approaches
from above the slope parameter obtained at higher
energy by fitting the whole differential cross sec-
tion. This indicates a rapidly decreasing contri-
bution from the spin-dependent term, which, how-
ever, is still important at 572 MeV. At small an-

TABLE XII. Results of fits using the classical parametrization. Variables without error
bars were fixed in the adjustment.

Energy
(MeV)

b

j(GeV/c) ] p 2
+tot

(mb)

Probability
&(x')

Angular
range

(degrees)

285

348

455

497

530

0.3

15.6+ 9.4

0.4

9.8+ 7.0

0.5

8.1+ 1.0
0.55

24.0+ 6.0

0.6

7.8+ 0.6

0.7

4.0+ 0.6
0.9

4.3+ 0.7

1.5

4.2+ 0.5

0.76+ 0.04

0.90+ 0.10

0.54+ 0.04

0.65+ 0.10

0.30+ 0.02

0.48 + 0.03

0.36+ 0.05

0.70+ 0.09

0.16+ 0,02

0.38+ 0.02

0.12+ 0.02

0.24+ 0.03

0.11+0.03

0.17+ 0.04

0.33+ 0.02

0.17+0.03

1.94+ 0.07

2.09+ 0.12

1.60+ 0.08

1.65+ 0.09

1.41+ 0.03

1.44+ 0.03

1.09+ 0.11

0.99+ 0.11

1.06+ 0.03

1.00+ 0.03

0.87*0.03

0.82+ 0.03

0.91+0.05

0.80+ 0.05

0.62+ 0.05

0.48+ 0.05

24.0

24.0

24.6

24.6

25.6

25.6

27.0

27.0

28.5

28.5

30.5

30.5

32.6

32.6

36.0

36.0

17%

20%

28%

sO/o

&0.1%

vv%

8%

64%

&0.jL%

&0.1%

&0.1%

0.3%

&0.1%

2.125'
to

7.375'

2.125
to

7.375'

1.75'
to

9.50'

2.125
to

7.375'

1.75'
to

9.50'

1.75'
to

9.50'

1.75'
to

9.50'

1.75'
to

9 50
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FIG. 9. The ratio &0 of the real and imaginary parts of the forward P-P non-spin-flip scattering amplitude as a func-
tion of energy. The shaded bands are the new phase-shift predictions of Bystricky and Lehar (see Ref. 20), which in-
corporate the present cross-section data. Curve a represents the MacGregor phase shifts (see Ref. 15), and curves b
and c are dispersion relation calculations of Soding (see Ref. 3) and Dumbrais (see Ref. 21), respectively.

gles, it is nearly constant and can be approximated
by a second-order polynomial in t. It does not
seem to have an exponential t dependence as is
assumed at higher energy.
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