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We observe no A2 production in m p collisions near threshold. Because our upper limits for the A2 cross-
section limit s-wave production, the rapid rise of the cross section from threshold observed by other
experiments must be due to p-wave production. Discussion of this result and a comparison to the data of
Binnie et al. are given.

INTRODUCTION

The question of whether there exists narrow
structure, or splitting, in the A2 mass region has
generated considerable controversy since it was
first reported. ' Since that time there have been
many attempts to confirm the existence of this
effect and some of these appear to contradict the
original result. ' Considerable theoretical effort
has been made attempting to explain these con-
tradictions in terms of sensitive effects such as
interference. ' This experiment was performed
with the hope of resolving these apparent conflicts
by making a high-statistics high-resolution mea-
surement. We also searched for the ~(965) which
has been observed by some groups but not by
others. 4 The method used was the threshold-
crossing technique of Binnie et al.'

%e have previously discussed our data in the
6(965) regione and have given a preliminary account
of our data in the A, (1310) region. '

This paper is divided into five main sections.
In Sec. I the kinematics of a missing-mass experi-
ment at threshold are described and much of the
notation used in the remainder of the paper is de-
fined. In Sec. II the experimental apparatus is de-
scribed and the mass resolution discussed. Sec-
tion III discusses in some detail the analysis of
the systematics of the experiment including cali-
bration, corrections applied to the raw data, and
consistency checks. Section IV deals with the
analysis of the measured mass spectra, describing
the fits to the data, their results, and our interpre-
tation. In Sec. V we summarize our conclusions,

I. MISSING-MASS KINEMATICS AT THRESHOLD

Consider the reaction

Bm4 /sp~ = 2p~ cos 8~~ -2(Q~ —m2)p~/g~,

Sm, '/sp, =2p, cos8„—2(E, +m, )p, /Z, ,

sm4'/s 8» ———2p, p, sin 8» .

(4)

The threshold condition yields the optimum mass
resolution, since p3 p30 and 613 O give

sm, '/sp, ~~„, = am, '/88„~~„, =0.

Thus a spectrometer measuring particles pro-

where 1 is the incident beam (in this experiment a
positive or negative pion), 2 is the target proton,
and 3 is the recoil proton. By detecting the re-
coil proton the invariant mass of 4 is determined
by

2 2 2 2
PB4 —VE1 + SX2 + fPl3

+2[Z,m, -(Z, +m, )Z, +p, p, cos8„]. (2)

E„P„and m, are the laboratory energy, magni-
tude of the momentum, and mass, respectively,
of particle i (i =1,2, 3, 4) and 8„ is the laboratory
angle between the incident pion and the recoil
proton.

The threshold condition is that particles 3 and 4
are at rest in the center-of-mass system. This
implies that the velocity in the laboratory system
of the recoil proton is equal to the velocity of the
center of mass. Thus the laboratory momentum
p 3, of the rec oil proton at threshold is given by

p„=p, E„/Wa =p, m/Ws,

where ~ is the square of the total lab energy, s is
the square of the total energy in the center-of-
mass system, and E30 and m are the lab energy
and mass of the recoil proton at threshold, re-
spectively.

The mass resolution is determined by the three
derivatives:

Copyright 1976 by The American Physical Society.
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TABLE I. This table presents the FWHM values of
various contributions to the mass resolution at several
values of missing mass covering the range of this exper-
iment. F& is due to the finite acceptance for recoil mo-
mentum and solid angle, &p3 and &~3. F& is due to the
resolution of the time-of-flight electronics. F3 is due to
energy losses of the incident beam and recoil protons in
the liquid hydrogen target. F4 is due to resolution in
measuring the incident beam momentum. F„, is the to-
tal mass resolution found by adding the individual con-
tribution in quadrature. The values in this table were
calculated for a full-width momentum bite of &p&/p3= G.22,
63=2.5'+2.5' and a shift (see text) of S=O. However, the
mass resolution was found not to change appreciably for
the small changes in &p3/p3 or S used in the various cuts
to the data considered in Figs. 12, 14, 16, and 18.

FIG. 3. A typical. distribution in time of flight from
T4 to T&. The pion peak has been divided by 100 for
display.
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acceptance of the forward spectrometer. The mo-
mentum —as measured by time of flight —of the
recoil particle and the charge multiplicity of the
final state were recorded for each interaction.
Varying the beam momentum allowed us to mea-
sure the number of recoil protons per incident
pion within a specified recoil momentum band as
a function of the missing mass.

Figure 3 shows a sample time-of-flight distribu-
tion. The pions, which are all near P=1, are ob-
viously cleanly separable from the protons. The
center of the pion peak defines the origin of the
time-of-flight axis. The shape of the proton dis-
tribution reflects not only the cross section but
also the momentum acceptance of the spectrom-
eter, which varies slightly over the mass range
of this experiment. The spectrometer magnet
currents mere scaled in proportion to the threshold
value of the recoil proton momentum as we changed
beam momentum in order to accept a constant
momentum bite at a constant fractional shift above
threshold. However, geometrical attributes such
as magnet apertures and the sizes and locations of
counters remained fixed and introduce some varia-
tion in acceptance. This will be discussed further
in the section on systematics.

The main data discussed in this paper were col-
lected in three disjoint running periods. Between
each period minor changes in counter sizes and
spectrometer tune were made to improve counting
rates. These changes require treating each data
set separately. Each period includes data with
both positive and negative beam, thus giving six
separate data sets to discuss. Those with negative
beam (i.e., negatively charged missing mass) will
be labeled 1, 2, and 3 in chronological order,

and those with positive beam will be labeled 1', 2',
and 3'. We consider data set 3 to be our best
data set, but our conclusions are consistent with
all three sets.

Within each data set we collected data in runs
which lasted about one hour and which corresponded
to different values of incident momentum. The in-
cident-momentum settings were changed in incre-
ments of 2.4%%uo until the entire range of the experi-
ment was spanned. This procedure was then re-
peated twice, each time with the momentum set-
tings offset by 0.8%%d (one momentum bin) relative
to the previous scan. In this way the cross sec-
tion at every mass was measured at least once
by each of the seven incident-momentum bins as
explained belom. This multiplicity of measure-
ments of each cross-section point allowed us to
check our understanding of the systematic errors.

The mass spectra will typically be shown for
proton-recoil-momentum bands of full width 6p/p
of 15%, centered about recoil momenta with con-
stant shifts of —15%, 0%, and +15% from thresh-
old. Table I gives Monte Carlo mass resolution
for different masses for these bites. The contribu-
tions to the mass resolution are as follows:

I;, those due to the finite bP, and EQ, bites;
I;, those due to the resolution of the time-of-

flight electronic s;
I'„ those due to energy losses by beam and re-

coil protons in target; and

14, those due to beam momentum resolution.

As seen in Table I the total mass resolution varies
slowly over the range of this experiment.
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III. ANALYSIS OF EXPERIMENTAL SYSTEMATICS

A. Beam momentum

l. Absolute calibration

I40—

I I I I I I I I I I I I

METHOD I
METHODIC.

The beam was tuned for a nominal momentum of
1364.1 MeV/c using magnet calibrations from a
previous experiment. This setting was then
checked directly by measuring the time of flight of
n', P, d', and T' over a surveyed flight path of
108 ft. The differences in times of flight for known

particles of different masses uniquely determine
their velocities and thus their common momentum.
From the surveyed distances and known counter
thicknesses we calculated the expected time of
flight of each type of particle as a function of mo-
mentum. The calculations included the effect of
energy losses in all intervening counters, vacuum-
pipe windows, etc. The calculated differences in
time of flight for several pairs of particles are
plotted in Fig. 4 as a function of momentum. The
measured time-of-flight differences for the same
pairs of particles are also plotted where they in-

tersect the calculated curves. Each pair gives a
separate estimate of the momentum. The differ-
ence in time of flight of pions and protons as well
as the difference between deuterons and tritons
is less than the range of the time-to-amplitude
converter (TAC) scale. The time-of-flight differ-
ence between pions and tritons was the largest we
could observe and was the most sensitive measure
of the momentum. To keep this time of flight on
scale we had to add a measured delay. This was
done in two different ways. In method I delay cable
was added to the pion signal to put it on scale with
the tritons. Method II consisted of adjusting a
calibrated variable delay box added to the last
time-of-flight counter until the pion and triton
peaks fell at the same position. This method is
independent of the TAC calibration. The two meth-
ods used different delays which were independently
calibrated. As seen from Fig. 4 the two methods
gave nearly identical results and were also con-
sistent with the less precise results from pion-
proton and deuteron-triton differences which de-
pended only on the TAC calibration.

The weighted average of these measurements
gives a momentum of 1343.5 +4.0 MeV/c. This
1.5% correction means that the nominal momen-
tum values had to be scaled by a factor of 0.985
+0.003.

NOMINAL

PI = I564 IVleV/c

pk8p
= I 345.5+ 4.0

MeV/c

tp

60—

tp —t~ —.

20 I I I I I 1 I I I.~I

I 250 1500 I 550 I400
p (MW&

FIG. 4. The solid curves show the calculated differ-
ence in time of flight over a 1289.3-in. flight path for
the indicated combination of particles as a function of
the momentum of the particle at the hodoscope. The
measured differences are plotted where they intersect
the calculated curves and their weighted average is
shown cross hatched. "Method I" and "method II" are
explained in text.

2. Momentum hodoscope calibration

The momentum of each incident n was measured
with two hodoscopes positioned near a horizontal
momentum focus. A pair of counters (one in each
hodoscope) determined where a particle crossed
the momentum focus and therefore its momentum.
This measurement was calibrated by measuring
the time-of-flight distribution of particles in each
pair of counters. Pairs with similar time-of-
flight values were grouped into one of seven mo-
mentum bins. Tritons were used for this since
they have the longest time of flight for a given
momentum and thus give the most precise mea-
surement. Figure 5 is a plot of the ratio of the
momentum measured by each momentum bin to the
momentum in the central (fourth) momentum bin.
The straight line corresponds to a separation of
0.8% between adjacent bins. Two sets of data
points are plotted: One set was taken at the be-
ginning of the experiment and the other set at the
end. The two sets are consistent, showing no long-
term changes during the experiment. The error
bar on the central point is inferred from the time-
of-flight distribution and indicates a full width at
half maximum (FWHM) of about 1% for AP, /P, for
each momentum bin.
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FIG. 5. The ratio of the momentum of each hodoscope
bin to the momentum measured by the central bin is
plotted vs bin number. Data from two different runs,
one near the beginning of the experiment and the other
near the end, are shown. The error bar on the central
point indicates the full width at half maximum of the
momentum included in one momentum bin Q,p /p = 1/o) .

3. Stability

We also looked for changes in the beam mo-
mentum or our momentum measurement over time
scales of the order of one run (-1 h). The first,
for example, might be caused by changes in the
position of the production target. For each run we
computed the mean of the incident momentum dis-
tribution (p, ) by weighting the momentum of each
bin by the number of events in that bin and looked

-0.002 0 0.002
[&p) & p)(4)]/p((4)

0.004

FIG. 7. Histogram of the normalized deviation [(p &)

-p&(4)]/p&(4) of the average beam momentum from the
momentum in the central bin is plotted for each run.
The smooth curve is a fitted Gaussian.

for variations of this quantity from the nominal
momentum of the central bin P, (4). Figure 6 shows
the normalized residual (P, )/P, (4) —1 plotted vs
mass for data set 3 and Fig. 7 shows a histogram
of these residuals. There are clearly some sys-
tematic shifts. The distribution appears approxi-
mately Gaussian with a standard deviation of 0.001,
indicating that the beam momentum has systematic
uncertainties of +O. l%%ue which must be added to the
&.3%% statistical uncertainties. The displacement
of the peak of the Gaussian from zero only reflects
our incident momentum structure and is not im-
portant.
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FIG. 6. The normalized deviation of the average beam
momentum (p &) from the momentum in the central bin

p& {4) is pl.otted vs the nominal missing mass for each
run in data set 3 .

B. Acceptance corrections

The mass spectra (which are the result of this
experiment) are plots of the number of recoil
protons within a fixed angular range in the labora-
tory and within a momentum band of fixed frac-
tional width +f= +Lp, /p» centered about a momen-
tum P, which is defined by the shift 5 from thresh-
old [see Eq. (8)], that is, the recoil momenta ac-
cepted are within specified fractions of P„, the
momentum of a proton at rest in the center-of-
mass system. However, as explained in the sec-
tion on kinematics the threshold momentum P3p
= p„(p, ) depends on the beam momentum. A change
of 0.8%% in p, from one momentum bin to the next
gives a change of 0.2%% in p». Thus the momentum
limits of the band of protons chosen is

p, +/ p, = (I +&)p..(p, )+fp..(p, ).
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FIG. 8. The number of protons vs the ratio of the lab-
oratory momentum of the recoil proton to the threshold
recoil. momentum when the incident momentum is that
of the central bin. The five curves correspond to five
approximately equally spaced beam momenta spanning
the range of this experiment. For clarity each set has
been displaced by 30 units relative to the next lower
histogram with the highest momentum at the top. The
smooth curves are fits to the data used to calculate the
acceptance correction as explained in the text.

Since we measure seven different incident momenta
at a single setting, these limits must be chosen to
be slightly different for each of the seven different
hodoscope elements. Since our detection efficiency
at a given setting is a function of p„we must cor-
rect for this effect.

Figure 8 shows examples of the detection effi-
ciency. The number of protons is histogrammed
vs p, /p„(p, (4)) where p,o(p, (4)) is the momentum
of a threshold proton coming from an interaction
for which the beam momentum was that of the
central momentum bin. Each data set is displaced,
for clarity, by 30 units relative to the next lower
histogram. The curves are fits to the histograms
to furnish smooth parametrizations. The five
distributions are from five approximately equally
spaced beam momenta spanning the range covered
by this experiment. The top curve is the highest
momentum. As can be seen the acceptance function
changes smoothly over the momentum range

spanned.
For the jth momentum bin (j =1-7) the center of

the band of protons we accept on one of these plots
is shifted from that for the central (j =4) momen-
tum bin by a factor p„(p, (j))/p„(p, (4)), where
P, (j) is the incident momentum P, measured in the
jth momentum bin. The ratio of the area under the
curve in the band for the jth bin

p, ~ ~p. =(1 )+p..(p, (j))~fp..(p, (j)),
to the area under the curve in the band for the
fourth bin,

p, + bp, = (1 +S)p„(p, (4))+fp„(p, (4)),

(10)

gives the cor rection factor needed to normalize
acceptances of each hodoscope bin.

The effects of this correction were verified by
calculating the ratio of the cross section measured
by each momentum bin to an "average" cross sec-
tion at a given mass. The latter was calculated by
fitting a smooth curve through several points cen-
tered on the point of interest. Figure 9 is a plot
of this ratio vs momentum bin for all the data of
set 3 and for different mass ranges. The right-

O 7 I I I I I I I I r r I I I I I I I I

2 4 6 2 4 6
MOMENTUM BIN

FlG. 9. The ratio of the cross section measured by a
given momentum bin to the "average" cross section as
explained in the text. The data are plotted for different
mass bands as labeled with the sum over all. masses at
the top. The right-hand column shows the dependence of
the cross section on momentum bin for the raw data.
The left-hand column shows that this dependence vanishes
after the acceptance correction is applied.
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hand column is uncorrected and shows that the
cross section depends on the momentum bin. The
left-hand column is corrected as explained above.
After the correction the dependence disappears as
desired.

C. Over-all consistency and stability

TABLE II. This table presents the standard deviations
of Gaussian fits to the normalized residual distributions
as described in the text. Results are presented for each
data set. The errors on the mass spectra shown in Figs.
14, 16, 17, and 18 represent statistical errors that have
been scaled by the appropriate entry in this table to ac-
count for systematic effects.

The cross section at each mass was measured
several times at different incident-momentum
settings by different momentum bins. These dif-
ferent independent measurements were used to
verify the stability of the entire system and the
consistency of the data within each data set. We
define a normalized residual for the gth run at
a mass m by

Data set

1+
2+
3+

1
2

3

1.18
1.00
1.11
1.17
1.12
1.06

1.34
1.09
1.17
1.51
1.14
1,10

1.51
1.31
1.32
1.65
1.26
1.39

Standard deviation
S= -0,15 S= 0 S= 0,15

o; (m) —(o (m) )
b.o, (m)

(12)

I I I I I I I I I

where o'~(m} is the cross section measured by the
jth run and Aaj(m) is its estimated error. (o(m))
is the cross section averaged over all measure-
ments at mass m. Since these are independent
measurements, the distribution of the residuals
should be a Gaussian with unit variance. Figure 10
shows the histogram of residuals for data set 3 .
The smooth curve is a best-fit Gaussian and has
o =1.1. The deviation of v from unity is a measure
of our time-dependent systematic errors. Table
II lists this quantity for each data set. All experi-
mental error bars shown on the mass spectra have
been scaled by the appropriate factor from Table II

and thus include these systematic errors.
To verify that there was no mass dependence in

the distribution of these residuals we plotted re-
siduals vs mass in Fig. 11 for data set 3 . There
is no significant correlation with mass in this or
any of the other data sets.

IV. PRESENTATION AND ANALYSIS OF THE MEASURED

MASS SPECTRA

Figure 12 shows a sample of n data taken with
spectrometer settings tuned for 1.0, 0.9, and 0.8
times the momentum corresponding to threshold
production. This corresponds to shifts in the
spectrometer tune (as opposed to a shifted time-of-
flight cut) of 0, -0.1, and -0.2, respectively.
These data were taken in an attempt to observe
A, production at a smaller four-momentum trans-
fer squared -t, while maintaining good resolution.

24
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FIG. 10. Histogram of the normalized residuals of
individual. cross section measurements calculated by
considering the deviations of the individual measure-
ments from their average. To get the normalized resi-
dual this deviation is divided by the statistical error on
the individual measurement, as explained in the text.
The data are from data set 3 and the smooth curve is
a fitted Gaussian with a = 1.1.
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FIG. 11. Scatter plot of the normalized residuals of
individual cross section measurements vs mass. The
data are from data set 3 .
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FIG. 12. A representative sample of negative spectra
for different spectrometer settings presenting
events/106m' versus mass. The data are for a shift+0. 06
and a proton momentum bite of 0.22 (i.e. , (+6+11)%
bite): (a) for all final multiplicities and (b) for multi-
plicities M =2-4. The settings are for "tunes" of 1.0,
0.9, and 0.8[see Eq. (8), text].

All charge multiplicities are shown in Fig. 12(a)
and a subset of multiplicities are shown in Fig.
12(b). From a consideration of the known branch-
ing ratios for A, decay, multiplicities M = 3-5 are
expected to contain almost all of any real A', sig-
nal. All protons in the time-of-flight spectra (no

bj/P cut) stored in the analyzer are shown.
The only general trend seen in the data as a

function of "tune" is a change in yield as the tune
is moved off the optimum threshold condition. No

gain in possible A, signal-to-noise ratio was ob-
served, and data taking with the spectrometer de-
tuned was abandoned. The data at "times 0.9"
were discussed in an earlier publication' and will
not be considered here. The data at "times 0.8"
will not be discussed further.

We had expected that the data would show a slow-
ly changing background, possibly linear, as a func-
tion of mass, upon which even a small signal-to-
noise ratio could be observed. Experimentally, a
broad peaking of the background near the A, mass
complicated the observation of an A, signal. Bin-
nie's data' do not appear to exhibit this behavior
and his spectrum falls slowly above 1180 MeV
(see below). A crude estimate of the background

0
I IOO I 200 1300

MAss (Gev)

I @00

FIG. 13. A comparison of our data to a crude model
of the background (shown as a solid curve). The back-
ground curve has been arbitrarily normalized to the
data at one point. The data correspond to all. multipli-
cities, a shift of 6% and a bite of 22%.

shape was made to check our data. The sparse
bubble-chamber cross-section data for various
channels w P-P(nn) were assumed to follow
phase space and subjected to the threshold kine-
matics of Sec. II above. Although the model is too
crude to work well for individual multiplicities, it
does show the general trend of Fig. 12 when aver-
aged over all multiplicities.

Figure 13 shows the shape calculated from the
model normalized to the data at a mass of 1132
MeV. The n data shown are for all multiplicities
and for full width bP/P =0.22 and shifted -0.11.
The estimated background is normalized by 0.75
to match our measured data. The agreement is
quite remarkable in view of the crudeness of the
model and the data from which it was derived. At
higher masses, the background spectra would
probably fall smoothly since the total cross sec-
tion has leveled out and many of the multipion
thresholds have been passed. In addition, the n P
total cross section has a resonance at an equiva-
lent mass of 1150 MeV and the n'P total cross sec-
tion has a resonance at 1350 MeV with each bump
about 0.1 of the total cross section.

Figure 14 shows data from the data sets men-
tioned earlier for w' and for no shift with full width
bp/p =15'%%up. All multiplicities are shown in (a),
(c), and (e) and M =3-5 are shown in (b), (d), and
(f). The solid curves are the results of fits to a
smooth background only. The background was
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FIG. 14. Positive and negative spectra for data sets 1~, 2~, and 3~ for no shift with a momentum bite of + 0.075.
(a) all multiplicities and (b) I=3-5 for data sets 1' (m') and 1 (7r ), respectively. (c) and (d) are the corresponding
plots for data sets 2~ and (e) and (f) correspond to data sets 3~. The solid curves shown as fits to background only
tsee Eq. (13) in text].
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TABLE III. Some parameters of fits to the data.

Data of
Fig. Parametrization Probabil ity Ap( No. /1 0'vr) Mass (M)

14(a)r+ &
(a)x
(p) 7i+

(c)7t

(e)7r+

(e}& r
(b)x+ &
(b)&
(d) ii+

(d}vr

(f)x+
(f)x

Fourth order
background

only

same

Q. 995
0.999
O. 000 02
0.767
0.041
0.0008
0.995
1.000
0.0002
0.848
0.247
0.025

16(a)+O.15 &
(a) o
(a) —O.ls
(c) + 0.15
(c)0
(c) —0.15
(e) + 0.15
(e)0
(e) -O.15 r
(b)+0.15 t

(b) 0
(b) —O.ls
(d)+ O.ls
(d) 0
(d) —o.ls
{f)+0.15
(f)0
{f)-o.ls r

Plus
"complex"

B.W.
M fixed

M free

0.701
l.000
0.751
0.0003
0.900
0.586
0.036
0.020
0.735

0.963
1.000
0.722
0.136
0.928
0.671
0.162
0.134
0.745

0 + 0.02 t

0.24 + 0.18
0.20+ 0.08
0.03+ O.ll
0.16+ 0.12
0.10+ 0.07
0 + 0.02
0 + 0.09
0 +0.05 r
0.83+ 0.25
0.25 + 0.18
0.21 + 0.08
0.73 + 0.12
0.26+ 0.13
0.17+ 0.07
0.40 + 0.12
0.47 + 0.13
0.09+ 0.08

1320 MeV

1194+ 10
1331+ 20
1323+ 12
1282+ 5
1292+ 15
1293+ 12
1251~8
1287+ 5
1283+30

17(a}
(c}
(e)

(b)
(d)
(f}

M fixed

M free

0.815
0.0002
0;0024

0.788
0.059
0.040

0 + 0.16
0.37+ 0.18
0 + 0.13

0 + 0.22
1.12 + 0,19
0.74 + 0.20

1320 MeV

1273+ 5
1288+ 5
1267+ 5

parametrized as a sum of Legendre polynomials
in mass m' normalized to the interval (-1,1):

Events/10'n =B,+B,P, (m') +B,P, (m') +

(13)

where m' = (2m —mm|n mmsx)/(mmax mmin)|
are the Legendre polynomials of order i, and the
B, are adjustable coefficients. A y' probability
was used to test the goodness of fit and the sum
was carried to the lowest order yielding a satis-
factory fit (approximately better than 1 /p). All
twelve fits are acceptable at fourth order with the
fit parameters listed in Table III. The solid curves
go smoothly through the data and give no indica-
tion of anA', signal.

Complex BW =A., E,Ef'(E,)r(E)
0

where A, is an adjustable parameter (the number
of resonant events/10'm), E is the mass, E, the
resonance mass, and I; the resonance width. The
energy-dependent width I'(E) in the complex rela-

(15)

In order to quantify the presence or absence of
A,', we made additional fits to the background form
in (13) plus a Breit-Wigner resonance. Two pa-
rametrizations of the Breit-Wigner (BW) form
were used: a "simple" nonrelativistic one

Simple BW=A,
(

(14)

and a "complex" relativistic one
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FIG. 15. Comparison of the "simple" and "compl. ex"
Breit-W'igner forms used in fitting the data. In this
plot the mass and width parameters are fixed at&0
= 1310 MeV and I 0= 100 MeV, the current Particle
Data Group values for the A2 mass and width.

tivistic form (15) is

(16)

p(q) = (q+3R'q'+R4q4) '. (is)
The q,. are the decay rest-frame momenta from
mass E in mode i, q, , are the values of q, for the
resonance mass Ep R' =12 GeV ', and t,, =l, =l,
=2. Figure 15 shows a comparison of the "simple"
(dotted) and "complex" (solid) forms with AD =1,
E, =1310 MeV, and I;=100 MeV. These values for
E, and I'p correspond to the current Particle Data
Group values' for the A, mass and width.

Figure 16 shows the M =3-5 n data of Fig. 14
together with additional data for shifts of +0.15 with
fits to background plus resonance. In each case
the bite widths are 0.15 (&.075}, so that the data
points are disjoint samples. Figures 16(a), 16(c},
and 16(e) use the "complex" form (15) with the
amount of A, allowed to vary but with the mass
and width of the Breit-Wigner constrained to the
current Particle Data Group values (Eo =1320 MeV,
I;=100 MeV). Figures 16(b), 16(d), and 16(f) also
use the "complex" form but with only the width
fixed at I'p =100 MeV and both the amount and mass
(A, and Eo} free to be fitted. No consistency in the
amount of A, required or of the mass (when not
constrained) as determined by the fits was found

where r, and L", are the branching ratio and partial
width for the three decay modes pn, qm, and KK
(4', =0.724, r, =0.153, 4', =0.047) with

(i 7)

and

between the different data sets. Similar results
(not shown} were found when the fits were repeated
with the "simple" form (14) or when the width was
also allowed to be fitted. Some of the fitted param-
eters are given in Table III. Moreover, as the
order n of the background was increased, the
amount of A, (i.e., the A, coefficient) required
tended to zero, and good fits with A,' are not ob-
tained with a lower-order n than the background
only fits.

In order to improve the statistical accuracy,
the sum of the data in the six subsets of Fig. 16
[(a), (b), (c), (d), (e), and (f)] were similarly
fitted. The results of these fits are given in Table
III and Fig. 17. Again no consistency is found for
the amount of A, or its parameters.

The first data set 1 showed some possible
"splitting" which was not supported by additional
data (sets 2 and 3 ). However, fits to a dipole
resonance [convoluted with a Gaussian resolution
function of I' =l2 MeV (FWHM)] plus background
were performed. The "dipole" resonance is pa-
rametrized as

Dipole BW =Ap 2 j. p2

with I;= 28 MeV. The M = 3-5 w' data of Figs.
14(b), 14(d), and 14(c}are shown with the dipole-
plus-background fits in Fig. 18. A negligible
amount of dipole A', was needed.

Since the A, signals are expected to be almost
entirely in the M=3-5 sample, the ratio

(Number of events with M=3-5)
(All events) —(Number with M = 3-5)

can also be plotted in order to detect a small'P,
signal while minimizing the effect of the broad
bump in the background. " The smooth curves in
Fig. 14 provide a very good representation of the
data without the statistical wiggles. The ratio R
was calculated for the data in Fig. 14 using the
parameters of the fitted curves. The ratios R for
the six data sets are shown in Fig. 19. The ratios
vary smoothly with no indication of an A, signal.
%e also indicate in this figure what we would ex-
pect for an A, production cross section of
(E*/P*)(b,o/bm) =160 gb/12 MeV (see Sec. V be-
low for a discussion of this value). Note that al-
though data set 3 has a "peak" of about the same
magnitude as the "expected" curve, it is twice the
known width of the A, .

In summary, we conclude from the above dis-
cussion that our data do not require any A', pro-
duction at threshold. Upper limits can be inferred
from Table III and are given in the discussion be-
low.
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FIG. 16. Fits of background plus a Breit-Wigner curve (A2 signal) to negative spectra with multiplicities M =3-5 for
three different cuts on the recoil proton momentum. The cuts correspond to shifts of + 0.15, 0, and -0.15 and the
bite widths are 0.15 (+ 0.075) so that the cuts correspond to disjoint samples of data. (a}, (c), and (e) are fits using a
"complex" Breit-Wigner form t Eq. (14)] with the mass and width parameters constrained to the current Particle Data
Group values of Eo= 1320 MeV and &0= 100 MeV but with the amount of A2 (Breit-Wigner amplitude A 0) free to be fit.
In (b), (d), and (f) [same data as in (a), (c), and (e), respectively] the fits were repeated but with only the width para-
meter constrained to I"o= 100 MeV. (a) and (b) are from data set 1, (c) and (d) are from data set 2, and (e) and
(f) are from data set 3 . The data with a shift of 0 are the same data shown in Fig. 14.
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FIG. 17. The data of Fig. 16 summed over all. shifts and resulting in an average shift of 0 with a bite of 0.45 [i.e. ,
(0+22.5)%]. Fits with the mass and width constrained are on the 1.eft [(a), (c), and (e)] and fits with only the width
constrained are in the right [(b), (d), and (e)]. In each ease data sets 1, 2, and 3 go from top to bottom.

V. DISCUSSION

The upper limit on A, production at threshold
from this experiment is (E*/P*)(b,v/bm) &40 pb/12
MeV (95% confidence level). This appears to be
inconsistent with the result of Binnie et al.' In
Fig. 20 we show his data, taken from Fig. 2 of
Ref. 5, together with fits which we have made to
that data. The solid curve in Fig. 20(a) is the re-
sult of our fit if we assume the presence of both

background and an A, signal. The results of this
fit agree with those of Binnie et al. In Fig. 20(b)
we show the results of a fit to these data which
assumed the presence of a smooth background
only. Although the confidence level of this fit is
poor (-10 '), the fit is not totally rejected. Thus,
at the three-standard-deviation level we can fit
the data of Binnie et al. with no A, . If we choose
a more conservative level of two standard devia-
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FIG. 19. Ratio R =0'(3-5)/o(& 3, &5) of data with M
= 3-5 to data with M & (3-5) versus mass for data sets
1~, 2~, and 3'. The fits to background only shown in
Fig. 14 were used as a parametrization of the data for
the determination of this ratio. AnyA2 signals are ex-
pected to contribute to the numerator only and appear as
a bump of the order of magnitude of one third or more
of the dashed&2 curve shown. No definiteA2 signals are
observed. The vertical error bars represent the
approximate point to point errors in the data. The hori-
zontal bar is centered on the A2 mass and indicates the
mass uncertainty and the width of the A2.
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FIG. 18. The ~~ data of Figs. 14(b), 14(d), and 14(f)
[~= 3-5, (0+ 7.5)%] refitted to background plus a "dipole"
resonance [Eq. (19), see text].

tions to estimate a lower limit of A., required by
their data, then our interpretation if 50 p.b/12 MeV
& (E*/P*)(ho/~m) &100 pb/12 MeV for A, produc-
tion at threshold. Although some of our data sets
could accommodate A, production at this level, a
consideration of all of our data yields an upper
limit of 40 p.b/12 MeV.

In Table IV we present the values of A, cross
jons measured jn other experiments x2-xs The

last column of the table gives the value of
(E*/P*)(b,v/Am) in units of pb/12 MeV. If the A,

cross section were all due to s-wave production
then this quantity should be constant, independent
of P*/E*. Although the results of these experi-
ments are all consistent with their average value
of 180 +15 gb/12 MeV, A, production above thresh-
old is found to be strongly peaked forward so that
waves higher than s wave must also be present.
For P*& 100-140 MeV/c (i.e. , for P*/E* & 0.04)
s wave must dominate and thus our data and the
data of Binnie et al. limit the amount of s-wave A,
production. In Fig. 21 we present the values of
(E*/p*)(b.g/b, m) for our data, the data of Blnnie
et al. , and the experiments listed in Table IV.
The average value of the data in Table IV is shown
in the horizontal hatched region and is inconsistent
with our data and the data of Binnie et al. Thus the
rapid rise in the A., cross section is not due to
s-wave production. (This is in contrast to q pro-
duction in n p-nq, for instance, where the cross



REACTIONS v'P - PX' (1100—1500 MeV) NEAR THRESHOLD 2467

3.6—
(a)

I

500—

2.8— CUl
200

AVERAGE-

hWh~~~i~NI@L. i MKxxi%@~
h%%%%%8M@XX

o 2.0
ChI-
Z
LLJ0
LLJ

2.8—

b
&I &I

100 I BINNIE
I

I

I

I

THIS~ EXP.
I

0 O. I

VE

0.2

I g/E+
0.3

2.0 I

1.2
I I

1.3
MASS (GeV)

I

1.4 l.5

FIG. 20. Our fits to the (3x) data of Binnie et al.
(Fig. 2 of Ref. 3): (a) background plus A& resonance as
fitted by Binnie and (b) background only. Our fit (a)
agrees with Binnie's fit. Fit (b) has a worse X~ but is
not totally rejected.

section b.o/b, m falls after it reaches a maximum
at a P* of 100 MeV/c due almost entirely to the
s-wave component. ) A cross section due to p-
wave production would rise as p*' and this behavior
is indicated as the curved hatched region in Fig.
21. All data below P*/E* of 0.2 are consistent

FIG. 21. The invariant A& cross section (E*/P *)
b,o'/AM versus P*/E*. The data of Table IV (Refs. 12
to 18) are shown as open circl.es. The range of the
amount of A& which Binnie's data (Fig. 2 of Ref. 3) can
accomodate according to our fits is shown as a dashed
line (see text). This experiment is plotted as a solid
point with error bars. The P -wave curve appears to
agree with the results of this experiment and of Binnie
et al . near threshold.

with this behavior.
A possible explanation of the lack of A., s-wave

production would be if the rapid rise above thresh-
old were due to direct channel resonances. The
nucleon and 4 resonances in the region of center-
of-mass energy corresponding to A., production at
threshold (2200-2400 MeV) all have high angular
momentum and can only feed P-wave or higher
proton-A, final states.

TABLE IV. A&(1310,100) cross sections.

Ref.
lab

(GeV/~) (Vb)

Mass (M)
(MeV)

LM
(Me V)

+0
P* &i1/I

(pb/12 MeV)

12
13
13
13
13-15
16
17, 18
14, 15

2.2 (Threshold)
2.26
2.36
2.60
2.86

3.1-3.22
3.65
3.9

4-4.2

135+60
85+ 55

205+ 70
490+ 140
400+ 60
250+ 85
560+ 60
435+ 85

~ ~ ~

1260
1310
1310
1310
1310
1310
1310
1310

~ ~ ~

40
80-90

100
100
100
100
100
100

0
0.12
0.12
0.18
0.22
0.26
0.28
0.30
0.32

Average

~ ~ ~

&500'
100+ 65
135+50
270+ 80
185+ 30
110+40
225+ 25
165+ 35

180+15

Too close to threshold to observe the full width of the A&. Used as an upper limit (-16
events, poor statistics).

This is an estimate of the observed range of A& masses at this distance above threshold.
Average of values given in references.
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