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The feasibility of applying the path-integral formalism for solving the Dirac equation is shown in the case of a
free particle for which the Dirac propagator is obtained by evaluating an appropriate path integral, directly
constructed from the Dirac equation. Furthermore, the propagator for a Dirac electron in a constant magnetic
field is indirectly obtained from the propagator of an auxiliary wave equation by evaluating a world-line
(space-time path) integral. The spectrum of the Dirac equation is also, in this case, extracted from an

auxiliary propagator.

I. INTRODUCTION

The path-integral method developed by Feynman'
has hitherto been extremely successful in tackling
nonrelativistic quantum-mechanical problems. In-
deed, on many occasions it was possible to yield
solutions that were difficult to obtain by other
methods, e.g., when time-dependent external po-
tentials are involved.

Although, in principle, there is nothing to stop
us from applying the method for obtaining a for-
mal expression for the propagator of the Dirac
equation (see Feynman,?> Morette,® Schulman,* and
Hamilton and Schulman®), in practice a variety of
mathematical difficulties has prevented direct ac-
tual evaluations.

The purpose of the present paper is to make
progress toward deriving explicit solutions.

Thus, we have obtained the propagator of the Di-
rac equation in the case of the free particle
through a path integral, directly constructed from
the Dirac equation. However, further applica-
tions have not been concluded in this direct man-
ner. Nevertheless, the free-particle solution,
thus obtained, was in a certain transparent form,
which enabled us to see through the structure of
the Dirac propagator in the general case. This
structure we have further exploited by means of
operator manipulations, and developed an auxili-
ary equation (whose propagator, in a certain
sense, can be cast into path-integral form) from
which the Dirac propagator can be extracted.

J

In Sec. II we evaluate the free-particle Dirac
propagator by a path integral pertaining to the
Dirac equation. In Sec. III we obtain the propaga-
tor of the Dirac electron in a constant magnetic
field by evaluating a path integral giving the prop-
agator (with respect to a new parameter) of an
appropriate auxiliary equation involving this pa-
rameter. Finally, from our procedure we ex-
tract the spectrum of the Dirac electron subject
to a constant magnetic field.

II. THE FREE PARTICLE

Let us initially proceed a little more generally.
If H is the Dirac Hamiltonian, then the propagator
of the Dirac equation

.. 0 _
(Zﬁgz—ﬁ)ll’_—g (2.1)
for H time-independent is given by
K(Xt[%'0) = exp (%gt) 15X - %), (2.2)
where I is the (4 X 4) unit matrix,

Clearly (2.2) satisfies the Dirac equation (2.1)
and as £-0 it goes to the (4 X4) d-function diag-
onal matrix and so propagates a given 4-compo-
nent spinor ¥, evolving via the Dirac equation.

Next, the finite-time propagator (2.2) can be
generated, as is well known, through approximate
short-time propagators, which need only be cor-
rect to first order in the short time, via the com-
position law®

Ne1
L{&tli'o) = lim) I T f KI(ﬁtliN-ltN-l)I_{'(;(N-ltN-lENdth-z)' ’ '_I_{'(izleilt1)5'(§1t1|§'o) H dx;, (2.3)
(maxA¢ ;)0 el

where the integral is a 3(N - 1)-fold integral and
where a prime on a K indicates an approximate
short-time propagator correct to order At

(At =1, - t;).

r

Equation (2.3) provides essentially the required
path integral. It is quite clear that in this form
the path integral allows all imaginable paths, in-
cluding those with velocities greater than that of
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light. Quite correctly it seems that in composing
our Dirac propagator we made use of path-violat-
ing principles of relativistic mechanics. However,
the situation bears some relation to the case of
nonrelativistic quantum mechanics in which we al-
low paths not conforming with the actual trajectory
consistent with classical dynamics.

It is significant to observe the order of the vari-
ous K’ in (2.3); they are ncncommuting matrices
and their time ordering relates to the way a given
spinor evolves via the Dirac dynamics.

The Dirac equation, being of first order in time,
enables one to write a typical short-time propaga-
tor K’ in terms of the infinitesimal generator
[1- G/7)atH] of the Dirac equation as

K&t + av[R't") = <I-—-At’ >5(’ X), (2.4
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where H operates on the X coordinates. The ex-
pression (2.4) can also be obtained by expanding
the exact expression for the propagator to first
order in time.

We wish now to restrict ourselves to the free
Dirac Hamiltonian

3
=c) a —?a—a +mc3p, (2.5)

r=1

where the matrices a, (r=1,2,3) and 8 have their
usual meaning and satisfy the well-known anti-
commutation relations.

Decomposing the 6 function in (2.4) into plane
waves we have the following expression for the
short-time propagator:

1 (v 4 o2 g2 i ’ & 2 e S dk.
K'(xt' + At Ixt)=f l:_{-%At Z_l a,chik,+mc?B exp[zk-(x—x')]@—ﬂ—)—s-. (2.6)

In what follows we shall make use of isomeric time partitions, i.e., all Af of the Nth partition will be

taken equal to #/N.

Inserting (2.6) into (2.3) we obtain for the free-particle finite-time propagator the expression

1_{(§t|§’0)=lim f T J. EyKyay * &KX {ﬁ @ )3 exp[zk ‘& - X)) }ﬁd-.f’ (2.72)

N—

where X, =X’ and where X; is a (4 X4) matrix given by

it (g
¥i=I-7~ <Z_:, @, CTik;, + Ww‘zé),

where &;, is the 7th component of the vector Ej.

(2.7p)

Again 1t should be noted that as far as formula (2.7a) is concerned the order of the X, matrices is sig-
nificant. Equation (2.7a) is already a form of the path integral giving the propagator of the free Dirac par-
ticle. The summation over all paths starting from X’ at time 0 and ending at position X at time # is at-
tained through the infinitely multlple process of integration.

The integrations cver the various k s are essentially path summations in momentum space (h‘k p), and
one would have liked to be left with pure summation over paths in configuration space. This is easily done
in the following manner: As pointed out earlier, the short-time propagators entering the process of mul-
tiple integration need only be taken correct to first order in the short time At (=#/N). If we then replace
—ick,;,t/N in (2.7b) by [exp(-ick;,t/N) - 1] and put the resulting X, in (2.7a), the limit as N =« will not be
affected, for we are using short-time propagators correct to order A¢. With the above replacement we
are able to perform the integrations, and the resulting path integral in terms of configuration paths alone

is given by

_I_{(§t|§’0)=biﬂf I(ﬁ[{[(;r_gg,) - Emep ]a(x -x,_1)+f:a 5<x, X -Bon )})ﬁdi

=
with x,=%/,

(2.8)

Xy=X. The R, (r=1,2,3) in (2.8) are the unit vectors in the x, y, z directions. The product

of the various short-time propagators in (2.8) is ordered from right to left in increasing order of time,
For the purpose of evaluating the path integral (2.8) there is nothing to stop us from taking the Fourier
transform of the & functions of the integrand (the sequence of the integrands defines the functional under
path integration). I we then expand each short-time propagator in power series of Af and retain from
each of them only a small portion, up to order Af, we are brought back to (2.7a), which we proceed to
evaluate as follows: We perform first the integrations over all ?cj and thus the various exponentials pro-

duce the product of 5 functions and two plane waves
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6(Ky — Kyer) 0 yoy = Kyop) * * + (K, - K)0(k, — K,) exp(ikKy, - X - ik, - X7),

with the aid of which, after integrating over the k; (j=1,2,...,N~1) and setting k, =k, (2.7a) reduces to
K(%ff%’0) =1im [1—2 ; achk, + mczﬁ> i:lwexp[il?- - i’)]-ﬂz— (2.9)
= o ) 2T\ & SR Y @

The limit as N -« can now be taken and leads to
3 3 -
> 1>, _ _7; 2 > e _ > dk .
K(xtfx"0) = J' exp [_h‘ (; a,clik,+me g) t} exp[ik « (X - X )]———(277)3 . (2.10)

It should be noted here that (2.10) could have been derived by a non-path-integral method, but that was not
our object.

The argument of the first exponentlal in (2.10) is (-i/7%)¢ times the matrix obtained from the free Dirac
Hamiltonian by replacing the operator p (= —i%9/8X) by the vector 7K. We shall then make use of the nota-
tion

H(K) = i; a,chk,+mc?B. (2.11)

With the aid of the anticommutation relations of the matrices @, and g, it becomes an easy matter to es-
tablish

H2(®) =[(chk) + (me?)I= €®) 1, (2.12)
where (k) will denote the positive root as
€(k) =+ [(cTK) + (mc?)?F /2. (2.13)
Next, with the aid of (2.12) we are able to write
xp[—%g(i{.)t] = cos[ﬁz e(E)t] I- isin[ e(k)t] BE) (2.14)
Equation (2.14) inserted into (2.10) gives an expression for the required propagator
K(xt%’0) = f {cos[ e(k)t} "y sm[ E(k)t] H(( ))} explik X - %) ] o=z Or )3 (2.152)

Clearly, (2.15a) satisfies the free-particle Dirac equation and at the same time as ¢ -0 it goes to
I 8(X-%'). It can therefore propagate any spinor given at £=0, and evolving via the free-particle Dirac
equatmn. As regards the matrix structure of the propagator thls is in a substantially simple form, since
it only depends linearly on the off-diagonal matrix H(k)

We shall now put (2.15a) into a more transparent form, as far as the energy spectrum is concerned. To
this end we just decompose the trigonometric functions into their combinations of exponentials. We have

K(&%'0) = f [I+ *H(k)} exp[zk (&- X)-*f(k)t] [l

IZ[I“ H(k)] e"p[ﬂ‘ ®-%)+z f(k)tJ(;fs- (2.15b)

The first term in (2.15b) contains all the states with positive energy, (&), while the second comprises
the states of negative energy, -s(k) Of course, for the propagation of a given spinor both types of states
enter the procedure, in general.

As a final remark the above form of the propagator, with appropriate replacements, is quite general,
and we shall discuss this point further in the next section.

The integrations over K in (2.15b) can be performed as a matter of routine, and our propagator is ex-
pressed, with the aid of the function ¢(x°, \) appearing in Bogoliubov and Shirkov,” as

KG0) =1 Igho- s = im' ) i l0(e, 0+ 9%, W), (2.16

where ¢ is given in terms of standard special functions through
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2%: oM VX) = 3e(x°) J,(m’'VX) for x>0
Qo(xoy 7\) =

;zKo(m'w/-h) for A<0,
with

m’ =mc/#, x°=ct, 'r=l§—§’|, and A= (x%)? -2,

III. ELECTRON IN A MAGNETIC FIELD

We wish to evaluate the propagator for a Dirac
electron in a constant magnetic field along the z
direction. We have not been able to do this by the
previous method, but we proceed via an indirect
approach. Let us begin with a more general Dirac
Hamiltonian having an energy spectrum.

Although in the literature one may find justifica-
tions for the final product of our procedure,® here
we shall sketch an alternative procedure which
touches upon aspects of structure of the propaga-
tor of the Dirac equation.

The required propagator obeys the equation
DK =0, where D=:%15/8¢ - H (=the Dirac opera-
tor). It would then be possiTole to reveal K by un-
doing the effect of the operator D on K, which
gives identically zero, i.e., operating by D™ on
DK. Of course, this requires K itself and the in-
verse Dirac operator, D, But suppose we con-
sider the expression Bf, with B another operator
and J a solution of the equation BJ=0. Then
(:D"E)i is a solution of the Dirac equation. To ob-
tain the propagator K we need a particular solu-
tion of an appropriate equation BJ=0.

Let us, then, exploit the operator identity

o Ry AP ) 2, 92 2)-1
<”"£a—t‘£”> '(’”la_ﬁﬁ) <—ﬁ Isp-2°)
(3.1)

According to the preceding considerations, by
taking B=7%218%/3*+ H? we can obtain the propa-
gator of the Dirac equation through a special so-
lution of the wave equation

2 82 2
(v Zr+i?) -0, (3.2)

—

This solution is given by
S )= - sin[%g(t - t')] 5% -%) (3.3)
since it is quite easy to deduce that

K(&x't") = <m-% + g) J(EHE't)

=exp|:—%£1(t - t’)} 5% - %) (3.4)

is the propagator of the Dirac equation.

Clearly, the special solution (3.3) has a power
series in the operator H2 and so we can expect to
obtain an eigenfunction expansion of J(XtX’#) in
terms of the eigenvectors of the operator H2,

Since H? has in general the form of a (4 X 4)
matrix,*its eigenvectors will be 4-component col-
umn vector functions (spinors, for short) & "u(i)
(b=1,2,3,4), where »n, stands collectively for the
quantum numbers of the nth spinor. The set of
all these spinors is complete in the sense

2.8, R8T =I5E - %). (3.5)
{ny,} Lo -

The eigenvalue equation obeyed by the & ,,u’s is
2%, ®=¢,%®, . (3.6)

With the aid of (3.5) and (3.6), (3.3) takes the form

JEHE ) = i lz} ! sin[%, €, (t - t’)}
ny 22

€n

x @, @), 3.

The function (1/¢) sin[e(t — #)/%] is even with re-
spect to €, and so it is immaterial which sign we
choose for the root of €nu27 which is positive due
to the large term mc?, which it contains. We
shall make use of the convention ¢, =+Ve, 2.

The particular solution J(&[x'#’) contains the
positive and negative eigenvalues of the Dirac
equation, through the sine function. Not only does
it contain the spectrum of the Dirac equation, but
in addition through (3.4) it provides the propaga-
tor in the form

- 1 H - 2 1 H ;
K(xtx't") = (z: §<£+?>2"u®g ~T(X’) exp [—7—; €, (- t')} + > §<_I— —;—)2"“(32;7(2') exp [+—% €, (E - t’)] .
u iy

nylt

{n,}
(3.8)

So, really, what is needed in order to obtain the Dirac propagator is the effect of the Dirac Hamiltonian
on the eigenvectors of its square. This effect is in general an off-diagonal matrix function. It should be
noted here that the form (3.8) of the Dirac propagator is essentially the same as that obtained for the free
particle. As a matter of fact the free-particle solution served as a guiding tool for our further considera-
tions.
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Next, we notice that the particular solution (3.7) of the wave equation (3.2) can be written in the form

gy =3 i [ dwo(u - (3) e, P2 i@ eml-iot - )]

{ﬁu}

(3.9a)

This can be seen by writing the 6 function of w? in (3.9a) as a linear combination of two 6 functions of w.
Then upon Fourier-transforming the 6 function in (3.92), we immediately see that dJ takes the form

IR =5 [ [EZD> exp{iu[wz-@&ﬂ_iw(t_t')}g n DBETE)

{n,}

= L duexp[ ﬁ2<h2§?2-+H2) }5(§—§')6(t—t').

(3.9p)

It is quite clear that the integrand of (3.9b) is the propagator (with respect to the parameter #) of the

equation

(e eore-s

(3.10)

It should be noted here that although the term propagator ordinarily conveys time (propagation in time)
it is used here with reference to the parameter », which essentially plays the role of time in the sense
that time parametrizes paths X(¢) in 3-space, whereas » parametrizes world lines in the 4-dimensional
space-time (X(«), ¢()). In the “wave” equation (3.10) the parameter » has dimensions of time squared. The
propagator of (3.10) can be made available through a space-time path (world-line) integral and this will be

given later on.

Alternatively one could consider the « propagator of the equation

729 _ g2\
<zii 3u"g G=0,

from which the special solution J can be obtained as

{(it[?c’t’):% f :° f dudw GGEulf’0) expliuw? — iw(t - #)].

We wish now to find the special solution J of the
wave equation (3.2) for the case of a Dirac electron
under the influence of a magnetic field in the z di-
rection. For reasons of convenience, which will
become apparent when we reach the point of ex-
tracting the spectrum, we shall make use of the
Landau gauge for the vector potential

A7= (=Bx,, 0,0),

and our Dirac Hamiltonian will be

£I=216‘<P1+ %Bx2> +@,Chy+ AsChy+mc?p, (3.13)

where in (3.13) we have taken ¢>0, and hence the
electron charge is —e. The square of the Hamil-
tonian (3.13) will be

2
He=c* |:( 1 ¥ %sz> ‘*‘Pzz"‘l’sz]l

+cheBa,+ (mc®)? 1, (3.14)

where ¢, is a (4 X 4) diagonal matrix with its first
two diagonal elements equal to + 1 and its last two
equal to ~1. It has to do with the spin-magnetic
field interaction energy. Fortunately, (3.14) is in
this case diagonal and essentially we have to deal
with four decoupled world-line integrals.

For the purpose of obtaining a path (world-line)
integral for the propagator of the wave equation

(3.11)

(3.12)

r

(3.10) we can either make appropriate changes of
variables and thus reduce our problem to a known
algorithm, or proceed via first principles as
prescribed in the preceding section. Since the lat-
ter procedure, in spite of its capability of yielding
the correct path differential, has not received ade-
quate attention in the literature, we wish to em-
ploy it here for our subsequent discussion.

It is quite clear that the parameter » in the wave
equation (3.10) will label the 4-dimensional points
(X(«), ()) of the paths (world lines) for making
our u propagator.

An approximate propagator associated with a
small change in # and correct to first order in the
change is given by

O

X I6(X - X")5(¢ - t").
(3.15)

As before we shall make use of a prime to indicate
approximate propagators correct up to first order
in Awu, irrespective of whether they deviate from
each other for higher orders in Au.

Next, if we decompose our space-time & function
on the right-hand side of (3.15) into plane waves
and let the operator in the square brackets act,
we have
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2\2
Q' (X, u' + AR, u') = (2 B I dk dw {1 —zAu'[ w?+ (ck += Bx2> + (Cky)? + (cks)?+ ("hfc_) +—§:Bcg_o]}
X _Iexp[ik cE-X) -iw-#)]. (3.16)
An approximate propagator, correct to first order in Au’, can be obtained by replacing the quantity in the
curly brackets in the integrand by an exponential with argument
—iAu’ X [expression in square brackets next to Au’]

for upon expansion to order Au’ this coincides with (3.16). With this exponential replacement in (3.16) and
after performing the integrations over k and w we find the following short Ax propagator

: XX [ . B - 2\ 2 B
s ol 555 A ot (5 e

i )1 /2( 1 >3 /2
X <41rAu' 4miccAu’ : (3.17)

It should be noted here that as far as the vector potential term is concerned the arithmetic- mean ex-
pression, YAR)+ARX")]* (X -%)/Au’, in the approximate propagator is not required, since divA=0.

Expression (3.17) is very good for constructing the exact finite » propagator, for with this we are able
to apply the well-known machinery of the path-integral calculus of nonrelativistic quantum mechanics.
Thus, upon application of the composition law we can write (in the limit of infinite refinement of the % in-
terval) the space-time path-integral expression for our finite » propagator as

o, o (1) (8 - o]

X exp[—i <m?cz>2u - i%cB_qou] D[X(u’), tw’)], (3.18a)

where the space-time path (or world-line) differential is given by

DIEG), tr')] [ I - z)(47rcAu')2} I a&e)are). (3.18b)
o=<y'<u o<u'<u
It is worthwhile noticing that in (3.18a) Planck’s constant, 7, has nothing to do with the kinematic portion
of the propagator phase

() (&) (@)
) ~° \au) “\au
(where —ds/c, as is well known, gives the proper time d7), and is not hidden in any way in the parameter
u. In contrast the action constant enters the rest mass and interaction energy.

Clearly in (3.18a) the time phase is not coupled to the rest of the phase and so the path integration over
time can be readily done by use of the formula for the 1-dimensional free-particle propagator, with ap-
propriate replacements. Furthermore, with similar reinterpretation of the quantities contained in the

rest of the phase (in the first exponential) the path integration can be achieved through that for the propa-
gator of an electron in a magnetic field for the nonrelativistic case. We then have

QG a1, 0)= _ic-3(4m)ﬂ§él7%)ﬁ_) exp [—Zl ¢ —ut')z}

x exp{ [1—"-% cot <mc wch,>(xl - X2 + w,(x; +x7) (%, — xz):l (_xﬁg)—}

2 2
X exp[—i(mh,c )ujl exp <—imc—h_w-€gou>, (3.19)

where w, is the usual cyclotron frequency, w,_.=eB/mc. The last exponential in (3.19) is the only one that
involves a matrix, but this can be brought down by noticing that the powers of ia, behave like those of the
imaginary unit matrix, i.e., (ie,)®=~1, and so
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exp(~iagmcwu/h) = 1cos(mc?w u/h) - ia, sin(mc?ow u/h)
=3(1-a,) exp<zmc ﬁwc——2—>+ U+ ao)exp< imczh‘wc%ug>. (3.20)

Our special propagator J(X/[%#’) from which the Dirac propagator can be obtained through (3.4) is, ac-
cording to (3.9b), given by

JERE 1 ==\ QGt,uFt’,0)du. (3.21)
= 27|— o —

If we introduce in (3.21) the variable #=-1/a, our result coincides with one given by K#l1én,? which was
obtained by eigenfunction summation.

It is now a matter of routine exercise to combine (3.9b) with (3.4) and (3.21) for obtaining an expression
for the required propagator of our Dirac equation as

K@) = (m )Zﬂ [ @G, e, 0)au (3.22)

The form (3.22) for the propagator of the Dirac equation is quite convenient for propagating a given spin-
or and as far as this purpose is concerned we shall pursue the evaluation no further.

Next, we wish to extract the energy spectrum {fn,,} of a Dirac electron in a magnetic field. For this pur-
pose we have to cast our Dirac propagator in the form (3.8) or, more simply, just find the eigenfunction
expansion of the propagator G(x, u]iE’ 0). Clearly, the propagator G can be obtained from the propagator @
by removing from it the factor coming from the path integral over - the purely time paths. We have

(mc?hwu/m?)

- >, - in2,,)=8/2
g(x’ ulx , 0) = (4mic®u) sin(mc?hiw u/ i)

i[m U\ o o W (x, — x2)?
X exp{%[rwc cot(mczh’wc%—z> (x, - x1)2+—2—wc(x1+ x7) (%, — xg):l + z(~34—cz—u3)—}

X {(1— Q) exp [--inwz(mc2 - fw,) -é%] +2(I+ o) exp[—imcz(mc2 + Tiwg) —ﬁug]} (3.23)

The part of the propagator in front of the last curly brackets in (3.23), which involve the matrices (I +ay),
can be written in eigenfunction expansion form using (with appropriate replacements) the eigenfunctions of
the nonrelativistic electron in a constant magnetic field applied in the z direction, when the Landau gauge
is employed (see Landau and Lifshitz, Ref. 10, p. 425). In fact by writing (3.11) in the form
L9 1 _

(7 -3 )G =0,
we just find that « plays the role of ¢ and that 7/2c¢? plays the role of the mass in the Landau formulas.
Therefore, we have for G

4
G&, u%',0)= Z 3, {08 (X) exp[ =1 () Zu] Zﬂuﬁf exp [-imcz(mcz —s,fw,) h_ﬁz—jl s (3.24a)
b=

nyk

where &, ; are the usual nonrelativistic eigenfunctions composed of Hermite polynomials and plane waves:

/2 ( 1/272
mw, ) mw 14 > -

-— —_—l — — ; .
n.k(i) H, (< 7 ) (xz mwckl)) exp{ 7 [xz <mwc> ] }exp(lkl x,) (3.24b)
and where the eigenvalue (s“”)2 can be obtained (Note that we have used capital M for the mass in
from the corresponding nonrelativistic eigenvalue the nonrelativistic formula, just to avoid confu-
formula sion.) We have

(€2D? = (2n+ Vymc*Tw, + (fick,). (3.24¢)

Finally the 7, stand for the 4-dimensional unit
with the appropriate replacement for the mass. vectors

1\ eZB h‘zk
(n+2> 2M (2=0,1,2,...) (—e0<ky<+c),
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1 0 0 0
0 1 0 0
= y = , = s M= ’ (3.244)
0 0 1 0
0 0 0 1
and s, is the spin index

-1 for pu=3,4.

The quantity given by 2J,., in (3.24a) relates to
the rest mass and spin energy. The introduction
of the unit 4-vectors 7, has enabled a suitable de-
composition of the matrices (I+ a,), and so by
combining the two exponentials associated with
them in (3.23) we find immediately that the energy
levels of the Dirac electron in a magnetic field
are given by

€n, g3 s = L 21+ 1)mC?Tw  + (cTik,)?
+mc?(me?+shiw )2, (3.25)

depending on the quantum numbers #, &,
(n=0,1,2,...), =0 <ky<+e, and the spin quantum
number s,s==+1,

Expanding (3.25) about the rest-mass energy
[mc?> magnetic energy and (c7k;)?] we obtain the
nonrelativistic energy after removing the mc?.

Finally for #=0, 2,=0, and s=-1 one obtains
no zero-point energy from the magnetic field as
a result of the spin interaction.

The eigenvectors of (3.24a) are given by the
column vector functions

g (nl?)u(E = én!?(i)ﬁw
and these are the ones needed to be fed into (3.8)

for obtaining the corresponding eigenfunction ex-
pansion of the Dirac propagator.
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