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Magnetostrictive spark chambers were used with a large-aperture magnet spectrometer to study the reaction

n p~m m+n at 5.0 GeV/c at Argonne National Laboratory. Differential cross sections for this reaction were

measured in the region of low nucleon momentum transfer. Extrapolation techniques were used to obtain

cross sections and phase shifts for the reaction n m+ —+n m+ in the region of dipion mass less than 0.7 GeV.
Effects of the interference between the strong m m+ amplitude and the Coulomb amplitude off the mass shell

were investigated and were found to be small.

I. INTRODUCTION

There is at present no direct experimental meth-
od for studying the reactions mm- mm. Hence, we
choose to examine these fundamental interactions
by studying the dipion system produced in the re-
action m'P - v'm'n. Using the assumption that these
latter reactions are dominated by the one-pion-ex-
change mechanism (OPE), it is possible to relate
the m'p-m'm'n cross section to the scattering of
the beam pion by the exchanged virtual pion. For
dipion masses below 0.7 GeV, m'g'- g'n' scattering
can be parameterized in terms of two phase shifts,
5', and 5,', using the notation 5~, where I is the
isotopic spin and J is the angular momentum. On

the other hand, the p- p'- g- g' scattering in the
same energy region involves five phase shifts,
namely, p'„5'„5»5,', and 5,'. The values of 5',

and 5,' are known from our study of the reaction
m'p - w'm'n. In the present paper we deduce values
for 5'„5,', and g', using the reaction m-p- m m'n.

Data on the interaction w p- v v'n at 5 GeV/c
were obtained in an experiment performed at the
Zero Gradient Synchrotron of Argonne National
Laboratory. This experimentused magnetostrictive
spark chambers and a large-aperture magnet spec-
trometer to acquire data in the low-momentum-
transfer region of the dipion system. The informa-
tion thus obtained is presented in terms of the
variables M„,4', 8~, and P», where M„is the
invariant dipion mass, dP is the square of the
momentum transfer between the incoming proton
and the outgoing neutron, 8~ is the angle between
the incoming and outgoing pion in the dipion rest
frame, and Q» is the Treiman- Yang angle be-
tween the scattering plane of the proton and neu-
tron and the decay plane of the dipion system. The
5', , g,', and 5', phase shifts for m-g'-m-g'presented
here are the results of an analysis of 33 295
m p- m n'n events. The kinematic regions investi-

gated in this study include all values of 8~ and Q».
The region where the cross section is dominated

by the p resonance was excluded by restricting
M„to values less than 0.7 GeV. In order that the
mass of the virtual exchange pion remain close to
the pion rest mass, p. , we required ~'&8LLi,'.

II. EXPERIMENTAL SETUP AND DATA REDUCTION

Figure 1 is an over-all plan view of the experi-
ment. A detailed description of the equipment
shown there, as well as the definition of the event
trigger has already been presented. ' The m beam
for this experiment had a central value of
5.09 a 0.03 GeV/c and a momentum spread of +0.5/p.

The p, and e contamination in the beam relative
to m was 1.9/0 while the K contamination was
negligible.

A total of 61 magnetic tapes with -3.4 million
event triggers were processed off-line. The track
finding program, CRUNCH, identified tracks and
found those topologies where one charged particle
entered the hydrogen target and two charged part-
icles left the target and passed through the magnet.
Cuts were made on events whose vertices were
outside the target and on events having more than
two sparks in the chambers immediately down-
stream of the target.

The program, CUE, ' did the geometrical fit-
ting and calculated the complete error correlation
matrix. It orbited the tracks through the nonuni-
form magnetic field, and for each track it found
the momentum vectors which minimized the g of
the fit to the spark data consistent with a common
vertex constraint. This vertex was required to be
within +7.11 cm from the center of the hydrogen
target, a region slightly smaller than the length of
the hydrogen target flask. A cut was also made on
the total g.

The error correlation matrix calculated in
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FIG. 1. Over-all plan view of the experiment. The dotted lines represent the position of magnetostrictive wire spark
chambers, WC. The solid lines represent the locations of the scintillation counters B1,B2, A, and the cK/dx counter,
D, used in the logic which triggered the spark chambers. The hydrogen target is labeled LH.

CIH, CE was then used in the program, TEUTA, '
which calculated the kinematic fit probability, P,
for various final-state hypotheses. In order to
reduce the background contamination we required
that P(m p —w w'n) be greater than twice
P(v p —w pm') and that P(v p-K K'n) be less than
0.3.

We also studied the background by examining the
square of the missing mass of the neutrals, MM',
which was calculated assuming that the two final-
state charged tracks were pions. Figure 2 shows
the values of MM' thus obtained from the data.
The curves in Fig. 2 were obtained by generating
Monte Carlo events and fitting their MM' distri-
butions to the data. These Monte Carlo events in-
cluded the signal (a) w p-nm w' and the back-
grounds (b) v p-w pv', (c) m p-w v'nm', and (d)
m P -K K'n. All of these events were first pro-
cessed by the geometrical weighting program, and
their MM' was calculated assuming that the reac-
tion was n p- n g' MM. After making the cut
0.68 ~ MM' ~ 1.0 QeV', we ascertained the back-
grounds within this cut and the correction for the
loss of good events falling outside the cut. The
corrections applied to the data for these cuts as
well as other corrections are listed in Table I.

of M„from threshold to 0.7 GeV. The differential
cross sections in Table II reflect all the correc-
tions and weighting factors listed in Table I, but
with the correction listed in Table 1 (b) 1 made inde-
pendently for each bin in (6')' and M„.These
cross sections were used directly in the analysis
described in part C below. The same data divided
into smaller M„and (b, ')' bins and integrated over
cose~ were used to perform the extrapolations
discussed in part B.

600—

400—

200—

III. RESULTS

A. Cross sections and distributions for vr p~w x+n

0.5 0.7 I . I

MM (Gev')

Table II contains our measurements of the g-p-
v m'n differential cross sections, d~o/dM, Q(6 )'
xd(cosa+), where(b, ')'=dP —a' „.Forthe5GeV/c
incident beam momentum of this experiment, d'

„

ranges from 0.00013 to 0.0078 (QeV/c)' for values

FIG. 2. Mmimum-likelihood fits to the MM2 plot for
the data with the cuts of Q,') & 8p and M«& 0.7 GeV.
The relative amounts of each reaction inside the indi-
cated cuts are (a) x 0 n x+s =2470 events, (b) ~ p-~ pr'=190 events, (c) x p ~ x+n~ =68 events, and

(d) r p~K X+e =147 events.
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TABLE I. Summary of all corrections to the cross sections.

(a) Inverse of the weighting factors applied on an event-by-event basis

1. Geometrical acceptance of apparatus

2. Interactions of secondary particles

3. Decay of secondary pions

Range

1.0 to 0.10

0.98 to 0.90

0.96 to 0.85

(b) Inverse of the weighting factors applied to all events

Value

1. MM and TEUTA X cuts, background
contaminations

2. Cut on ctRcE y parameter

3. Chamber efficiencies

4. Spark cut

5. Ambiguities in track reconstruction

6. p, and e contamination

7. dE/dx trigger efficiency

8. Empty-target effects

9. Beam absorption in hydrogen target

10. Effect of Coulomb scattering

Net over-all systematic corrections

0.855 + 0.020

0.970 + 0.010

0.924 +0.012

0.692 +0.030

0.949 + 0.020

0.981 + 0.002

0.940 + 0.005

1.010 + 0.005

0.990 +0.002

1.000 +0.005

0.464 +0.026

The projections of the data in M„,(d, )', cosa~,
and p» are presented in Figs. 3 through 6. In
each figure the lower histogram is the actual num-
ber of events while the upper one is the data
weighted by the inverse of the geometrical accept-
ance, the pion decay probability, and the secondary
interaction probability listed in Table I(a).

where f'=twice the m'-nucleon coupling constant
=2 & 0.081 and P~ is the beam momentum in the
laboratory. As rg- - p, the mass of the virtual
pion approaches that of a real pion, that is, the
virtual pion comes closer to being on the mass
shell. Thus, the on-mass-shell mm- mm cross sec-
tion, a„,is defined by an extrapolation:

B, Extrapolation to m vt'~w n+ on the mass shell

1. Determination of the on-mass-shell cross sections

Assuming the dominance of the one-pion exchange
mechanism, one can relate the n p-m n'n cross
section to the cross section for the scattering of
a beam pion by the exchanged pion. This relation-
ship is shown schematically in Figs. V(a) and V(b).
In Fig. V(b) the exchanged (virtual) pion is off the
mass shel. l by an amount 6'+ p,'. Chew and Low'
write the off-shell pp cross section, "cr", as

1 „,„4~P~' (6'+ p,')'
f~ M„(M„-4p')~~'

X
d'o(v p- s o'n)--

ddPdM '

~2 2

We applied (1) to our data, found the best fit of
dP"0" to three different functions of 62, and then
extrapolated each function to d' = - p,'. The three
functional forms investigated were

dP"cr "= PEP (3)

(4)

(6)

where 0, and P are fitted parameters and

(6)

Equation (3) requires that (I/6')d'o(w p- v-m'n)/
dbPdM„' be finite at 6' =0, or that d'o(o p- w v'n)/
db2dM„' vanish at 6' = 0. Forms (4) and (6) do not
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TABLE II. 0{xp -7l x'e) in pb per bin. y labels edges on cose+ bins; x labels edges on (A') bins.

1.0

M,„&0.5 GeV

2@2 +2 0~2

0.5 &M«&0.6 GeV

2@2

0.6 &M„„&0.7 GeV

4~2 8@2

0.9

0.8

0.7

0.6

0.5

0 4

0.3

0.2

0.1

0.0

-0.1

-0.2

-0.3

0.646
+0.110

0.304
+0.071

0.338
+0.073

0.277
+0.064

0.246
+0.058

0.341
~0.070

0.337
+0.068

0.268
~0.060

0.171
+0.047

0.106
+0.038

0.132
+0.042

0.103
+0.036

0.052
+0.026

0.091
~0.035

0.176
+0.064

0.214
+0.064

0.169
+0.058

0.138
&.047

0.251
+0.069

0.233
+0.059

0.195
+0.053

0.142
+0.045

0.114
+0.040

0.171
+0.049

0.107
+0.038

0.092
+0.035

0.105
~0.037

0.098
+0.037

0.102
+0.047

0.200
+0.075

0.118
+0.055

0.088
~0.040

0.152
+0.055

0.231
+0.070

0.068
+0.035

0.155
+0.050

0.187
+0.052

0.105
+0.037

0.131
+0.044

0.136
~0.043

0.149
+0.045

0.124
+0.041

0.810
+0.206

0.800
+0.162

0.634
+0.136

0,486
+0.111

0.439
+0.100

0.384
+0.093

0.485
+O.Q99

0.508
+0.095

0.238
+0.060

0.190
+0.051

0.182
+0.051

0.152
+0.046

0.243
&.057

0.112
~0.043

0.727
~0.171

0.538
+0.160

0.387
+0.114

0.182
+0.062

0.298
+0.085

0.349
~0.103

0.144
+0.058

0.205
~0.061

0.309
&.075

0.146
~0.050

0.172
+0.051

0.131
&.041

0.075
&.031

0.041
+0.023

0.336
+0.107

0.375
~0.139

0.351
+0.120

0.201
~0.075

0.232
+0.102

0.475
~0.112

0.196
+0.065

0.267
+0.077

0.128
+0,051

0.245
~0.069

0.171
~0.055

0.182
~0.053

0.187
~0.076

1.327
+0.328

1.447
~0.314

2.214
+0.379

1.603
+0.270

1.723
+0.259

1.218
+0.195

0.847
~0.149

1.000
+0.151

0.674
+0.119

0.716
+0.114

0.412
+0.082

0.306
+0.073

0.363
+0.089

0.329
+0.084

1.521
+0.358

1.560
+0.322

0.909
~0.202

0.988
+0.238

0.313
+0.122

0.590
+0.178

0.525
+0.137

0.446
+0.107

0.362
+0.092

0.312
+0.088

0.422
+0.100

0.243
+0.077

0.289
+0.083

0.180
~0.099

1.282
~0.307

0.976
+0.243

0.626
~0.213

0.494
+0.139

0.390
~0.131

0.591
+0.176

0.376
+0.125

0.488
+0.127

0.403
+0.109

0.504
+0.122

0.358
+0.105

0.338
~0.094

0.374
+0,102

0.241
+0.083

-0.5

-0.6

-0.7

-0.8

-0.9

-1.0

0.108
+0.038

0.055
+0.028

0.106
+0.040

0.072
&.032

0.028
+0.020

0.064
+0.037

0.069
+0.031

0.027
&.019

0.083
+0.034

0.026
+0.018

0.043
&.025

0.060
&.035

0.041
+0.024

0.128
+0.047

0.000
+0.019

0.013
+0.013

0.000
+0.019

0.025
+0.025

0.140
+0.050

0.083
&.042

0.070
+0.041

0.152
+0.063

0.120
+0.061

0.036
+0.036

0.137
+0.065

0.078
&.035

0.032
+0.023

0.077
&.077

0.020
+0.020

0.060
&.042

0.151
~0.054

0.073
+0.042

0.051
+0.036

0.050
+0.036

0.092
+0.053

0.035
~0.035

0.280
+0.102

0.140
~0.065

0.186
+0.106

0.682
+0.225

0.174
~0.092

0.394
+0.172

0.216
~0.104

0.197
~0.078

0.347
+0.137

0.388
~0.123

0.211
+0.114

0.044
+0.044

0.089
+0.045

0.306
~0.147

0.332
+0.155

0.276
+0.142

0.250
+0.119

0.349
~0.156
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FIG. 4. The 2561 raw or 6133 weighted m p -m tr+n

data events displayed in (b,') bins of 0.5p with a resol-
ution of -0.1@2. The following cuts have been applied:
0.68& MM &1.0 GeV, probability {xp x x+n)& twice
the probability (m p m px ), probability (x p K K+n)
&30%, and hf«&0. 7 GeV. A weighted event with (6')2
&8p corresponds to 0.012 p, b.

FIG. 3. The 6122 raw or24209 weighted 7I' p x w+n

data events displayed in M«bins of 0.02 GeV with a re-
solution of -0.005 GeV. The following cuts have been
applied: 0.68 & MM2 & 1.0 GeV2, probabil. ity (~ p ~ n n+n )
& twice the probabil. ity (m p x px ), probability
(x p K K+n)&30%, and g') &8p. . For M«&0.8 GeV,
the weighted events are systematically low because of
experimental biases not properly corrected by the cor-
rection factor of Table I (a)1. The analysis in this paper
has been restricted to M«& 0.7 GeV; for this region a
weighted event corresponds to 0.012 p, b.

600

400-

I I I I I I I I

have this constraint. Equation (6) is a conformal
mapping which has been suggested'-' to improve
the convergence of the extrapolation. The curves
shown in Fig. 6 were obtained using the form (5)
and are presented as an example of an uncon-
strained fit.

Following the technique of Benecke and Durr' we
define "a»"= "v"x EE», where EE»(n,', M„)
approaches one as A,'- -p.'. Table III summarizes
the results of the extrapolations with and without
the use of the form factor for the three different
functional forms, Eqs. (3)-(5). This table presents
the extrapolated w- n'- m m+ on- mass- shell cross
sections, the y' of the fits, and the values of
g'"g" at g'=0 for each of the six fits. The values
for the on-shell cross sections depend systematic-
ally on the choice of the functional form and the
choice of a form factor, although the relative
shapes are similar. The smaller errors obtained
by using form (3) are due to the strong constraint

weighted

200—

unweighted

0-1.0 0.0
COS eg

1.0

FIG. 5. The 2196 raw or 4920 weighted 7l p m n+n

data events displayed in cos8+ bins of 0.1 with a resol-
ution of -0.01. The following cuts have been applied:
0.68 & MM2 & 1.0 GeV2, probability (x p ~ x x+n ) & twice
the probability {xp x pn ), probability (x p K K+n)
&30%, M«&0.7 GeV, and (d,')2&8@, . A weighted event
corresponds to 0.012 pb.
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500

(b)

C,

LLI

zoo=
weighted

200- (c)

I 00

0
0 60 I20

(deg }

FIG. 7. Diagrams for various amplitudes discussed in
the text ~

FIG. 6. The 2196 raw or 4920 weighted 7t p x x+n

data events displayed in QT&bins of 10 degrees with a
resolution of -2 degrees. The following cuts have been
applied: 0.68& MM &1.0 GeV, probability (x p-~-7r+n)
& twice the probability (~ p 7( pm ), probability
(m P K K+n)&30%, M &0.7 GeV, and Q,') &8p . A

weighted event corresponds to 0.012 pb.

pR

(mb)
IOQ—

M~~ = 0.58

l i l i I

M~~ = 0.44

at 6' =0. Figure 9 is a plot of the extrapolated
cross section (dP/l(')"o, ." for this case, with the
use of the form factor, EE».

IQQ—
M ~~ = 0.48 M~~ = 0.52

2. Fit to the extrapolated on-mass-shell nm cross sections

using a standard scattering length formulation

The total cross section o', „may be written as
the sum of S-, P-, and D-wave cross sections,
where

IOO—
M~~ = 0.56 M~~ =0.60

o, = —,(2, + 1}[g~sin'(}', + 9' sin'5',

+-', sin5, sin5', cos(5O, —(}',)]
100

M~~ = 0.64 M~~= 0,68

for the S and D waves (l =0 and l = 2) and p 4 6
h (p, )

Xp 2 4 6
(p')

o, = —,(2l+1)sin'oI (8}

for the P wave (l= 1). For this analysis the 1=0
and 2 phase shifts were parameterized as

(9)

FIG. 8. Values for Q,~/p, ~) "cr" obtained by applying the
Chew-Low equation (1) to our data. The mean value of
M« is indicated for each of the eight M«bins shown.
The curves are the results of fitting the n +Pa form des-
cribed in Eq. (5) of the text. Values for the curve at
h.~= —lp and 6 =0, as well. as the X for these fits, are
given in Tabl. e III.
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TABLE III. Summary of the 7r ~+ extrapolations.

(I,„)
(GeV)

Chew-Low OPE

n +Ps

0«(mb)

(Chew-Low OPE) EE
BD

0.38
0.44
0.48
0.52
0.56
0.60
0.64
0.68

3.1+1.7
1.6 ~3.6
3.3 k 3.1
1.6 *3.5
5.5+ 3.2
3.2 +3.1
8.6 ~3.5
6.9 +4.7

7.3 +0.6
11.3 + 1.1
12.8 + 1.1
13.5 + 1.0
12.4 ~1.0
12.6 + 1.0
16.6 + 1.1
22.8+1.4

8.2+ 2.3
10.4 ~4.9
11.9+4.2
10.9+4.7
13.2+ 4.3
12.8+ 4.2
20.5+ 4.7
24.8 + 6.3

12.8 + 2.8
18.4+ 6.0
19.6 + 5.1
19.3+ 5.7
19.5 + 5.1
21.0 + 5.1
30.7 + 5.6
39.9+ 7.6

12.9+ 1.1
20.5 +1.9
22.9 +1.8
24.3 + 1.8
20.5 + 1.6
22.9 +1.7
28.8 + 1.9
41.2 ~ 2.5

21.5 + 3.8
34.2 + 8.2
34.6+ 6.9
36.0 + 7.6
31.1 +6.8
37.6 +6.9
51.5+ 7.6
72.3 *10.5

0.38
0.44
0.48
0.52
0.56
0.60
0.64
0.68

10.1
6.1
4.0
3.3
2.6
8.8
3.1
9.6

16.8
14.0
14.4
15.8

7.7
18.8
9.0

22.4

g
2 for extrapolations

6.4
3.3
1.6
1.5
4 3
5.0
1.8
4 7

5.1
2.2
0.9
0.9
6.2
3 ~ 7
1.7
3.0

5.1
2.3
1.4
1.8
6.3
3.8
1.8
3.0

4.3
1.2
1.0
1.4

11.0
3.1
3.3
2.2

Total/NDF 47.6/32" 118.9/4p' 28.6/32' 23.7/32' 25.5/40' 27.5/32

"g" (mb) at A =0

0.38
0.44
0.48
0.52
p.56
0.60
0.64
0.68

2.7 + 1.1
6.6 ~2.3
6.4 +2.0
8.2+2.3
4.5 + 2.0
6.4 +2.0
5.4 + 2.2

11.0 +3.1

0.0 1.2 + 1.2
3.6 + 2.7
3.8 ~ 2.2
5.1 + 2.6
2.2 + 2.2
3.3+ 2.3
1.8+ 2.5
5.1+3.5

0.1+ 1.5
1.3+ 3.4
1.9 + 2.8
3.0 + 3.3
0.6+ 2.8
1.1 + 2.9

-1.1 + 3.1
0.8~4.4

0.0 2.2 ~1.7
3.6 +4.0
2.1 +3.2
1.9+3.8
2.4 ~3.2
3.6+ 3.3
6.8+3.6
8.8 + 5.1

for 1=0, and

6, =bgk (10)

for l=2, where a~ is a scattering length, xi is an
effective range, b& is the D-wave scattering pa-
rameter, and +k is the pion momentum in the di-
pion rest frame. For the I=1 P-wave phase shift,
6'„weused the parameterization'

40-

b ao-

where M~ is 0.'f65 GeV, and 1(M„)is given by

where k~ is 0.356 QeV/c. The linear-fit parame-
ter I, is used to fit the magnitude of the l = 1

phase shifts in the low-energy region.
Values for a„b„r„andI', were determined

by fitting Eqs. (7) and (8) to the extrapolated sw

cross sections using the parameterizations given

0 I

0.5
I

0,4 0.5
M. ( Gev)

I

0.6 0.7

FIG. 9. The total elastic m n+ ~ x+ cross section,
cr«, from extrapolation to the mass shell using the func-
tional form 62"0"=p E2 with FFqD .
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TABLE IV. Best-fit parameters from extrapolated on-shell cross sections.

Functional
form

I g 9P

11

IC op

111

ao (F

0.55 '„.'„,'

0 '~ 5-0.08

0 45-"0.40

ro (F)

-0.4 ~0.5

-1.8~'8+4.9

-1 0-(}.9
+ f.8

I'( (GeV)

70+0.002
0

0 0 0'-o.'ooo

p 070+0.038

&0 (deg/GeV )

400 + 5600

400 ~ 5200

400 + 9000

in Eqs. (9) through E'l2). The values used for the
I=2 parameters were those obtained in our ear-
lier study' of m'P-&'n'n. The results of this fit-
ting procedure which are given in Table IV serve
as a consistency cheek on the results we obtained
by fitting the angular distributions in Sec. III C
below.

C. n z+~m ~' angular distributions off the mass shell

In order to obtain information on the signs of the
I= 0 and I = 2 phase shifts we fit the cos8& distribu-
tions displayed in Table II and Fig. 10 without ex-
trapolating to b, '= -p, '. We assumed that the
shapes of the on-mass-shell angular distributions
are the same as the off-mass-shell data and that
their magnitudes are approximated by the Chew-
Low formula, Eq. (1). In order to improve this
approximation we restricted the data sample for
this phase of the analysis to the region (&') & 4iI, '.

The n'm differential cross section is given by

(13)

where F(8~) was constructed by taking contribu-
tions from all diagrams to the same order as the
examples given in Figs. 7(b)-'l(d). It is given by

for l =1. In the expression for E„,Sk was taken
to be the momentum of a pion in the final state of
the dipion system, and the phase shifts were pa-
rameterized as in EIIs. (9)-(12).

We fitted Eq. (13) to the data in Table II and Fig. 10
and obtained a X' of 193for 116degrees of freedom.
Better fits were obtained using functional forms
for I'(M„)other than that given in Eq. (12). The
expression for I"(M„)was modified to

)
8$41f) I1Tll'
g(M ) y I (16)

0«(h, ) «2p
I I I I [ I I I I

2 «(6) «4p
I I I I ] I I I

200-

I 00-

)
4P

C5

0
V

IL

V

0

where the different forms for g(M} investigated
are listed in Table V along with the results of the

F(8 ) = [F„(S)+f (8 )]e", (14) o

where F„(&z}is the strong-interaction amplitude.
The gauge-invariant Coulomb amplitude, fc(e&},
and the real part of the radiative correction, 6,
were taken from Chen and Cushing. " The imag-
inary part of the radiative correction was neglect-
ed since the correction is significant only very
near threshold, ' that is, for }Ik & 5 eMV/ cThe
strong-interaction amplitude was expanded in par-
tial waves as

1
F„(e~)= . Q(2l+ l)A, PI (cosset),

l =o

where

I I I I
[

I I I

I 00-

I 00 I I I I [ I I

0 =' ..~i- f

- l.O 0.0
cos g~

0)

tD

C}
V

V
LA

C}

0
4)

C9

$o-
V

I Q J

I.O -i.o

I I I &

]
I I I I

I I I
]

I I I

~ + ~—~Me
- ~ I I I I I I

0.0 1.0
COS 8g

A, =-', [exp(2i6I ) —1]+ ,'[exp(2i60)-—1]

for l=0 and 2 and

A, = exp(2i5,') —1

FIG. 10. Off-shell cos8z distributions for the m p—~ m+n data weighted by the factors in Table I, and
displayed in bins of 0.1. The cuts in M«and (4')2 for
each of the six plots are indicated in the figure. The
curves are the fit to the data using Eqs. (13) and (14).



12 w' - ~ g' INTERACTIONS BELOW 0.7 GeV FROM. ..

TABLE V. Summary of fits to the x sr+ ~ x' angular distributions off the mass shell for different choices of the
functional form of I'(M«).

Functional form
for g(M)

1. 1

2. (M) '

3. (M) '

4. (I2+I ')-'
P

5. [M(].++2&2)] &

References

12

This paper

X2 for
116 D.F.

193.4

166.1

141.4

170.1

158.0

ao (F)

9'-o os

+0 49+0.11

+0.49",,",

+0.49' '

+ 0 .49+p'p5

&0 (F)

~ 93+0.62

-0.93~03595

-0.93~ 23
+0,42

-0.93~0 3556

0.93~:36+0.55

bo (deg/GeV5)

450 + 1700

450 + 1600

400+1600

450 + 1700

400+1600

I') (GeV)

+0.100 0'p25

+0 080 oot5

+0.070 + 0.010

+0 080+0.020

+0.080~000",5

fitting. For example, the energy variation of
I'(M, ~) from lowest-order perturbation theory~
has the form g(M) =(M) '. This factor increases
the P-wave contribution in the lower mass regions
while still retaining the resonance behavior for

I'(M„,) near the p mass region and improves the
fit. Pisut and Roos" have used a penetration form
factor, g(M) =[M(1+It'k')t ', where k'=(M/2)' —p'
andR is the radius of interaction, withR'=2. 3
(GeV) '. This form yielded an even lower X'.

TABLE VI. Scattering lengths from experimental determinations and theoretical models.

ao (P ~)

0.360.'2o

0 55+0.50

0.55+ 0.27

0.17~ 0.13

0.16

0.60

0.15

-0 p4

a2 {P ~)

(a) Experiment

0.052 + 0.005

M 036+0 o3' a&.034

-0.27 ~0.04'

-0.048

0.043

-0.05 ~0.01

-0.03

References

Baton"

Scharenguivel'4

Scharenguivel'4

Zylbers ztejn

Beier~6

Skuj a~7

Braun~8

Notre Dame-ANL

0.16

0.20

0.17

0.80

0.80

-0.5
-0.013

-0.1»ap» 0.8

0.17» ao 0.24

0.15+ 0.07

0.24

0.26+ 0.08

-0.045

-0.058

-0.045

0.1

0.26

0.2

-0.015

-0.2 —a2 —0.15

-0.044» u2» -0.041

-0.053+0.028

-0.06

-0.041 + 0.016

W'einberg~

Goldberger- Treiman relation26

Lovelace

Fulco"

CastoMi22

PiMt 3

Basdevant

Morgan25

Penniagton27

Franklin

Tryon

This value of u2 was used for the determination of up but not measured in the
reference listed.
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However, the best X' in Table V was obtained with

g(M) =M '. lt can be seen from Table V that vari-
ations in I'(M„)affect the values of 1", but have no
effect on a, and r, . The best fit (}t'= 141 for 116
degrees of freedom} for the off-shell data used
the form gpss) =M~ and gave the following values

0 f 0 Fy and gp

a =+0 49"' ' F=+(0.35" )p,
'

F, =+0.07(h0.010 QeV,

h, = + 400+1600 deg/GeV'.

A similar fit was made in which a, was con-
strained to be negative. The resulting X' of 358
for 116 degrees of freedom rules out a negative
value for a„independent of the sign for x,. On
the other hand, reversing the negative signs of
a, and b, only changed the y' of the best fit from
141 to 156, thus indicating a slight preference for
negative values'~ of g and b~.

Table VI lists the values for a, and a, from this

and other experiments" "as well as values from
theoretical models. "" Our results are in good
agreement with other experimental determinations.

D. Direct determination of 5~ from the extrapolated
on-mass-shell mn cross sections

The I= 0 S-wave phase shift can be determined
directly from the extrapolated cross sections
listed in Table IH. For each M, „binthe total nn

cross section can be written as a sum of the S-,
P-, and D-wave contributions, 0'„,=a', +o, +0', with

op being the dominant term at low A1„„.The sum
o'y + 0'2 ls determined from the values I

y b„and
h, . Subtracting c, +c, from c, (Fig. 9} gives the
S-wave contribution to the cross section, v, . This
in turn is a function of only 50 and 50, with the ma-
jor contribution coming from O', . The minor con-
tribution from 50' was obtained using a smooth
curve fit to the values for the 6,' phase shifts de-

40—
l00

80—

e 60—
Cl

v) 40
a
0

20—

b

I

I

X

H
x

+i

X

I

I

I

cA 0
Q

CL

-20—

I

0.5

lp

Cl

I

p 4

~ ~

I

0.5
M.. {GeY}

I

0.6

t'~

't

I

0.7

'I

0.3
I

p 4
I

0.5
M„„(GeY}

I

0.6
I

0.7
vJ 0

(A

I I

2

2

FIG. 11. The I = 0 S-wave phase shift 6~0 from our es-
sentially energy-independent analysis is indicated by
closed circles, ~ . The other available values for 60
from several experiments are presented for comparison.
X Gutay et al. (Ref. 30); 0 Walker et al. (Ref. 31); &
Baton et al. (Refs. 5 and 13); ~ Marateck et al. (Ref. 32);
Tscharenguivel et al. {Ref. 33); O'Baillon et al. {Ref.34);
6 Hyams et al. (Ref. 35); 0 Protopopescu et al. {Ref. 36);
+ Carroll et al. (Ref. 37};H Malamud et al. (Ref. 38);
~Beier et al. (Ref. 16); m Zylbersztejn et al. (Ref. 15);
and ~ Notre Dame-ANL (this paper). Points with broken-
l,ine error bars indicate more than one solution.

~-ip
0.3

I

p.4
I

0.5
Mvr {GeY}

I

0.6
I

0.7

FIG. 12. Phase shifts that have been used by us and by
other experimenters in order to obtain the I = 0 S-wave
phase shift 6o in Fig. 11. The notation is 6z, where I is
the isospin and J is the angular momentum 6&, 60, 62,
and 6~2 appear in order from top to bottom. The symbols
and references are identical to those in Fig. 11, except
the closed circles which are from Ref. 1 as well as this
paper.
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termined from our earlier work. ' Thus a 6', was
obtained for each M«bin. Our results for this
essentially energy-independent determination of
6,' are presented as closed circles in Fig. 11 along
with other experimental results. "'"'"' "

Figure
j2 shows the 5,', 5'„6,', and 6,' phase shifts used
in our calculation of 6', as well as the phase shifts
used by other experimenters"' '" in their deter-
mination of &p.

A scattering length fit, Eq. (9), to our 5', phase-
shift data is shown as a solid line in Fig. 13.
There are several theoretical approaches to ex-
trapolate from below threshold into the physical
region. Symmetrized forward dispersion relations
are used by Franklin" to provide a unitary extrap-
olation of the Weinberg current-algebra ampli-
tudes. Tryon" uses twice-subtracted dispersion
relations with a one-parameter model for the
phase shifts. Basdevant eI al. '4 and Pennington
and Protopopescu" use integral equations mith

crossing, unitarity, and analyticity requirements.
The curves from each of these different approaches
which mere fitted to earlier 6', data are presented
in Fig. 13. The slope of these curves at threshold
is the scattering length, since we have plotted the
phase shifts as a function of k. All of these ap-
proaches fit our data reasonably well within errors
on their curves. Et would appear from this figure
that the scattering length is more sensitive to the
details of theoretical approach than to the present
data.

IV. SUMMARY

Data from the reaction n P-n n'n were related
to n n'-n n' scattering via the Chew-Lom formula
and on-shell m n' cross sections mere obtained.
The effects of including the Benecke-Durr form
factor and the technique of conformal mapping
were studied. The nn cross sections were used
to determine the 6', phase shifts as a function of
M„.Scattering length parameters describing low-
energy nn interactions were determined from fits
to the off-shell n P-n n'n angular distributions.
Our results are compared with other experimental
results and various theoretical interpretations.
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