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A sample of 5635 m+ with kinetic energies between 8 and 50 MeV was obtained from K+ —l n+m n' decays in

the ANL-Michigan 40-in. heavy liquid bubble chamber filled with propane. For these the energy dependence

was well described by a linear spectrum of the form
~ M~ = 1+ gf(s3 —so)/m'„+], where g = 0.602 ~ 0.021.

No evidence was found for a quadratic term significantly different from 0. When the five conventional test

quantities for the isospin selection rules were formed using the value of g from this experiment and current

world averages for the other I(' —t 3n decay parameters, it was found that there was significant evidence for

~d I~ = 3/2 amplitudes into both I = 2 and I = 1 final states. These experimental values are in good

agreement with theoretical predictions for them obtained in models which satisfy the current-algebra relation

at the soft-pion points and include tIEII = 312 as well as ~hI~ = 1/2 amplitudes.

I. INTRODUCTION II. EXPERIMENTAL INFORMATION

We have studied the structure of the decay spec-
trum of the charged secondary in the ~' decay
mode of the K', K'- m'm m'. The number of events
after cuts was 5635, which, while low in statistics
compared to experiments involving K' - m'm'n

and K~ - n'n n', represents the largest sample
of &' data reported to date.

The experiment was performed in the ANL-
Michigan 40-in. heavy liquid bubble chamber
(HLBC) filled with propane in a magnetic field of
41.5 ko. The combination of high field and long-
radiation-length liquid in a relatively large-volume
heavy liquid bubble chamber enabled us to reduce
all backgrounds and geometric corrections sig-
nificantly and to accurately estimate those that
remained, primarily by using information obtained
experimentally rather than relying on theoretical
calculations. Thus the final result does not depend
in a very important way on Monte Carlo calcula-
tions, which reduces the possibility of hidden
systematic errors. A further advantage of our
experiment comes from a careful accounting of
all events. Only 1.4' of the events, which failed
for reasons unrelated to the m' energy, were
ignored at the analysis stage. All others were
forced through analysis and included in the sam-
ple.

Motivation for the experiment was provided by
the fact that the v'' is the least studied of the K
-3m decays, for which comparison of the coef-
ficient of the term linear in the odd pion energy,
according to a suggestion first proposed by VFein-

berg, ' provides a sensitive test for the presence
of amplitudes with

~
&I ~& —,.'

The results reported here are from an exposure
of 132000 pictures containing approximately 8.3
x 10' stopping K', or an average of 6.3 K '/pic-
ture, in the ANL-Michigan 40-in. heavy liquid
bubble chamber at the Argonne National Labor-
atory Zero-Gradient Synchrotron (ZGS). The 28'
separated K' beam at a momentum of 800-850
MeV/c was degraded by a copper absorber at the
chamber window, so that the K"s stopped, for
the most part, well within the chamber volume.
The chamber was filled with propane at a density
of 0.428 g/cms. The density was determined ex-
perimentally for our exposure using 50 kinema-
tically fitted pions from the top of the 7 spectrum,
and the range-momentum curve was calibrated
accordingly.

The film was scanned twice for decays to a
single charged secondary according to the follow-
ing criteria:

(1) The K' was to appear to stop both by ioniza-
tion and curvature. A template was provided for
the curvature test, and if the K' appeared to be
straighter than the template in all 3 views, it was
rejected. To ensure an adequate length of track
for the template curvature test and for calcula-
tion of momentum by curvature, which is used
in a further test on stopping which will be de-
scribed later, no K"s with a scatter & 30 in
the last 15 cm were accepted.

(2) The secondary was required to have curva-
ture and ionization consistent with a stopping
pion and to stop within the range of a template
provided. The range of the template extended to
25 cm in a real space, the maximum range of a
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stopping 7' pion being 22 cm, to prevent a scan
bias at the top of the spectrum and to provide a
small region above the spectrum for background
consistency checks. n' secondaries with a scatter
& 30 were rejected since most collisions involving
large energy losses occur at angles larger than
30'. This results in an energy-dependent cor-
rection to be discussed in the section on correc-
tions to the data.

(3) The v- p, -e chain was required to be visible,
visible meaning two distinct changes in angle
~ 3 mm apart at the end of the m'. The 3 mm
range is actually about 1-,' times the true p, range
from stopping m decay and was chosen long enough
to include all true m-p. -e and to set a definite
criterion for the subsample of K» events which
appeared to have typical m- p, -e endings. (In what

follows, these typical m-p, -e endings will be re-
ferred to as "p, pips. ")

Each event found was re-examined by either a
professional scanner with ten years experience
at similar heavy liquid K' experiments or by the
writer to check that it did indeed meet the cri-
teria. In all, 8143 events were accepted for mea-
surement.

At the completion of each roll, about 50 K»
decays were selected, to determine the percentage
of these which fit criterion (3}. The percentage
averaged over all rolls was then used as one
means of estimating the background due to K»
with false w-p, -e endings.

The average single-scan efficiency was found

to be 78.8%, giving an estimated double-scan
efficiency of 95.2%. It is the double-scan ef-
ficiencies for the individual energy bins which
are of real interest in this experiment, since if
these tend to be higher at one end of the spectrum
than at the other, the spectrum will be biased.
Figure 1 shows the double-scan efficiencies by
energy bin with errors. Since the efficiencies
tend to be lower at both ends than at the center,
the shift in the slope resulting from the difference
in efficiencies across the spectrum is only
+ 0.002, which is much smaller than the statis-
tical error.

Each of the 8143 events accepted was measured
on an image plane digitizer and reconstructed in
real space by the HLBC program SHAPE. Al]
events were measured at least twice in an attempt
to get as many as possible to pass measurement.

All but 480 events (5.9%}passed measurement.
Out of this sample, 72 were lost through book-
keeping errors or computer tape failures, and
another 40 through failure of the K' track to
reconstruct. Since these were presumably un-
biased as to m' energy, they were discarded. The
remaining events, 200 n' track failures and 168

vertex reconstruction failures, were retained.
126 of these events had sufficient information from
the reconstruction to determine range and dip
angle; for the remainder, the range and dip were
measured by an on-line measuring table program
%ANGE~), which was calibrated against SHAPE

for a sample of good events. In all, 235 events
fell within the range and dip limits and were in-
cluded in the data sample. As they were heavily
biased toward short tracks, their elimination
would have significantly reduced the magnitude
of the slope obtained.

III. CUTS AND CORRECTIONS TO THE DATA

A. Cuts
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FIG. 1. Double-scan efficiency versus kinetic energy
of the ~'.

(i}K "s which had a dip angle of greater than
+ 30 with respect to the window were eliminated,
a total of 102 events.

(ii) To eliminate K' decays in flight, momentum
measurements by range and curvature were com-
pared. The limits set were

—14 MeV/c& P„„„-P„.„,„&30 MeV/c .

793 events were eliminated by this test, many
of which were probably stopping K' events. The
loss of good events was small compared to the
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total number and was well justified by the resulting
accuracy to which the in-flight contamination
could be estimated. A sample of T events was
measured and subjected to kinematic fitting for
comparison. Of the 842 events which survived
this eut, all of which would have been accepted
as stopped using the scanning template, 23, or
2.73%, fitted the 7'-in-flight hypothesis. The fC'
momentum distribution for these fitted events,
shown in Fig. 2, was used in estimating the A.'„,-
and 7'-in-flight corrections to the data.

(iii) 876 events were cut because the v' range
was shorter than 0.81 cm (& 8 MeV) or longer
than 21.76 cm (& 53 MeV), the maximum r' range.

(iv) 381 events were rejected as having v' dip
greater than a 1.2 radians. Figure 3 shows the
distribution in dip cosine for 5360 of the 5635
events included in the final spectrum analysis.
As expected, the distribution is flat within sta-
tistics indicating that there is no loss of events
within the cut region and therefore no range bias
introduced by this eut.

(v) 106 events were eliminated because the E'
decay origin was less than 4 cm from the top or
bottom of the chamber or less than 5 cm from the
perimeter. This cut was chosen to reduce cor-
rections for n' escape from the visible chamber
volume. The resulting correction [see Sec. III B
(vi)] is only 4 g at the top of the spectrum and

drops rapidly for shorter tracks.
The angle between the K' direction and m' direc-

tion at the vertex was computed for each event.

A cut was contemplated for m" s making small
angles to the K ' in the forward or backward di-
rection, since short events might be expected
to be missed for this reason more frequently than
long ones ~ Since this cut did not alter the energy
dependence of the scanning efficiency, it was
deem ed unnecessary.

B. Corrections

The corrections made to the T' spectrum, dis-
cussed in (i) through (vi) below, are tabulated
by energy bin in Table I. The slope, g, from the
fit to a linear spectrum (see Sec. IV for defin-
itions of s3 and so)

l~ I

' = 1 + g (s, —s,)/m, +'

and the g' values for the fit for both uncorrected
and corrected data are shown in the table to ex-
hibit the shift in slope resulting from the cor-
rections. The last bin was not included in the
fits because the corrections are a large percent-
age of the data for this bin. Two corrections,
both very small compared to the statistical error
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TABLE I. Corrections to the 7' spectrum.

Energy
interval

(MeV)
Cut
data

(i)
Method Method

1 2

Corrections
(iii) (iv) (v) (vi)

Cut and
corrected
data (Kp3
method 1)

Cut and
corrected
data %~3
method 2)

8-11
11-14
14-17
17-20
20-23
23-26
26-29
29-32
32-35
35-38
38-41
41-44
44-47
47-50
50-53

489
559
540
543
551
496
474
411
376
321
275
232
179
124
65

-14.2
-16.1
-18.8
-19.8
-21.4
-24.2
-24.7
-25.5

2 7e 7
-29.9
-29.7
-29.6
-30.3
-31.9
-34.3

-11.9
-13.6
-15.8
-16.7
-18.0
-20.4
-20.8
-21.5
-23.4
-25.2
-25.0
-25.0
-25.5
—26.9
-29.0

-0.0
-0.0
-0.0
-0.0
-0.0
-0.0
-0.0
-0.0
-0.0
-0.0
-0.0
-1.3
-1.5
-2.6
-5.4

—11.2
-11.8
-11.8
—11.8
-11.3
—10.8
-10.2
-9.6
-8.8
-7.8
-6.5
-5.9
-5.2
-4.2
—4.0

+1.7
+3.0
+4 4
+6.0
+ 7.6
+9.1

+ 10.3
+11~ 2
+ 11.7
+11.6
+ 11.0
+9.7
+ 7.8
+ 5.4
+2.5

+0.0
+0.6
+1.8
+3.1
+4.3
+5.3
+6.1
+6 ~ 7
+6.9
+6.8
+6.3
+5 ~ 5
+4.3
+2.9
+1.3

+0.0
+0.0
+0.0
+0.0
+0.5
+0.5
+1.3
+2.0
+3.2
+4.3
+4.0
+4.3
+3.8
+3.6
+1.5

465.3
534.7
515.6
520.5
530.7
475.9
456.8
395.8
361.3
306.0
260.1
214.7
157.9
97.2
26.6

46 7.6
537.2
518.6
523.6
534.1
479.7
460.7
399.8
365.6
310.7
264.8
219.3
162 ~ 7
102.2
31.9

Totals 5635 —378.1 -318.7 -10.8 -130.9 +113.0 + 61.9 + 29.0 5319.1 5378.5

g
X

X 2/D. F,

0.571
7.21
0.601

0.601
4.25
0.354

0.592
4.27
Ov356

in the slope, were applied to the slope after all
others, one due to the difference in scan efficien-
cies across the spectrum, the other due to the
inclusion of the events measured by ~ANGER.
These will be discussed in (vii) and (viii) below.

(i) K„tguith aPParent ti, PiPs. This correction
was actually estimated in two different ways to
provide a check on consistency. The two methods
agree within errors and differ in the best value
of the slope by 0.009, as shown in Table I, which
is about one-half the error in the slope due to
statistics. Method 1 mill be used in quoting re-
sults, since it depends only on track measure-
ment and does not involve the decisions of scan-
ners.

Method 1. SEf(~E fits each track in several seg-
ments and calculates a g' value for goodness of
fit for each secondary to the two mass hypotheses
m' and p', namely

Quiecer [(p curv p recce ) ]I(+pcurv)
No. of pieces

where P,„

is the momentum by curvature at the
center of the ith piece of the track, the pieces
being chosen internally by the program to opti-
mize the fit, ' and P„'„„is the momentum by rang
at the same point on the track for the given mass
hypothesis. The value of P,', „„

is obtained by
assuming the track stops and using the range ver-

sus momentum relationships for pions or muons
to get the momentum at the center of the ith piece.

A scatter plot of ~'(p, }vs g~'(v) is displayed
in Fig. 4 for the following: (a} pions from T decay
with kinetic energies & 47 MeV; (b) secondaries
which are between 22.5 and 24.5 cm long and which
show no evidence for a p, pip at the end resulting
from the decay of K"s which meet our stopping
criterion; the secondaries are approximately
150 times more likely to be muons than pions;
(c) the 189 r' secondaries in the two highest en-
ergy bins plus the 55 secondaries from the con-
sistency check region. The latter events met all
7' criteria and survived all cuts except the cut on
range, their ranges falling between 22.5 and 24.5
cm. Below 4V MeV, the values of ~'(p, ) and ~'(v)
did not differ by enough to make a clear separa-
tion.

The number of K» events contained in (c) was
estimated by assuming that the fractional number
of pions in regions I and II and of muons in re-
gions I and II were the same for the events in (c)
as for pions in (a) and muons in (b), respectively.
A trial value for the total number of muons in the
three energy intervals, N„, was chosen, and
the corresponding trial value for the total number
of pions, N„was obtained by subtracting N„
from the total number of events in (c), or 244.
The value of N„,N„'",which minimized the ex-
pression
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where N; is the total number of secondaries in
(c) falling in region i and f~ ~ and f ~~~ are the
fractional numbers of events in region i on plots
(a) and (b), was then used in making the K» cor-
rection by Method 1. The calculated K» spectral
values, choosing $ =0 and normalizing to a total
of N„'"in the three energy intervals represented
in Fig. 4, were subtracted from the data in each

bin.
Method Z. A theoretical K» spectrum for g =0

was employed. This was normalized to the ob-
served 7' sample using the following factors:

(l) the Particle Data Group4 values for the
branching ratios;

(2) the probability of detecting a p-pip on a
stopping n', 75.0~/0, determined from a sample
of 7 decays;

(3) the probability of observing a false p pip
on a stopping p. ', 6.60/g, determined from the
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F/G. 4. Scatter plot of gz (p) versus gz {7r) for the following: {a) n 's from fitted v events, {b) secondaries which are
150 times more likely to be muons than pions because of the selection criteria, and {c) the secondaries from the two

highest energy bins plus the consistency check region above the 7' spectrum selected according to the criteria for this

exper iment.
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sample of K» events;
(4) corrections to the T' sample for events out-

side our range cuts, assuming a slope g=0.628;
(5) the correction for K» contamination de-

termined by Method 1.
This estimate is relatively insensitive to the

choice of ( or g.
(ii) Kvz in flight. A Monte Carlo simulation of

115000 Kn, events was made from K"s with the
momentum distribution of the 23 in-flight events
in the & background study which passed the K'-
at-rest cut to determine the fractional number of
K„,in each energy bin. For this correction the
factors of normalization were the Particle Data
Group (PDG} branching ratios and the K' in-
flight contamination factor.

(iii) K, , in flight. The K,. in-flight correction
was made in exactly the same way as that for the
Kn, in flight. 23000 K, in-flight decays were
generated by Monte Carlo from K "s with the mo-
mentum distribution of the 23 in-flight 7 events.

(iv} K, , with v' scatters &30'. In a study of
844 m' 's from w decays, 19 m" s scattered more
than 30 . The range to the scatter was measured
for each of these and a mean free path calculated
assuming that the cross section for nuclear
scatters is independent of the momentum for such
low-energy pions. The mean free path was found
to be 316 cm. The mean free path was used to
estimate the loss of events as a function of energy.

(v) K, , with v' decay in flight The averag. e
velocity of the m" s in each energy bin and the
path length traveled in each bin were used to de-
termine the time of flight of the secondaries in
the n' rest frame. Using the Particle Data Group
value for the m' lifetime, the number of events
lost due to m' decay in flight could be calculated.

(vi) K, , where the s' leaves the bubble chamber
1208 measured & decay origins were used as the
decay vertices for 120800 Monte Carlo generated
T'' decays. The position of the m' ending was
estimated by using a function relating chord length
in the plane perpendicular to the magnetic field
to arc length. If the coordinates of the end point
fell outside of a cylindrical surface with radius
1 cm smaller than that of the true bubble chamber
radius, the pion was called out. The small dif-
ference in radius was chosen because it was felt
that a pion decaying so near to the mall would

probably not be identified correctly. Similarly,
the range component along the magnetic field was
used to determine the z coordinate of the end;

point. If the end-point z lay outside of the planes
parallel to the top and bottom glass but 1 cm in-
side them, the track was called out.

(vii} Corrections to the sloPe due to range de-
pendent scan efficiencies. The double-scan ef-

IV. RESULTS AND CONCLUSIONS

The differential decay rate for K- 3w may be
parametrized by the expression

where

" I& (s,) I'0(s, ),

IM I' ~ 1 + g[(s, —s,)/m. +'J

+ h[(s, —s,)/m. +']'.
Here Q(s, ) is the Lorentz-invariant phase-space

ficiencies by energy bin were calculated from the
numbers in each bin found only in the first scan,
only in the second scan, and in both scans, as-
suming "equally hard to find events, " i.e., that
events found in the first scan were no more likely
to be found in the second than those missed in the
first scan. The number of events in each energy
bin for an ideal experiment with a slope of 0.601
and a total of 5292.5 events between 8 and 50
MeV was multiplied by the efficiency factor for
that bin, then renormalized to the same total num-
ber of events in the spectrum. A least squares
fit, using the error in the calculated double-scan
efficiencies times the number of events in each
bin as weighting factors, gave the best fit value
of g to be 0.603. The resulting shift in slope is
thus + 0.002, and therefore the correction made
to the experimental value of the slope for this
reason is —0.002.

(viii) Correction to the slope due to the addition
Of events measured by HANGER. A sample of 90
events measured both by RANCE~ and by SHAPE

were added, first measured one way and then the
other, to the data for an ideal experiment with
slope 0.601 in the same proportion as RANGER

events were added to the SHAPE -measured 1'
data. The sample containing the RANGER mea-
sures, which tend to be longer on the average,
has a slope which is lower by 0.003. The cor-
rection that must be applied to the experimental
value is therefore + 0.003.

The net correction to the slope due to both (vii)
and (viii) is therefore + 0.001. This is much
smaller than the quoted error in g, + 0.021, which
was obtained by adding in quadrature the statistical
error in g, i.e, 4g for b,„'equal to 1, and the er-
ror in g which would result from an error of 20%
in our method of estimating the K» correction.
The errors in all other corrections are negligible
compared to these.

Corrections (vii) and (viii) and the quoted error
have been calculated in the same way when quoting
the results of fitting to a quadratic matrix ele-
ment.
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factor, s, = (P» —P, )', where P» and P, are the
energy-momentum 4-vectors of the K and the ith
pion, s, =-,'Q', , s„and the index 3 designates
the odd pion in the decay, thus the w' in w' decay.
The square of the pion mass is introduced to make
the coefficients dimensionless.

Since the variable s, is linear in the w' kinetic
energy T„

s, = (m» —m, )' —2m»T,

and

s, =-', (m»'+ m, '+ m, '+m, '),
the calculations were actually carried out using
this variable ~ The cut and corrected data was
divided into 14 intervals each 3 MeV wide between
8 and 50 MeV. Then, the expression for the dif-
ferential decay rate was numerically integrated
to get the expected number of events in each of
the 14 energy intervals as a function of the pa-
rameters gand h. A X' fit to the data was made,
assuming first that the spectrum is linear, i.e.,
h=0. The value of g which minimized g', cor-
rected for the small effects in III B (vii) and
III B (viii), was

g = 0.602 + 0.021 .

The g' for this fit was 4.25 for 12 degrees of free-
dom, which corresponds to a confidence level of
97.8%. The contributions to the error are 0.0175
from the statistical errors in the data points and
0.012 from the estimated error in the K» back-
ground subtraction.

Allowing for a value of h different from 0 did
not result in any significant improvement in the
fit. We obtained a g' of 4.19 for 11 degrees of
freedom, or a confidence level of 96.5% in this
case. The (corrected) values of the parameters
which minimized g' were

g=0.630 a 0.038,

h = 0.041+ 0.030,

c =0.54,

where c is the correlation between g and h,

(5g5h)/(5g) (oh). Thus, we find no evidence for
a quadratic term significantly different from 0.

It should be pointed out that the increase in the
linear coefficient when h is allowed to be nonzero
results mostly from the corrections due to the
energy bias in the scan efficiency and the inclusion
of events measured by RANGER, since these cor-
rections add instead of cancel as in the linear
case. This is also responsible for approximately
one-half the correlation between g and h. While

it is still true that the corrections to g and h due
to the scan bias are smaller than the errors in
these parameters, here the corrections are more
nearly comparable to the statistical error than
in the linear case. However, unless the method
used in estimating this correction was completely
in error, it would not contribute significantly to
the errors in the fit parameters.

The data divided by phase space is displayed
with the curve corresponding to the best-fit values
of the parameters for the linear fit in Fig. 5 and
the quadratic fit in Fig. 6 ~ The errors on the
data points are statistical only.

The results of our fits are compared to those
of other ~' experiments in Table Q. While the
agreement between the different experiments
appears poor, given the quoted errors, we pro-
pose that they can be reconciled by observing
that the data of Ref. 5 have not been corrected for
spurious Ep., events, which we found to be the
largest source of background. Since the quoted
probability for observing n-p-e decays on known
w" s from v decay (75%) is the same as in this
experiment, indicating similar optical conditions,
and since the data come from tracks in a bubble
chamber filled with C,F„in which p. tracks from
w decays are shorter and therefore more likely
to be ambiguous, the correction for Ep, , would be
expected to be at least comparable. The data in
Ref. 6, which come from the same film exposure,
would appear in terms of our experience to also
underestimate this correction. Since a larger
KQ 3 correction removes events from the upper
bins, increasing the magnitude of g, this could
explain the major part of the discrepancy.
The present experiment is in good statistical
agreement with Ref. 7, in which most of the data
come from v'' decays in a hydrogen bubble cham-
ber, and with Ref. 8, in which over half of the
data come from fitted 7' events with 3 or 4 con-
verted y rays. In both of these experiments,
the corrections for background contamination are
small.

In order to extract useful information from this
experiment, the results must be compared to
those of experiments involving the other charge
modes of K- 3m. The current world averages
for these quantities may not represent the best
values which could be obtained from the available
data since in several cases they are based on
weighted means of experiments that may not be
statistically compatible. Since the critical study
of the various experiments to look for sources
of systematic errors which would be required for
a more judicious computation of the averages is
beyond the scope of this paper, these averages
will be used along with our value of g to compute
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the five conventional test quantities for the isospin
selection rules. The average for g, the slope of
the m spectrum in SP~- w'x n, is particularly
suspect, since it comes primarily from two sta-
tistically inconsistent results, the experiment of
Albrow et al. ,' which quotes 0.651~ 0.012 on the
basis of 29000 events and that of Buchanan et al. ,

"
which quotes 0.555+ 0.016 for 36000 K' decays.
However, a recent experiment by Buchanan
et al."in which the three major decay modes of
the Kl', were studied simultaneously in a wire
chamber magnetic spectrometer quotes a higher
value for g', 0.590+ 0.022 for 56000 K~ - Sw de-
cays. Reference 11 also quotes a revised value
for the results of Ref. 10, g'=0.592+0.022. Both
results tend to corroborate the most recent PDG
average 0.610+ 0.021. A recent high-statistics
experiment by Messner eI, al. ," involving 509000
Kl, - w'w w' decays, quotes g'=0.636+0.009 when

fitting to a linear spectrum. Ve have calculated
a new world average using this result and the PDG
average for use in the 4I = 2 rule tests. The
major contribution to g, . the slope of the w' in
K '- m'~'m', comes from the wire spark chamber
experiment of Ford et a/. ,

"involving 750000 T

decays of either sign. The averages used for the
slope parameters are

g'=0.632+0.008 (PDG+ results of Ref. 12),

g, = —0.214+0.004 (PDG).

Table III shows the experimental values for the
five conventional test parameters obtained as de-
scribed above, all of which should equal 0 if a
strict ~&I~=-,' rule is assumed, along with several
theoretical predictions for them. A common
feature of all the models shown is that they include
both [AI)=s and ]AI[=-,' in Hv but no (AI(& s
amplitudes. Model A (see Ref. 14) assumes the
current-algebra relations and the PCAC (partially
conserved axial-vector current) condition which
relate the K- Sn amplitudes to those for K- 2m

at the soft-pion points, and the extrapolation to
the physical region for K- Sm is carried out as-
suming that the K- Sm matrix element is linear.
Final-state interactions are assumed negligible.
Earlier predictions based upon similar models
differ only because earlier values for the K 2w

rates were used. "'" Model B (see Ref. 1V) is a
phenomenological model due to Holstein. Here,
the amplitude is constructed from pion poles,

I.5-g
I I I I I I

DATA POINT NOT

INCLUDED IN FIT

I.3—

0.9—

0.7—

0.5-

0.3-

~ s

O. l
I I I I I I I I I I I I I I I

8 II 14 l7 20 23 26 29 32 35 38 4I 44 47 50 53

T, (Mev)

FIG. 5. Distribution in T3 of the cut and corrected data weighted by phase space for the fit to a linear spectrum of the

form (M(t =1+g[ (ss —sa)/ms+a]. The solid curve is [M(t for g=0.602. Errors displayed are statistical only.
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kaon poles, and terms up to first order of an
expansion in the momentum of the pions. The
amplitude so constructed is required to satisfy
the current-algebra relations in the soft-pion
limit. The predictions differ slightly from those
above since the amplitude contains terms with
kinematic factors of order m, '/ms' which go to 0
in the soft-pion limit but which make a small con-
tribution in the physical region where the pre-
dictions hold. A Veneziano model calculation due

to Hara is labeled C." Hara assumes the pion-
and kaon-pole dominance model of K- Sm decays

and constructs the decay amplitude from ampli-
tudes which contain pion and kaon poles plus poles
due to higher resonances on the n and K trajec-
tories such that the resulting amplitude satisfies
the current-algebra relations at the soft-pion
points. The imaginary part of the amplitude is
found to be small (-3c/c) under the assumptions
made, so that the decay matrix is still almost
linear. Not only are the five test quantities in
quite good agreement with experiment but also
the calculated numerical values of the slopes,
which are

g, = —0.24
I

—0.214s 0.004 (PDG)

g, =0.62 - to be compared with 0.602~0.021 this expt.

g' = 0.60 0.632+ 0.008 (PDG+ results of Ref. 12).

Hara's predictions for the absolute decay rates
are low, however, which he feels might be at-
tributed to off-mass-shell effects. They can be
brought into agreement with experiment by as-

suming nonlinear trajectories, but this results
in a poorer agreement with the slopes.

The over-all good agreement between the ex-
perimental values and these theoretical predic-

I I I I I I I I I I

l.5
DATA POINT NOT

INCLUDED IN FIT

13-

0.9-

0.7-

0.5-

0.3—

O. l
I I I I I I I I I

8 I I l4 l7 20 23 26 29 32 35 38 4l 44 47 50 53

v, (Mev)

FIG. 6. Distribution in T& of the cut and corrected data weighted by phase space for the fit to a quadratic spectrum of

the form [M[t =1+g[(s& —so)/m~+'I+it[(s3 —so)/m„+t)t. The solid curve is [M [t for g =0630 sud h —0041. Errors dis-

played are statistical only.
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TABLE II. Compilation of experimental 7' results.

Number of events Experimenters Reference Experimental values y2 probability

Fits to a linear spectrum

1792

1874

4048

2285

5635

Kalmus 8 al.

Bisi 4 al.

Davison d al.

Aubert 4 al.

This experiment

0.48 + 0.04

0.60 +0.1 hydrogen data only)
0.586 + 0.098 Qyd. + HLBC)

0.516 + 0.018
0.586 + 0.013 ~

O.64 ~0.04'

0.602 + 0.021

9O%
50%

8.4%
5.1%

-4O%

97.8%

Fits to a quadratic spectrum

4048

2285

5635

Davison 4 al.

Aubert et al.

This experiment

0.522 + 0.04

0.67 + 0.06

0.630 + 0.038

0.010+0.041

-0.008 + 0.084

0.041+0.030

7.1%

39%

96.5%

Fit to a linear matrix element.
b Fit to a quadratic matrix element.

tions, all of which are consistent with the cur-
rent-algebra relations and the PCAC condition,
is a strong argument in favor of a charged cur-
rent & charged current form for H~. The sup-
pression of ~AI= & (or, equivalently, the en-
hancement of

~
b I

~

= —.'. ) appears to be consistent
for K- 3m and K- 2m decays whatever the exact
dynamical mechanism.

The information displayed in Table III allows
us to reach the following conclusions:

(1) The value of Test 4, which is seven standard
deviations from 0, indicates that

~
nI

~

~
~ transi-

tions to I =2 final states are present in the K- 3m

matrix element.
(2) Similarly, Test 3, which is 3-', standard de-

viations from 0, indicates ~bI~=& transitions to
I =1 final states.

(3) The value of Test 4 is adequately well pre-
dicted by the current-algebra relations at the
soft-pion points when only amplitudes with ) nI )

- ~ are included, indicating the ( AI j
=-', transition

to I = 2 can be neglected. (( EI
~

~ —, transitions to
I =3 states can be assumed negligible since Tests
I and 2 are 0 within the expected electromagnetic
errors of 0.1)

(4) The over-all good agreement shown in Table
III supports isospin selection rules which are
consistent for K- 3m and K- 2m decays.

A further conclusion which arises from our ex-
periment is the following:

(5) since the systematic error caused by the
large size of the K» background is inherent in
this technique and is of the same order as the
statistical error, further investigations by this
method will not improve the results significantly.
More information could, of course, be obtained
with fitted events using a full Dalitz plot analysis.
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