
PH YS IC AL REVIEW D VOLUME 12, NUMBER 8 15 OCTOBER 1975

Solutions of the Callan-Symanzik equation in a complex neighborhood of zero coupling*

N. N. Khuri
Rockefeller University, New York, ¹wYork 10021

(Received 21 April 1975)

In this paper we investigate some of the consequences of having the vertex functions in a field theory or a
model, that satisfy the Callan-Symanzik equation, also satisfy some analyticity and uniformity properties in
the coupling constant g. The solutions of the Callan-Symanzik equation in a complex neighborhood of the origin are
studied. The implications of analyticity in g to scaling, anomalous dimensions, and Borel summability for
large Euclidean momenta are pointed out. The input we start with, though not yet established in four-
dimensional field theories, has been proved for two-dimensional P' theories. It also happens to be true in many
"models" discussed in the literature in connection with Bjorken scaling.

I. INTRODUCTION

It is generally recognized that perturbation ex-
pansions in field theory are most probably diver-
gent. For certain superrenormalizable, self-
coupled, boson field theories this divergence has
actually been proved. ' At best, the hope is that
in renormalizable field theories perturbation ex-
pansions are asymptotic expansions.

Asymptotic series are useful for calculating
physical quantities for small values of the cou-
pling constant. However, in many cases one wants
to use perturbation theory in a deeper way as a
guide to the full theory. Much hard work has been
done on proving properties of the Feynman per-
turbation series order by order. One would like
to have a mechanism that could make a perturba-
tive equation exact in an actual theory. In general
there is an infinite class of functions which lead
to the same asymptotic series, and perturbation
expansions may not define a unique function. Sev-
eral years ago, Simon' showed that summability
techniques could give us a mechanism which will
not only lead us in a unique way from perturbation
theory to the full answer, but will also allow us to
show that properties that were proved order by
order in perturbation theory are valid in the full
theory. Using a classical theorem by Watson and

Carleman, ' he formulated what was called the
stxonI, asymptotic condition, which leads to a form
of Borel summability that guarantees a unique way
of recovering the function from the perturbation
expansion. A basic ingredient of the strong as-
ymptotic condition is that the functions one is
dealing with have to be analytic in the coupling
constant in a sectorial region around the origin of
the form(gI 0& Igl «& I arggl & kw + 5, d & 0}.Anoth-
er ingredient is the uniformity of the estimate of
the error one gets in taking the first & terms in
the perturbation expansion to approximate the
function in the sectorial region.

Recently, Glimm, Jaffe, and Spencer proved

that in a gp field theory in two dimensions the
Euclidean Green's functions are analytic in g in
a sectorial domain defined as above but with

I arggI& —,'p. For g in that sector they also showed
that the Green's functions remain tempered in
x space even for complex values of g. Eckmann,
Magnen, and Seneor' extended this sectorial do-
main to IarggI& —,'p+d, 5&0. They also were
able to establish all the estimates needed for the
strong asymptotic condition to hold and thus proved
the unique Borel summability of the Euclidean
Qreen's function in this case. This much desired
relationship between perturbation theory and the
full theory is then true at least in one example in
two dimensions.

One important physical example of the use of
properties known only order by order in perturba-
tion theory as properties of the full theory is the
Callan-Symanzik procedure for calculating the
asymptotic behavior of one-particle -irreducible
Green's functions in the deep Euclidean region. ~'
In this procedure certain mass insertion terms
are ignored and assumed small even though one
has only been able to prove this fact order by
order in perturbation theory. Without the assump-
tion that the full mass insertion terms are also
negligible, one cannot get any useful results from
the Callan-Symanzik procedure. Although this is
rarely explicitly stated, the hope is presumably
that some kind of summability method will enable
us to prove this crucial assumption. If, for ex-
ample, the Borel summability established by Eck-
mann et a/. in two dimensions can be also proved
in four dimensions, then one can actually prove
that ignoring the mass insertion terms in the
Callan-Symanzik (CS) equation can indeed be jus-
tified for the purpose of calculating asymptotic
behavior.

Very little is known yet about analyticity in the
coupling constant in four dimensions. However,
if the singularity structure of Euclidean Green's
functions in the neighborhood of the origin is too
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complicated, that in itself will throw considerable
doubt on the validity of dropping the mass inser-
tion terms in the CS procedure. Guided by this
fact, and by the analogy with the two-dimensional
case, we shall make certain simple analyticity
assumptions in the coupling constant for the trun-
cated, one-particle-irreducible Green' s functions
at Euclidean, nonexceptional momenta. The as-
sumptions we make allow for the divergence of
perturbation expansions and they are only limited
to a small, finite sectorial neighborhood of the
origin whose size may depend on the momenta.

Given this type of analyticity in g, the purpose
of this paper is then to study the solution of the
Callan-Symanzik equation in a complex neighbor-
hood of the origin, g =0. We do this mainly for
gp theory in four dimensions, but the generaliza-
tion of our results to other cases is quite simple.

Our first result shows that even though gp4 is
not asymptotically free for real g&0, nevertheless
there exists a domain of complex initial values of
g inside the assumed analyticity domain for which
the vertex functions, I i"i(Ap„. . . , Xp„;g, m), be-
have as A.-~ as they do in an asymptotically free
theory. This is perhaps not so surprising. But
what is surprising is that this domain of asymp-
totic freedom turns out to intersect with the region
Reg&0, and to have a boundary curve in thai region
that starts from the origin with zero slope. Thus
for small enough ~g~, initial values with

~g, /g„~ &Csin'e, argg=-e, will be shown to lie in
the asymptotically free domain for any small
e&0, as long as

~
g~/sine is small. In other

words, points arbitrarily close to the positive
real g axis have P" '

(Xp, ;g, m) with asymptotically
free behavior as A. -~.

When one couples this result with the tempered-
ness of 1 ~i(Ap„. . . , Ap„;g, m) in momentum space
for complex g inside the analyticity domain, a
property that has been established in Ref. 4 in the
two-dimensional case, then one is led to severe
restrictions on p' field theory in four dimensions.
If the theory has a nontrivial ultraviolet-stable
fixed point at g g„, with p(g„) = 0 and p' (g ) & 0,
then one is forced under our assumptions to choose
between one of the following two alternatives:
(I) The anomalous dimension at the first nontrivial
fixed point vanishes, i.e., y(g„) —= 0, andthe leading
power behavior of the 6 "i (ap, ;g, m) for large X

and small real g& 0 is canonical. (II) As X- m,

the functions F "i (Zp, ;g, m) must have a cut or a
line of dense singularities in the g plane that
approach the origin as A. grows and get denser in
spacing. This line of singularities will be arbi-
trarily close to the positive real axis and will
start off with zero slope from the origin. Alter-
native I can only be valid if the fixed point is

sufficiently singular so that one cannot write a
CS equation at the point g =g„, but has to solve
the differential equation for g &g„and then take
the limit of the solutionasg-g„. If the CS equa-
tion holds at g =g„, then as has been shown by
Parisi, and Callan and Gross, ' y(g„) =0 implies
g.„=0 or a free-field theory. Alternative II means
that for large A. one has not only to give up Borel
summability for I "i (ap„g, m) except for very
small values of g that shrink as X-~, but more
seriously the existence of a line of singularities
close to the positive real axis puts the Callan-
Symanzik assumption about the mass insertion
terms itself in doubt.

One is left with the possibility that $4 field
theory has no nontrivial fixed points. In this case
the usual real g Callan-Symanzik approach does
not give us any information on the asymptotic be-
havior of F™.Our present approach will in that
case lead to the result that for all g in the domain
of analyticity, including real positive values of g,
the asymptotic behavior of I'i "~

(A p,.;g, m) has the
canonical powers in A, as A. -~, i.e., A~ " times
terms which increase (or decrease) slower than
any power of X. This of course is true only if
the dense singularities of alternative II are not
present.

In Sec. II we review the results of two-dimen-
sional field theories and state our assumptions
precisely. The C allan-Symanzik equation with
complexg is then solved in Sec. III for g in a
neighborhood of the origin. A domain of asymptot-
ic freedom for gp4 theory in four dimensions is
found and certain properties of the solutions for
g in this domain are derived. In Sec. IV we show
how the results of Sec. IO lead to the above-men-
tioned restrictions on the theory. We then briefly
discuss the generalization of our results to gauge
type theories and to non-Abelian gauge theories
in Sec. V. In these cases one has to use the vari-
able a =g', and for non-Abelian gauge theories
the line of singularities of alternative II lies in the
second quadrant of the o. plane and close to the
negative real axis, leading to no inconsistency
with Borel summability for Re+ & 0.

In Appendix B we briefly comment on the impli-
cation of our results for Bjorken scaling.

II. ANALYTICITY IN COUPLING CONSTANT

The purpose of this paper is to investigate the
consequences of having the vertex functions in a
field theory or a model satisfy certain general
analyticity and uniformity properties in the cou-
pling constant g. In this section we shall briefly
state our analyticity assumptions and discuss the
motivation for making them.
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D ={gl 0 & I g I «(pc) I arggl «k ~ (2.1)

A similar domain is assumed for the Callan-Sy-
manzik functions p(g} and y(g).

(B) The asymptotic properties, for small IgI,

p(g) =cg'+0(g'), c& 0

y(g) =fg'+o(g'),
(2.2)

ho].d Uniformly for all g& D.
There are several reasons for starting with

such simple but perhaps strong assumptions and
investigating their consequences. We list some
of them here.

(1) Properties similar to (A) and (B) have been
proved for two-dimensional (t) field theories. '
Although everyone recognizes that the transition
from two dimensions to four is not easy, still (A}
and (B) have not been ruled out and give us simple
but admittedly strong starting points. In fact one
of the lessons of this paper, as we shall see be-
low, is that assuming too much analyticity will
lead to almost trivial theories, and even given (A)
and (B) one possibility we show is that singulari-
ties start approaching the origin as p, - ~ in the
Euclidean region.

(2) Analyticity and uniformity in a sector with

opening angle larger than g are necessary for
Borel summability. Borel summability is one way
one can prove the Callan-Symanzik assumption
about dropping the mass insertion term in the
Callan-Symanzik equation.

(3) Assumption (A) is the simplest one can make
even if it is strong. It allows for a singularity at

g =0 which forces perturbation expansions to di-
verge. We choose the cut related to this singular-
ity along the negative real axis. What we are
assuming is that the next singularity nearest the
origin is at least of modulus r, (p, ). We have not
excluded the possibility that r, (p, ) might collapse
to zero as p, ~ in the Euclidean region. No
uniformity in p, is assumed.

(4) Finally, even if (A) and (B) are not true in
a field theory, they are true in many models that

For simplicity, and for having a concrete exam-
ple, we shall consider a massive gP" theory in
four dimensions, or a model based on summing a
certain subclass of graphs in p~ theory. Following
the standard notation, we let 9"~(p„.. .,p„;g, m)
denote the one-particle-irreducible, amputated
part, of the corresponding connected Green's
function, with Q", ,p, =0. We are only interested
in Euclidean, nonexceptional momenta, p, . Our
main assumptions are the following:

(A) For Euclidean, nonexceptional p„F~"~

(p„.. ., p„;g, m) are analytic functions of g in a
small cut circle domain D:

have been used extensively in the literature to
study the problem of Bjorken scaling. There are
even models in which the F " 's have a finite
radius of convergence ing, and which also satisfy
a Callan-Symanzik equation with a nontrivial
P(g). '0 For such models our results point out that
it is the analyticity in g which is sufficient to ex-
plain the absense of power deviations from scaling,
and not the specific dynamical details of the mod-
els. The fact that renormalization-group type
equations are also being used in other areas such
as the Reggeon calculus, where one again has
sometimes relatively simple models, provides an
additional incentive for this investigation.

Following the standard procedure we define the
asymptotic forms at nonexceptional momenta which
are denoted by I'i,",~ (p„.. . , p„,g, m). Formally,
these are obtained from I' "'

(Ap, ;g, m) by. first
using perturbation theory in g and then expanding
each order in a double power series in A.

' and
ink. . The formal sum obtained by discarding all
but the leading terms in powers of A,

' is F,", . It
was shown by Symanzik' that the I',", are the ver-
tex functions of a theory with massless particles.

Even for nonasymptotic values of X, the
functions Z'i& (Xp, ;g, m} satisfy the homogeneous
Ca11an-Symanzik equation"'

-x—+p(g) +4- p(1+y(g))
gA, Bg

x I'i.".,'(A.p„.. . , Xp„;g, m) =0. (2.3)

The functions I'i "~
(Ap, ;g, m) satisfy an equation of

the form (2.3) with an additional term on the right.
For large A. that term has been shown to be negli-
gible only order by order in perturbation theory,
and it is an open question whether one can prove
that the sum is also negligible. If that is not so
then I',",' willnot give the asymptotic form of 6"
for large A, even at nonexceptional Euclidean
momenta. One way to guarantee that the Callan-
Symanzik procedure is valid would be to prove
Borel summability in the sense of Ref. 2 for
9"&, I &,", ~, and the mass insertion terms.

We shall now further assume that 6,",~ (p„.. . ,
p„;g, m) have similar analyticity properties to
those stated under assumption (A). We shall de-
note the cut circle domain for F;,~ also by D even
though in principle it might be different from the
domain for I"". Since one by dealing with F,", ' is
effectively dealing with a zero mass theory, this
is an independent assumption which is excluding
the possibility that a dense set of singularities
collapse toward the origin as one goes to the
zero-mass limit. In two-dimensional g@4 theory,
g has dimension of (mass)' and. only the dimen-
sionless coupling constant(g, g ) has an analyti-
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city radius independent of some mass. However,
in four dimensions g is dimensionless.

Thus we can consider Eq. (2.3) as holding for
all g~D, assuming that differentiation with res-
pect to A, does not destroy the analyticity in g.
In the next section we study the solutions of
Eq. (2.3) for complexg~D.

III. SOLUTIONS OF THE CALLAN-SYMANZII('

EQUATION FOR g 6D

Our task in this section is to study the solution
of Eq. (2.3) for complexgED. Before we proceed
we briefly review the method of solving Eq. (2.3)
for real g.

For real g, g& 0, the solution of the Callan-Sy-
manzik equation is well known,

H.",) (~p„g, m)

FQ, z) y0, )=Z'-"r', ",)(p„g(t,g), m)exp n -Cx
(3.1)

where t =—ink. , and the effective coupling constant
g (t,g) is defined as the solution of the differential
equation,

plex initial values g= D such that
(a) g(t, g) are analytic in g for g& D for all t,

0&t&~;
(b) for all t, 0 &t &~, g(t, g)~D &i.e.,

0& lg(t, g)l &r.(p, ),

1»gg(t, g)l & v.
(3.5}

such that for allg=Ke'~ and K& K

p(~e' ) = cz'e" ~&
I () I . w. (3 't)

Let us define the domain D„ in the second quad-
rant of the g plane as

Otherwise, if (b) is not satisfied, a, g(t, g) which
for some value of t =t, has a value outside D will
be useless since then the term on the right-hand
side of (3.1), exp{-nJ,'[y(x)/P(x)]dx], will not
in general be defined if g is outside the domain of
analyticity of y(g). [We are assuming that P(z)
has no zeros for zE D other than at the origin;
g„ is taken to be outside D.]

We shall concentrate our attention on a small
neighborhood of the origin in which the first term
of Eq. (2.2) gives a good approximation to P(g).
Namely, we choose a value K0,

Kp&rp(p, ),

—(t, g) =p(g(t, g)),
dg (3.2) D ={gl o lgl«. , !v»gg«[. (3 .8)

The following theorem can be proved if the prop-
erties (A) and (B) are valid:

Theorem 2. For any g&D there exists a unique
II

solution g(t, g} of Eq. (3.2) which for any t & 0 is
(a) analytic ing, (b) satisfies Ig(t, g)l & K„
—,')7& argg(t, g)&)7, and (c)

with initial value

g(0, g) =g.

In Eq. (2.2), c & 0, andstartingwith asmallg&0,
g(t, g) will grow as t - ~ If we assume the exis-
tence of a fixed point, g, with p(g„) = 0,
P' (g„)&0, such that g(t, g}-g for t —~, then if
I",",) (p„g, m) and y(g) are left continuous at g„,
Eq. (3.1) gives us the asymptotic behavior for
large X, and nonexceptional momenta:

lim Ig(t, g)l = 0,

lim(argg(t, g))x, g=D (3 9)

where the last limit is approached from above the
negative real axis, i.e., for any finite t &0,
argg(t, g)& rr.

Hence, if we choose our initial g to be complex
and to lie in D„, then g(t, g), the effective coupling
constant, shrinks in modulus as t - ~ and

I,",) (Ap, ;g, m) behave as in an asymptotically free
field theory for all g~D .

Proof of theorem 2. We shall leave the proof
of the analyticity of g(t, g) in g for Appendix A.
It consists of a simple extension of Picard's clas-
sical theorem for the existence of solutions to
differential equations to the case of complex initial
conditions.

The proof of assertions (b) and (c) is quite simple.
Equation (3.?} is equivalent to the integral equation

I (&&)
(yp

~ g m) ))4 » [1+7(& )]1&(n) ( p .g m)

(3.3)x exp[-nr(t, g)],

where

(3.4)=o (In)().

Thus in this case the field p has the anomalous
dimension d =1+y(g„). If p(g) on the other hand
has no zero in the interval 0&g& ~, then the CS
approach tells us nothing about the behavior of
I"")(Ap, ;g, m) for large A. .

To extend the solution (3.1) to complex initial
values g —'- D, one has at first to find solutions of
the differential equation (3.2) with real t and com-

C

g(t g}=g+ dt'p( g(t' g})~

0
(3.10)

t
&I&, g)= J d&')&(7)&', &ll) &)&l)]-

0
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We take I; = ~t, then for g = ze'~

g (a t, g) = ~e' ~+ c~'e" ~a t + O (~').

But sinceg== D,-then v/2& p& w, a,nd hence
11

lggt, g}l =~i I cue-"~tl &K,

(3.11)

tion dg, /dt =cg,' (t, g), which is given by

go(t, g)= (3.16)

At the end of Appendix A we show that for large t

and we see that the modulus shrinks, g (t, g) g, (t-, g) =0 —, , g =D—.I
(3.17}

I g Q I,g) I &
I g (o, g) I . (3.12}

In general if g(t, g):D, then

lg(t +t t, g)l &
I g(t, g)l, (3.14)

argg(t +e t, g)-argg(t, g)= cl g (t, g)l ~t sing(t, g),

(3.15)

where P(t, g)-=argg(t, g). By induction one sees
that as t-~, l g(t, g)l —0. Furthermore, the
argument of g(t, g) for g & D„ increases with t and

approaches r;. It is clear from Eq. (3.15) that the
increase in the phase ofg for each interval t —t +XI;
gets smaller and smaller as p(t, g) gets closer to
v since the right-hand side in (3.15) is proportional
to sing(t, g). Thus the flowg(t, g) approaches zero
as t -~ along a curve above the negative real axis
whose tangent at the origin is zero.

For large t, one can easily show that g(t, g)
approaches the solution of the differential equa-

3imilarly, one can show that the phase increases,

[a1gg (n t, g )-ar g g ] = cKd. t 8in p +0 (e' ),

(3.13)

where the error on the right is real and the imagi-
nary part of the error is O(t '). This gives

Reg(t, g),~„-—+0 (3.18)

Img
Img(t, g),~, » +0 —, , g~D .

(3.19}

So far our results are not surprising since had
we had analyticity in a full circle around the origin,
then it is obvious that we would get g(t, g)- 0 as
t —~ if g is real and g & 0. The domain we have
considered up till now has Beg& 0.

For g-= D, we have g(t, g)- 0 as t -~. On the
II

other hand, for real g, g& 0, the flow is such that
g(t, g) increases with g and if a fixed point exists,
g(t, g)-g„as t- ~. The question is: What hap-
pens to g(t, g) for initial values g that lie in the
part of D in the first quadrant? In other words,
can the domain of asymptotic freedom, D, be

II
extended into the first quadrant? The surprising
answer is that not only can D be extended, but the

IJ

extension includes points which for small enough

lgl have a phase that can come as close as we

want to zero. The domain we get is given by, for
g =

I g I exp(t y),

De= gl 0&lgl= —', -&y&s ~ & gl0&Igl&~»np, o&p&-',mI
a '2 a ' 2i ' (3.20}

with

a = 1 +m/2.

Thus in the second quadrant the domain D~ is
bounded by the quarter circle with radius lgl =v,j
g, and in the fir st quad rant the boundary is given by

lgl = (eo/a)sing where p=argg. The domain De
is shown in Fig. 1.

We now prove the following theorem again ac-
cepting the assumptions I'A) and I'8) for p(g):

Theorem, 2. For any g —' Q~. there exists a
unique solution of Eq. (3.2), g,'t, g), which for any
L' & 0 is (a) analytic in g, I'4) has the property
g -- D„, and (c) for large t, lim, ~(t,g) =0 and

lim, „argg(t, g) =w as in theorem 1.

P&.oof Of theavem 2. Obviously, we do not have
to prove tbe theorem if v& argg & v/2. This was
already done in theorem 1. We consider an initial

i I mg

Reg

FIG. 1. The domain of asymptotic freedom, Dz.
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g in the first quadrant with g =
I gle' ~ such that

K 7r g
Igl & ~sing, a =1+ 2,a (3.21)

where ft) can be as small as we please as long as
the inequality (3.21) is satisfied. We define the
sequence fg„j as

g, =g+cl gI'e"~t t,

g„=g„ i +clg -il e
(3.22)

where ~t is small and argg„-=p„. As long as
lg„ I & Ko the above sequence gives a good approxi-
mation to g(t, g), namely:

g(nt t, g) =g„+o(nlgl'). (3.23)

2c lg I ~ t sin p
' (3.2V)

then for all k «N, „,

lg, I
- lgl +

2 „.„+o(&.,„lgl')

and using Eq. (3.21) we get

(3.28)

The increase in phase at each step is given by

This can be checked by approximately solving the
integral equation (3.10) in discrete steps t„=nt»t.

Starting with any P such that 0& p & v/2, we note
that as long as p„,& w/2,

& Ig. l, (3.24)

(3.25)

One can also show by repeatedly using the triangle
inequality that

Ig„l & Igl (1+ncl gl b, t cosp)+o(nlgl') (3.28)

Hence if n is not too large, lg„l remains small.
In fact if we define an N, „as

&» =. clgl&t »ny+o(lgl'), (3.31)

where we have used the inequalities Igl & Ig, l and
sing& sin(y ++i ', 6i), both of which are true as
long as P» & z/2 for all & «iV,„T.he lower bound
(3.31) leads to a lower bound on p„max

max

4'» =0++ 5» ~ 4'+N„~m.
k=1

F-4+2 ~ (3.32)

This contradicts the statement that argg„& v/2,
and proves our assertion about the existence of N, .

Thus starting with g in the first quadrant with
any positive phase p but satisfying Eq. (3.21), the
sequence g„g„.. . , gk, . . . ,g~ will increase in

Np

phase and modulus until finally the phase of g~ is
p

bigger than w/2. However, even though the modu-
lus increases it remains bounded for all k «Np «N
such that lg„l &»„and we never get to a value of
lg, l, where our approximation for P(g»)= cg»' is
not good. Once the phase passes v/2, i.e., for
g~ „,g„,» etc. then we are in the domain of
theorem 1, and from then on the modulus starts
shrinking and we approach the origin in the same
way as in theorem 1. Namely, we have for
k&N, lim» „lg„l-0 and lim, „argg, =w. It is
obvious that the asymptotic properties for large
t of g (t, g) given by Eqs. (3.1V), (3.18), and (3.19)
also hold in this case. This completes the proof
of assertion (c) of theorem 2. Assertion (a) on the
analyticity of g (t, g) in g will also be proved in
Appendix A.

We are left with the task of proving that if
g~ De theng(t, )ge ~D, i.e., assertion (b). To do
this we first show that if g-Dz then g(n, t,g)-D .
We are only interested in the case 0& argg& v/2,
since those values of g in the second quadrant part
of @have already been dealt with in theorem 1.
We have then for g= D~ and argg & w/2

k «N, „. But this gives a contradiction since as
long as all thegk's lie in the first quadrant, 5k
will have a, minimum which follows from Eq. (3.29):

+o ( I gl'). (3.29)

We claim that there must exist an integer Np «N
„. „

such that

K
Igl & ~sing,

a

and from the integral equation (3.10),

g(tit, g) = Igl e"(1+el gl t»te")+ o(lgl'),

(3.33)

(3.34)
m

+By 6& 0
0

(3.30)

which gives

Ig(«, g)l = Igl (1+clgl t»t cosy)+o(lgl'},
(3.35}

for if no such N, exist then g~ will have a phase
+max

less than or equal to w/2, as will all the g, ' s for

argg(b t, g)= p(t»t, g) = Q+ clgl t»t sing

(3.36)
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Using the above four equations, we get

—ssinp(L}t, g)—= ~sin(p+cIgIt}t eos4})

—= —'sing+a sinycIgIzt cosya a

~ Igl+cI gl't}t cosy~ I g(at, g)I,
(3.37)

where in the above inequalities we have ignored
terms of higher order in IgI. It is clear from
(3.37) th tag(tt}, g)E D .rIn a similar way one can
show that if for any t

g(t, g)eDr,
then

g(t +tt}, g)H Dr.

This completes the proof of our theorem.
Perhaps we should here stress the fact that the

D~ we have found in theorem 2 is not necessarily
the maximal domain for asymptotic freedom. The
boundary in the first quadrant, IgI = (z, /a}sing, is
not, in the neighborhood of the origin, the "sepa-
ratrix" or "critical line"" of the differential
equation (3.2) but gives just an upper bound to it.
However, for the purposes of this paper the do-
main D~ is sufficient.

For any complexg~D~ we can at this stage
write the solution of the ballan-Symanzik equation
as in Eq. (3.1), namely

6,"}(Xp„g, m)

g (t,g}
=}}.' "I't,",}(p, ;g (t, g), m) exp -n y, dx

tt

(3.1')

The integral on the right-hand side in (3.1 ) is a
contour integral along a curve lying fully in D~.
We assume p(z) has no zeros for z ~Dr, and it is
then clear that the exponential term in Eq. (3.1')
is analytic ing for all g~ Dr since g(t, g) is ana-
lytic. The size of the domain D„ for this term
depends only on the size of the domain for }8(g)
and is independent of t = 1nA, and of the p, 's. We
recal; that Ig(t, g)I& z, /a for all t and shrinks to
zero for large t. The term I' t,",}(p, ;g(t, g), m),
being an analytic function of an analytic function,
is analytic ing for all g~D~. Again in getting
the radial size of D~ here we only have to satisfy
the inequality IgI & (K,/a)sing, with z, &r, (p, ),
and Ko does not depend on A, for fixed p, , i.e., we
do not need an inequality of the form tc, & r, (}}p,)
For fixed Euclidean p, , the whole right-hand side
of Eq. (3.1') is analytic in a domain @whose size
is determined by K, and does not shrink as A. -~.

The following properties of the solution
I".",'(}}p,;g, m) can be stated:

(}) I',", (}}p„'g,m) is analytic in g for all g~ D .
The size of this domain, for fixed p, , is indepen-
dent of X and does not shrink as A. -~. The param-
eter z, which determines the size of Dr in (3.20)
is determined by the behavior of t}(g) near the
origin and by the condition z, &r, (p, ). Thus if
F.7 (}}p;;g,m} ha. s any singularities in the upper
half g plane that approach the origin a,s A. —~,
these singularities must approach the origin along
a path in the first quadrant that lies between the
positive real axis and the curve I gI = (z, /a)sing.
This last curve starts out at the origin with a
zero slope.

(ii) From Eq. (3.1') one can read off the asymp-
totic behavior of I'(,", (Ap&,'g, m) as ~- ~, g'- Dr:

I'„(p,. ; g (t, z (t )), m) = 0. (3.40)

Hut g(t, z(t )) either defines a curve in Dr as t
varies, org(t, z(t)) =const=- t} The first pos.si-
bility is clearly ruled out since it would imply that
F.,", (P;;g, m}—= 0 for all g: Dr. The second possi-
bility can also be ruled out. We write

As noted earlier for all g= D~ and large t, g(t, g)
is well approximated by the solution g, as in Eqs.

I' "
(Ap 'g m)-A. "I',", p, ; +t z(t), m

—1

-t
y( g(t', g)}dt' .

0

(3.38)

The integral in the exponential is convergent for
large t. The imaginary part of g (t, g) for large
t, e(t), is positive and vanishes like O(t ). For
Eq (3.38).to be useful the limit as g- 0 of
I",", (p&,'g, m} must exist along any curve that lies
in the domain D. Furthermore, if we want to use
perturbation theory to calculate I"„.",}for g = —1/ct
+ t e(t), then we have to extend assumption (8) on
the uniformity of the perturbation expansion for
any g E D to include I'~.,",} (p, ;g, m) in addition to
p(g) and y(g). For any g-.=Dr, T",.",}(}}p;;g,m) be-
have for large X as if the theory was asymptot-
ically free.

(iii) For large enough A. the vertex functions
I',",'(p, ;g, m) have no zeros for g. Dr . Suppose,
for fixed p, , we have a zero atg=z(t), z(t)= Dr,
l.e.

y

r', ",}(e'p,. ;z(t), m) =0.

Since the p, 's are fixed and arbitrary the position
of the zero will in general depend on t = 1M. But
using Eq. (3.1') we get then
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(3.42 }

Solving this equation for z(t ) we get

z(t) = b
(3.43)

(3.16) and (3.17). We then have, ignoring terms
of order 1/t',

the Kallen-Lehmann representation for the prop-
agator. Furthermore, for g~D~, the results of
the last section tell us that the power behavior
of I",. ', (Xp;g, m) is canonical and given by X'. Thus
v e only need assumption (C) in the wedge between
the positive real g axis and the curve

I gl = (v, /a)
sin P.

We define tmo domains D. a,nd D as follows:

{gl 0& Igl«„/a, 0&»gg& r}, (4.2)
But for large enough t, this gives z(t)=1/ct which
lies definitely outside the domain D~. Thus for
Eq. (3.41) to hold, z (t ) PDz for large values of t.

This last argument is somewhat heuristic. It
does not treat the situation where z(t)t does not
grow as t —~. But for such zeros z (t ) will
approach the origin as t - ~and will present no
problem to our later argument. Again a sequence
of zeros, z,. (t }, all of which satisfy z, (t)-0 as
t —~, is not ruled out by the above argument.
However, all we need is to have a part of D~ in
the first quadrant free of zeros. Thus in the next
section we sha. ll assume that r 'I has no zeros in
D~. Our arguments can be easily modified to take
care of the above exceptions leaving the main con-
clusions unchanged.

IV. RESTRICTIONS ON P4 FIELD THEORY
AND MODELS

So far the results we have established, though
potentially useful, do not seem to be directly
relevant to physical field theories or models with
real positive g. In order to show how these results
restrict physical p4 field theory, we need to use a
third assumption again taken from the analogy with
the two-dimensional case. This has to do with the
fact that in Ref. 4, it was not only shown that the
Euclidean Green's functions are analytic in a small
half circle with Reg & 0, but it was also esta.blished
that for g in this domain the Green's functions are
tempered in x space even for complexg.

For the purposes of this section it suffices to
consider the inverse propagator, rt'~ (Xp;g, m).
For real g& 0, the propagator and the inverse
propagator are tempered for large p'. Our third
assumption states that temperedness is not lost
for complex g in a domain in the right half plane.
We shall assume, in addition to (A) and (B), the
following:

(C) For any g in the domain {gl Igl & «

I arggl & v/2}, and fixed p, the following upper
and lower bounds hold for large A. :

(4.1)

where M' and M" might depend ong but are
finite and positive. For real g& 0 this is not an
assumption since it follows from positivity and

D, -=D~ UD~, (4.3)

where D„ is the domain defined in Eq. (3.20) of the
preceding section. D is then the wedge bounded
by the curve Igl = («, /a)sing in the first quadrant,
the real interval 0&g& «, /a, and part of the
circle lgl = z, /a, as shown in Fig. 2.

From the results of Sec. III, we know that
r,2'(Xp;g, m) for large X has no zeros or singular-
ities for anyg~ D~. However, for g~D~ singu-
larities ing for rt2&(«p;g, m) might begin to appear
in D~ as A. —~ for fixed p. There are two cases to
consider separately:

Case I, r.,I (Xp;g, m) has no zeros or singular-
ities for g~D . We ignore the trivial zero at
g = 0. We consider a crescent-shaped finite,
closed domain, 5, as shown in Fig. 3, such that
D Q 5 is not empty and D~ Q Z is not empty and
such that Z includes a piece of the positive real
axis in the interval 0&g& «, /a. ' The origin is
taken to be outside Z.

We take a sequence {X,},W,
- ~ as j -~, and

with X, large enough. A sequence of functions,
o,. (g), is defined as follows:

Reg

FIG. 2. The domains D~ and D, D, = DFU D .

By hypothesis this sequence is analytic in@ for all
g=E. Furthermore, for allg~Z the bounds (4.1)
gives us a uniform bound

(4.5)

where M= Max z(M', M"). The limit as j-~
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Reg

FIG. 3. A sketch of the domain Z.

exists for all g~ (Z AD~). Hence using Vitali's
theorem, '

lim u~ (g) —= 4I (g), g~ Z (4.6)

where y(g) is analytic for g= Z. Hut from Eq.
(3.38) we already know that

y(g)=0, g:(D, AZ).

Hence we must have

4(g)-=0, gEZ.

(4.7)

(4.8)

But Z includes a segment of the positive real axis,
(Z flR, ), and this result must then hold for real
g, g~ (Z QR+). If P (g) has no nontrivial fixed
points, then Eq, (4.8) tells us that the power be-
havior of I'I2~ (Ap;g, m) for g in some interval in
«g& v, /a must be canonical. Namely as A.-~,
In(F(" (ap;g, m)A. ')/IM must tend to zero.

However, if P(g) has an ultraviolet-stable fixed
point at g =g„, then Eq. (4.8) cannot be consistent
with Eq. (3.3) unless

y(g )=o (4.9)

This conclusion is true even if g„ is outside the
domain D, as it most probably is.

There are well-known arguments by Parisi' and
Callan and Gross' which show that if the anomalous
dimension, y(g„}, is zero then this can only happen
if g„-=0. The argument assumes that one can write
the CS equation at the point g =g . With p(g„)
=y(g„) =0, this equation for F " becomes trivial
and will give a solution I",',~ (Xp;g„, m) = const(hp)'.
Thus the zero-mass theory, by the Federbush-
Johnson theorem, "is free and g„=0.

This argument is not a proof that excludes Eq.
(4.9) for g„g 0. For example, all one needs to get
around it is to have p(g) or its derivatives singu-
lar at g =g„. In such a case one solves the CS
equation for g&g„and obtains an answer for
I",', (Xp;g, m) which in the limit g -g„will not
necessarily lead to the free-field result.

The only way to get around our conclusion that
the asymptotic power behavior in momentum
space for H is canonical is thus to allow zeros

or singularities in the g plane for g~D . This
leads us to Case 2.

Case 2. As X- ~, F„I(Ap;g,m) will begin to have
zeros or singularities in the g plane in the domain

g ~D . One zero or a finite number of zeros
clearly will not be enough to avoid the conclusion
of Case f. In that case we can always find a se-
quence (A&} and a domain Z such that F .,~(X&p;g, m)
has no zeros for gzp. One way to destroy
the argument of Case f is to have a line of zeros
(or singularities) in D that get more densely
spaced as A. -~ and approach the origin as A. grows.
This will cut the domain D (or Z) in two parts as
A,.-~, and the functions a& (g) as j-~, will be-
have as the pressure does in the thermodynamic
limit when we have a phase transition. The limit
as j-~ of a, (g) will not then be an analytic func-
tion for all g~ Z.

Another way to avoid the results of Case f would
be to have a branch cut in D„whose end point tends
to the origin as A. -~. This could be caused by
even a finite number of branch points moving into
D as A, grows in such a way that one cannot choose
the cut structure so as to allow for a regular Z
that connects D~ with a segment of the positive
real g axis which lies on the physical sheet of the
g plane. The effect of such a cut on Borel sum-
mability will be the same as that of a line of zeros
or singularities.

This cut or curve of zeros (or singularities) will
have to lie in D and be between the real axis and
the line ) g~ = (x, /a)sing. It will thus start with a
zero slope, and for small (g~ and small y will be
at a distance less than 0 (( g ( sin'y) from the real
RXls.

Under Case 2 then, I",", (Ap;g, m) cannot be
Borel-summable for large X except for very small
values of g that tend to zero as X- ~.

For large X, these singularities of T"2I (Xp;g,m}
or the propagator d.((Xp)', g) are so close to the
positive real g axis as to cast doubt on the validity
of the Callan-Symanzik assumption about dropping
the mass insertion terms. It is possible that this
line of dense singularities for I",',I is present for
large A, and is exactly canceled by singularities
in I 2~ (Xp;g, m) so that the difference
[+2~(ap, g, m)- 9,',I(Xp, g, m)] has no singularities
near the positive real axis and no inconsistency
with Borel summability exists for it. However,
we know of no argument for such a cancellation to
occur. Why should the vertex functions I " have
singularities in g for deep Euclidean momenta and
then have these singularities suddenly disappear
in the mass insertion terms AT""? It is hard to
understand why adding the mass insertions will
lead after resumming perturbation theory to a
function in which the above-mentioned singular-
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ities disappear.
To summarize we are faced with three alter-

natives, none of which are without problems.
Perhaps the simplest possibility consistent with
(A), (B), and (C) is to let p(g) have no zero ex-
cept atg=0. In this case, for 0&g & Kp our re-
sults give a F l(Xp;g, m) which has canonical
power behavior in X, but allows for additional
powers of IM or even terms such as exp(ho. )' ',
etc. The second possibility is to assume an ultra-
violet (UV) fixed point at g =g„with y (g„)g 0, and
accept the line of dense singularities (zeros) in
the g plane for I'".'(XP;g, m) with large X. We then
have to give up Borel summability except for very
small values of g that approach zero as X-~.
The relation between F"and F~~ will in this case
be speculative. The third possibility is to take
the option y(g„) =0. This will give us scaling.
But the arguments of Refs. 8 and 9 show that this
cannot hold with g„g 0, unless p(g} is singular at
g=8

On the other hand, one of our assumptions, (A),
(B), or (C), might be wrong. The analogy with two
dimensions might fail. However, for simple
"models" that satisfy (A), (B), (C), and the CS
equation, the above results show that scaling can-
not be broken by a power if the model has a finite
radius of convergence ing whose size is indepen-
dent of p, with P(g) nontrivial.

Finally, it is important to stress the point that
the arguments of this section could have been ap-
plied to any I",.",' and not just I .',l. In that case one
needs again both sides of the inequality (4.1).
Namely, we have to assume not only that F„i in-
creases slower than some power of A. , but also
that it does not decrease faster than some power
of X. For I „' and for real g this is obvious since
F,", is an inverse propagator. For general I'~~ the
latter part of this assumption, though reasonable,
does not follow immediately from temperedness
even for real g.

Before ending this section we would like to point
to a possible mechanism that could be the cause of
the line of singularities we are talking about above.
Let us assume that there is a "critical curve" in
D starting at the origin, and separating those
values of g~ D, for which g(t, g)-0 as t -~, from
the values ofg for which g(t, g)-g„as t-~. This
curve will by definition lie below the spiral
)gi = (z, /a)sing, which forms the boundary of Dz,
and it will also have to start at g =0 with zero
slope. A "critical curve" or "separatrix" will
for large enough t have closely spaced singular-
ities. To prove this let us take two points g and

g, g, =D„g =D, one above the separatrix and
one below it such that ~g, -g ~

&e, with e arbi-
trarily small. We can always find a value of t = 1'

large enough such that g (T,'g, }= 0 and g(T, g )=g„
For this value of T=lak, we then have

Ig(T, g, ) -g(T, g )I .g.
Ig, -g t e

(4.10)

V. REMARKS ABOUT GAUGE THEORIES AND TWO-

DIMENSIONAL THEORIES

We shall make a few remarks about theories
other than p4. Our analysis becomes more com-
plicated for Yukawa type theories since there we
will have more than one coupling constant and have
to deal with coupled differential equations. We
limit our remarks here to theories with one cou-
pling constant.

Aphelian

gauge theories (quantum electro-
dynamics). Under similar assumptions the sam4.
results hold except one has to use the variable
o. = e', and take analyticity in a cut circle in the
a plane. Here again P(o) =ca'+O(n') with c & 0.

Thus derivatives at the separatrix for large enough
A. become singular, and if we take any point near the
separatrix then for large enough X it must be near
a singularity or a cut.

This gives us singularities in g(T, g) for g on the
separatrix. However, the solution (3.1') only holds
for g~a~ and for realg. We do not know if we can
write such a solution for g=- D„, nontheless for
g on the separatrix. But even if we were able to
do that due to larger analyticity domains for p(g),
y(g), and I"i~(A.p„g, m) than previously assumed,
it still does not follow that a singularity in g(T, g)
will lead to a singularity in F+(e~p&,'g, m). It is
quite possible, for example, for g (T, g) to be sin-
gular at g =go~ D, but y(x) will be such that
y(g(T, g, )) is not singular at g =g,. But if y has no
such singularity-eliminating mechanism then the sin-
gularities of g(T, g) could just be the source of our
line of singularities.

In closing this section we should clarify what we
mean by assumption (C} when singularities (or
zeros) are allowed in D„as in Case 2. Obviously,
if (C} holds everywhere for gZ D„ then there could
be no zeros or poles in D . Under Case 2, we
take the temperedness bounds (4.1) to hold for all
g~a except for small neighborhoods of the sin-
gularities or zeros. As mentioned above the argu-
ments of this section could fail because (C) is not
true in four dimensions though it is true in two.
This failure will have to occur at least along a
line (or strip) in D along which Z„(AP;g, m) will
either grow faster than any power of A. or decrease
faster than any power of A. .
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—=p(J (t, u)).dQ

dt
(5.1)

This theory is of course asymptotically free for
~ & 0. Making the same assumptions as before
gives an enlarged domain of asymptotic freedom,
D~, which is a reflection about the imaginary axis
of the domain D~. Namely, the spiral part is now
in the second quadrant. The line of singularities
discussed in the preceding section will be in the
proximity of the negative real a axis. This leads
to no inconsistency with Borel summability for
I'~,",.~(AP„' a, m) even for large A. . The analyticity one
needs for Borel summability is just a sectorial
domain with I argnl& w/2+6. This is yet another
attractive feature of non-Abelian gauge theories.

c. Tu~o dimensional theories (o~ n & 4). In these
theories as in theories with dimension less than 4,
the expansion of p(g) has the form

Theorems such as 1 and 2 hold for a(t. , a) given
the same analyticity assumptions.

b. Non-Aphelian gauge theories. ""For example,
in the Yang-Mills case we again use the variable
a =g'. Here, p(g) = -cg'+ O(g'), with c & 0. Using
p= 2gp, we study the differential equation

totic estimates for large t given in Eqs. (3.17),
(3.18), and (3.19).

The first proof is a simple generalization to
complex initial values of the proof of the Picard-
Lindelof theorem" on the existence of solutions
to differential equations. Gi ven any 5p& 0 we con-
sider a domain D~(t}o)CD„which consists of all
those points whose minimum distance to the bound-
ary of D~ is greater than 5 p. Let us take any
point go~Dr(6o) Th. en we define the domain
Up( D~,

ft. ={gl lg-g. l

We chose 5p such that U, does not reach the bound-
ary of Dr For .all g~Dz, p(g) is approximately
given by p(g) =cg'+O(g'). Therefore, we can
easily find a constant C, C&c, such that

Maxi p(g')I - c(lg, 1+6}'. (A2)
ft= Up

But for all go«= Dz we have Ig, l & zo/a, hence

Mc«X I «(«:«I C '—' ~ «)*.t~ Up a

At this point we consider the interval 0~ t ~ gp,
with

p(g) = —cg+O(g } (5.2}

where c& 0, and c is proportional to (4-n). These
theories are not only asymptotically free but also
because of the term of first order in g, the equa-
tion

T
p

C(xo/a+6)' '

For t in this interval we define the sequence
g» (t, go}, k = 0, 1, 2, . . . ,

(A4)

dt =P(g(t, g))

will in the neighborhood of g = 0 always give a flow
that is directed radially toward the origin:
dg/dt = —cg. Thus there could be no separatrix
in this case in the neighborhood of g =0, nor will
the line of sir@ularities discussed earlier appear.
The whole domain D will be a domain of asymptotic
freedom.
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APPENDIX A

In this appendix we give the proof of the ana-
lyticity of g(t, g) in g for a11 g ~Dr and any t in
the interval, 0 ~ t & ~. We also prove the asymp-

g„,(t,g, )=g, + P(g, (t', g,)}dt, 0
0

(A5)

where

go( «go)=go (A6)

Following Ref. 1V one shows by induction that for
all k

Ig, (t,g.)-g. l «6. ,

The functions g, (t, go) are analytic functions of
analytic functions ing, for any go~D~(5, ). For t

such that 0 t 7p fy~ Up for all k. Using iden-
tical methods as those in Ref. 1V we can show that
the sequence g» (t, go) converges uniformly as
k-~ to a functiong(t, g,} for anyg, «= Dr(5o) and
0 & t & ro. Thus g (t, g) for 0 & t & ro is analytic
for allg =Dr(6o). We recall that the choice of
5p is arbitrary; any 5p& 0 will do. Thus w'e have
analyticity in a domain Dr (6o) with Dr (6o)- Dr
as 5p-0.

We need of course to get to values of t&7p. To
do this we repeat the process again with an initial
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point taken at g (v„g,). The arguments is essen-
tially the same and we get analyticity for t in an
interval yp& t & Tlo The process can be repeated
for larger and larger values of t. The main in-
gredient that allows us to do this is that ~Z(t, g)~
remains bounded as t - ~ and g flows away from
the boundary of D~.

Finally, we would like to prove the estimates
(3.17), (3.18), and (3.19). To do this we consider
the integral equation (3.10) for t = T and t = nT,
where T is large and u»1. By subtracting we
get

Z(»g) -Z(n»g) =— d t' P(g (t', g)), g c D~

aT
dt'P(Z (t', g)) -2IZ(»g)l

(A8)

For large T we know that ~g(aT, g)( & ~g(T, g)~,
z&1. Hence for any &»1,

Since we have convergence in n this proves our
assertion.

APPENDIX 8

We briefly discuss the consequences of analyt-
icity ing to the problem of Bjorken scaling. We
limit ourselves to gp~ theory, and use the nota-
tion of Ref. 15. As is well known Bjorken scaling
is related to the asymptotic behavior of the c-
number functions in the Wilson operator-product
expansion, C," (q', g). The scaling structure func-
tions are related to C,

" through

el

J
dxx"-'F,. (x, q'), z „C',."'(q', g)(s(O'"'Js),

0

(Bl)
with x = —q'/2v. The Wilson functions satisfy a
CS type equation,

() &—+ p(g) —Y„(g) C, ' —,, g = 0. (B2)

{A9)

Since o, is arbitrary this gives us convergence of
the integral fr dt' p(g(t', g)) for any T. We can
then take a- ~ in (A8), and using the fact that
g(nT, g) vanishes in that limit we get

OO

Z(i', g)= J«'P(Z(-t', g)), g
T

(A10)

To get our estimates, we write an iteration
scheme for (A10) which starts withg, (t, g) the
solution of the equation dg„/dt =cg, . We write

gk+I ( Tt g )

with

«'P(Z, (t', g)), g- D, (A11)

g =(t )=

It is a trivial matter to check now that

oQ 3

Z(»g)- g(,T )g=- —b
(cgt' —1 '

-b 11+0c'T' cg

(A13)

Here b is real and is given by p(g) =cg'+ bg'+O(g').
Thus the error between g, and Z, is O(1/T') and is
real in that order. Complex contributions start
at order 1/T'. Repeating the iteration we get

Even in two dimensions analyticity of C~&~(q'/y, ', g)
in g has not yet been established. But if we assume-
(A) and (B) for the CI"i's in four dimensions, then
certainly the results of Sec. III will follow. How-
ever, to proceed further we need upper and lower
bounds for large(-q') and complex g similar to
those of assumption (C), i.e.,

(- q')'"' - I
C~ (q', g)I ~ (-q')"", g~D. , Reg& 0.

The right-hand side of this inequality is easy to
understand in terms of temperedness of C~' in q'.
But we also need the left-hand side, the lower
bound, to carry through the arguments of Sec. IV.
Unfortunately, here we do not have the Kallen-
Lehmann representation to guide us as in the case
of f "in Sec. IV.

Just for the sake of discussion let us assume the
validity of (B3) anyway. The same results as those
in Sec. IV will follow. Namely, either

=o, 0« —" (B4)

or we have a dense line of singularities as before
for g==D and large (- q').

The alternative (B4) has some interesting con-
sequences if the theory has a UV-stable fixed
point at g =g„. As we mentioned earlier,
y„(g„)=0 in this case can only hold if the point

g =g„ is singular and thus g &D. For g=- D~ one
gets

1g„(T,g) -g, (T,g) =O —,+i O —, . (A14)
2

C" — C" (1 0)j 2 yg q2~~ j p e ) (B5)
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where

f"'(g) = r„(g(&',g))d&',

with

f", '(g) = r.( g, (~' g))d&',
0

(B8)

The function f~)(g ) is analytic for g~Dz. But if
I C+g(q'/p, ', g)~ is uniformly bounded for all g~ f)
then the limit as (-q')- ~ must give us an anaiyt
ic function for allg~a, ." Hence, the functions

f )(g) are analytic for allg~fL.
On the other hand, we can directly calculate the

limit (- q2)- m for real g, g& 0,
2

C( ~,g, a „C,'(1 g )e r ', g& 0 (B7)

This last integral converges since we are assum-
ing r„(g ) =0. However, f~) (g) is not an analytic
function, since in the above integralg (t, g) for
large t gets out of the domain of analyticity of

Comparing the result (B5) continued for real
g with (B7) we get for real g, g& 0

(„) („) C; '(1, 0)
"'(1 (B9)

One can see that if we had analyticity of g =g„,
and if fi")(g) was the analytic continuation of
f" (g), then the left-hand side of (B9) would

vanish and we would get C~") (1, 0) = C&,")(1,g„). This
is another indication of the results of Refs. 8 and
9. Namely, r„(g„)=0 cannot hold withg„a0 un-
less the point g =g„ is a singular point.
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