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This paper presents the results of the ann&ysis of a single-arm inelastic-electron-scattering experiment at an

angle of O'. We present data on the turnon of scaling in the low-q' region 0.1 & q' & 1.8, the neutron-proton

comparison at large values of the scaling variable eo, resonance excitation, and the shadowing in scattering
from heavy nuclei.

From the time of Rutherford's analysis of a
particle scattering, the scattering of charged par-
ticles has provided a probe with which we are
still learning about the structure of matter. The
experimental observation' of large, almost point-
like, cross sections in electron scattering has
prompted much discussion of constituent models
of the nucleon, notably the parton model. The
prediction of Bjorken' regarding scaling behavior
for nucleon structure functions was also approxi-
mately verified, and at rather small values of q',
the four-momentum transfer. The present experi-
ment, which measures electron scattering at an
angle of 4'for various incident energies, was
designed to investigate the structure functions
vW', for the proton and neutron for values of q'
smaller than those for which scaling has already
been observed. In addition to this study of the
turn-on of scaling, the study of the ratio of neutron
and proton scattering at large values of the scaling
variable &u =2M v/q' is of interest.

Inelastic scattering can be considered as photo-
production by off -mass-shell photons. The total
photoproduction cross section is connected in a
simple way with the inelastic scattering of elec-
trons in the limit q'-0. In the present experi-
ment, data for values of q' from 0.1 to 1.8
(Gev/c)' provide some opportunities to study how

photoproduction is modified as q' increases. An

interesting example is the phenomenon of shadaw-
ing in electron-nucleus scattering, which has
been observed' in real photoproduction but has not

yet been observed in electroproduction. Data
were taken with heavy targets at selected kinematic
points, attempting to detect shadowing effects at
lower values of q'.

The production of resonances is a prominent
feature of the photoproduction total cross section
at low energy. Previous experiments have shown
prominent bumps corresponding to production of
resonances in inelastic electron scattering. At 4'
counting rates are high, and by adopting experi-
mental techniques designed to minimize systematic

errors as the energy loss in the inelastic scatter-
ing varies, we can carefully study the already
observed enhancements and look for heretofore
unobserved structure in inelastic scattering.

This paper reports the results of the analysis
of this experiment. In Sec. I we discuss the exper-
imental apparatus; in Sec. II, the data-analysis
procedures; in Sec. III, some kinematics and def-
initions; and in Sec. IV, the results of the exper-
iment.

I. EXPERIMENTAL APPARATUS

This experiment was carried out at the Stanford
Linear Accelerator Center. Preliminary results
were reported' at the Electron-Photon Symposium
held at Cornell in August of 1971.

A. Beam

The primary electron beam from the accelerator
was used at energies of 4.5, 7, 10, 13, 16, 18,
and 20 GeV. A momentum slit in the SLAC beam
switchyard transport system defined the beam's
energy-spread to +0.1% for almost all the running
conditions. The absolute -momentum calibration
of the transport system was known to -0.1/q as
defined by a flip coil in a duplicate magnet excited
in series with the beam-line bending magnets.
The electron current was set to keep the rate of
detected particles at an average of less than one
per 1.6 psec beam pulse and varied from 3x10'
to 10"e/pulse. The beam current was integrated
using two nonintercepting toroid charge monitors'
which were intercalibrated with a Faraday cup
and determined to have an accuracy better than 1%.
The size of the beam at the target was typically
4 mm horizontally and 2 mm vertically, and the
position and steering were checked by periodically
inserting ZnS screens into the beam. After
passing through the target, the beam was dumped
outside the well-shielded experimental building.
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B. Targets

During the experiment, we used a liquid hydro-
gen target, liquid deuterium target, and heavy
targets of Be, Al, Cu, and Au. They were all
mounted on a movable assembly, which enabled
remote selection of the appropriate target. Pa-
rameters for the various targets' are given in

Table I. The hydrogen and deuterium targets
were vertical cylinders with 0.0076-cm aluminum
walls. The aluminum "empty" target was also
constructed in a cylinder with walls six times
thicker than the liquid target walls in order to
achieve approximately the same target thickness
in radiation lengths. ' The total amount of radiator
for the targets is listed in Table II for reference.

C. Detector

The scattered electrons were detected in the
SLAC 20-GeV spectrometer, ' shown in Fig. 1,
which was surveyed in place at a laboratory angle
of 4.000'. An electron first passes through the
magnet transport system of the spectrometer,
which disperses momentum in the vertical plane,
and disperses the projected horizontal scattering
angle in the horizontal plane. The first-order
optics are such that parallel rays from a horizon-
tal line source are focused to a point. The de-
tector arrangement in the hut of the spectrometer
is shown in Fig. 2. The particle traverses a
Cerenkov counter (C) filled with nitrogen gas at
atmospheric pressure, a scintillation counter
TR1, five multiwire proportional chambers"
(three to measure the vertical position and two
for the horizontal), two more scintillation counters
(TR2 and TR3}, three multiplicity counters
(MULT) which sample the shower produced in
one radiation length of lead, and a total absorption
lead-lucite shower counter (TA). The event
trigger was a coincidence between TR3 and TA
(with a low discriminator threshold} during the

1.6 p, sec beam pulse. Counter and chamber di-
mensions are shown in Table III.

The vertical aperture of the spectrometer was
restricted by slits which were set so as to pass
particles with +4.25 mrad in p, the vertical pro-
jected scattering angle. Using the reconstructed
tracks in the proportional chambers, we further
restricted events to +3.5 mrad in 8, the horizon-
tal projected scattering angle, and to +1.6% in

hP/p, the momentum acceptance of the spec-
trometer. Typical distributions for these quanti-
ties are shown in Fig. 3. These cuts on (9 and

Ap/p are well within the full spectrometer aper-
ture.

D. Data acquisition

The data from each accelerator pulse were
transmitted to an online SDS 9300 computer which
sampled a fraction of the events and wrote all
the events onto magnetic tape for subsequent off-
line analysis on the SLAC IBM 360/91 computer.
The online electronics were designed to handle up
to 3 events/pulse, increasing our data acquisition
rate appreciably and reducing corrections for lost
events at high counting rates. Signals from each
wire in the chambers were amplified and sent to
the counting area on coaxial cables, where they
were fed into CAMAC latches which could be
sequentially gated up to three times before being
read out. In addition, for up to 3 events in the
pulse, we recorded the pulse heights in the
Cerenkov counter, the three multiplicity counters,
and the TA. On-line histograms of these quantities
as well as track reconstruction in the chambers,
enabled us to monitor the performance of the
hardware. The other quantities which would be
needed to evaluate the cross section, such as
charge and spectrometer momentum, were also
written onto tape by the SDS 9300. In the two
cycles of running, a total of 217 tapes were re-

TABLE I. Target parameters. The length of the heavy-target foils is the average thick-
ness based on the measured weight and area. The indicated error is an estimate of possible
nonuniformity in the region where the beam went through.

Target
Density

(10 nucleons/cm )

Length
(cm)

H (liquid)
D (liquid)
Al ("empty")
Be
Cu
Au

2921.5 + 0.94%
3605.8 + 1.26%

55.1 + 2%
418.1 + 2%
11.88 +3%
1.241 + 10%

6.952+ 0.4%
7.117+ 0.4%
0.0914
0.344
0.0145
0.0021

1
1

13
4

29
79

0
1

14
5

34.62
118

1.007 97
2.014 71

26.98
9.012

63.54
197
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TABLE II. Target radiation lengths. The quantity tq is the thickness in radiation lengths
of all material upbeam of the target plus 2 of the thickness of the target. The quantity t,
is the thickness of all material between the target and the spectrometer vacuum, including

& of the target thickness.

(10 radiation lengths )

t
(10 3 radiation lengths)

H (liquid)
D (liquid)
Be
Al
Cu
Au

5.459
6.348
5.64
5 ~ 30
5.382
3.682

11.129
12.018
11.451
11.111
11.193
9.493

corded. These were condensed off-line, yielding
108 tapes to be analyzed.

II. DATA ANALYSIS

The data taking was divided into two modes of
running: discrete mode and scan mode. These
were processed in a similar manner off-line.

A. Discrete mode

In this type of operation, the parameters for
the run were entered and data were taken at a
single momentum setting. This procedure was
followed for most of the structureless part of the
data. In this region the spectrometer momentum
was changed between runs by amounts much larger

than the spectrometer's momentum bite. For
each setting, the on-line computer set the currents
in the magnets and recorded the quantities needed
to calculate the cross section: scalers, charge
monitors, magnet parameters, etc.

B. Scan mode

In order to minimize the effect of nonuniform
bin efficiencies that might exist in the wire cham-
bers and which might cause erroneous bumps in
the missing-mass spectrum, we ran the spectrom-
eter in the scan mode. " The computer automati-
cally changed the spectrometer momentum setting
by a small fraction of the momentum bite after a
predetermined number of incident electrons had

«'.qfff f.l&
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FIG. 1. Plan and elevation views of the SLAC 20-GeV spectrometer. The arrangement of magnets is shown at the
bottom of the picture where B=bending magnet, @=quadrupole, S= sextupole.
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FIG. 2. The detector arrangement in the hut of the 20-GeV spectrometer.

been obtained. Each momentum setting, called a
"minirun, "was analyzed off-line as a separate
run. By using this technique, each missing-mass
bin receives data averaged over all the wires,
which also minimizes errors caused by any varia-
tion in the detector's solid angle. Since we were
interested in looking for small or narrow bumps
in the cross section, removing erroneous sources
that might cause such effects was important.
Typically, the momentum change per minirun
corresponded to one wire spacing or 0.07% in

ap/p, which is approximately the momentum res-
olution of the spectrometer. For most scans,
the number of events measured gave +2% statisti-

cal error in bins that were =0.1% of the incident
energy.

C. Data reduction

For each run, various cuts were applied to the
data to select only events in which the detected
particle was an electron. From all the runs,
distributions of pulse height for the TA, MULT,
and C counters were made. For the TA, the mean
and standard deviation of the distribution were
determined as a function of scattered energy,
E', and a cut placed for all the data at 3.5 stan-
dard deviations below the mean. This has an ef-

TABLE III. Counter and chamber dimensions (in cm).

Hor izontal Vertical Thickness No. of wires

TR1
TR2
TR3
TA
MULT 1, 2, 3
C

Chamber 1 (1)
Chamber 2 (X)
Chamber 3 (Y)
Chamber 4 P')
Chamber 5 g )

14.8
11.2
15.2
29.2
20
20

18.8
16.4
18.8
18.8
16.0

13.5
11.2
16.9
36.8
20
20

14.0
18.8
15.6
18.0
18.8

0.32
0.64
1.27

(16 radiation lengths)
0.64

285 N2 at 1 atm.
0.0685 Al

0,0127 Mylar
70
82
78
90
80
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FIG. 3. Distributions in the reconstructed scattering coordinates of. all events satisfying the trigger at incident
energy 13 GeV and spectrometer momentum 9.13 GeV/c: (a) The horizontal projected scattering angle 0. The shape
of the distribution reflects the 1/sin4($0) of the cross section; the cut at +3.5 mrad is shown. (b) The vertical projected
scattering angle frI}. The position of the vertical slits at 4.25 mrad is shown. (c) The fractional momentum &p/p. The
cut at +1.6% is shown.

ficiency of 0.9998, assuming a Gaussian distribu-
tion for the low-energy side of the data. Other
reasonable assumptions about the spectrum shape
that are consistent with the data also yield an
efficiency of =1.0 with no appreciable systematic
error. Sample TA distributions are shown in
Fig. 4(a} for typical running conditions and in

4(b} for one of the worst conditions.
The C counter was able to distinguish electrons

from m's when the momentum was less than
6 GeV/c. For all data below this energy, a cut
was applied to the C pulse height that was 0.98
efficient for electrons. This efficiency was de-
termined from runs where the TA cut alone was
sufficient to eliminate almost all the m's. Figure
4(b} also shows the TA distribution with the C
cut applied to eliminate the pion background.

For ten runs with the momentum between 6 and
10 GeV/c, the TA counter alone was inadequate
to eliminate the pion background. For these runs,
the multiplicity-counter pulse-height information
was used to eliminate the remaining m s. The
efficiency of this cut depended on energy and was
determined by looking at runs for which the TA
and C counters were adequate. Figure 5 shows
the measured efficiency which varied from 0.945
at 6 GeV/c to 0.96 at 10 GeV/c.

Corrections were applied to the data for the C

5xI0&—
(b)

(/}}-2
LIJ)
IJJ

50 150 250 350 450 50
TA PULSE HEIGHT

l50 250

FIG. 4. Event distribution in the pulse height from the
TA counter. The arrow indicates the position of the TA
pulse-height cut. The lack of events below channel 50
is due to the discriminator threshold setting. Zero
pulse height should typically appear near channel 40.
(a) Typical running conditions, &o=13 GeV, E'=9.13
GeV. The peak shows the clean electron signal; a very
small two-electron peak can be seen around channel 475.
(b) One of the worst conditions, &o= 20 GeV, E' =4.14
GeV. The shaded region shows the data after a cut on

V'

the pulse height from the Cerenkov counter is made.
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and MULT efficiencies. There were also electron-
ics dead-time counting-rate corrections which
were &0.5%. During the data taking, circuits were
incorporated to measure this dead time and cor-
rections were applied for it. In addition we made
corrections for events lost due to computer dead
time by comparing the number of events recorded
on tape to the number seen by a fast hardware
sealer. This varied from run to run and was
about 0.5% on the average. There was also a.

correction for the efficiency of the proportional
wire chambers, which was about 95% averaged
over the experiment.

The events were processed off-line and a sum-
mary of each run and minirun, including counter
efficiencies, run parameters, and cross sections,
was written onto disk. There were approximately
10000 runs and miniruns recorded.

The data were divided into larger blocks, called
lines, defined as containing all the runs (or
miniruns} with the same target and incident en-
ergy. These lines constitute the raw data spectra.
A typical line is shown in Fig. 6.

The counts recorded in the hydrogen and deuter-
ium running include target-wall events which
were subtracted using data from the dummy target.
For all targets, some events arise from charge-
symmetric processes such as w' production, with
subsequent conversion of the photon into e'-e
pairs. In order to obtain the cross section for
only the scattered e events, measurements were

1.0

lU
C3

0.9—

I I I I I I I

I

+ 1% Systematic Error

Region
Used

I I

2 4 6
I I I I I I

8 10 12 14 16 18 20
E'(GeV)

FIG. 5. Measured efficiency of the MULT pulse-height
cut as a function of detected particle energy. The curve
is the function used to correct the data in the region
shown. The data points show the mean and standard
deviation of all measurements from runs in each bin
of E'.

taken with the spectrometer set to detect e' and
the cross section from these runs was subtracted
from the corresponding e run. This affects only
the very low-energy ends of the lines. Figure 7
shows the worst case of such a subtraction on
hydrogen. After these corrections were made,
the data were ready for radiative corrections.

D. Radiative corrections for hydrogen

1. Elastic tail

One of the processes contributing to the inelastic
yield is the radiative tail from elastic scattering.

12

IO— Elastic Peak
Reduced By 5

Raw Data
Hydrogen

Eo =13 GeV

I
I
I

I

0

0.5 I.O

I I I I I I

1.5 2.0 2.5 3.0 3.5 4.0 4.5
MISSING MASS W (GeV)

FIG. 6. The raw scattering cross section d v/cQ dE' for hydrogen at &0=13 GeV. No dummy subtractions, positron
subtraction, or radiative corrections have been made. The elastic peak is reduced by 5.



1890 S. STEIN et al. 12

2. Inelastic corrections

To calculate the inelastic radiative corrections
for a measured cross section at incident energy

l.2
0 All e Detected
~ e+ Subtracted

We calculated the elastic tail cross section follow-
ing the procedure given in the thesis of Miller. ~

Details of the calculations are given in Appendix
A. The energy of the incident beam was used as
an adjustable parameter in this calculation to
match the theoretical tail with the data between the
elastic peak and one-pion threshold. There was
one adjustment for each line of data taken. In all
cases the amount of change to the incident energy
was less than 0.1/p, which is smaller than the
estimated error due to the energy-defining slits
in the accelerator. An example of the agreement
between theory and experiment is shown in Fig. 8.
This calculated elastic tail cross section was then
subtracted from each point on the line and the re-
sulting cross sections were recorded to be used
as input for the remaining radiative corrections.
The errors were propagated as though there were
no error on the calculated tail. The subtraction
was as much as 50% for the lowest E' point on
each line. We estimate the systematic error in
the calculated tail as +5/&, which contributes an
error of 5 jt; to the subtracted cross sections for
the worst case. For most of the ".ata the error
in the subtracted cross section is much smaller
than this figure.

E, and scattered energy E', a knowledge of the
cross sections for all lower values of E, and for
all higher values of E' is required. Since only
some of these are measured experimentally, the
usual procedure" has been to use the measured
points and interpolate in order to determine the
cross section for any desired value of (Eo, E')1.
Numerous interpolations make it difficult to assign
errors to the final values of cross sections, as
this procedure tends to mix systematic and statis-
tical errors and to correlate the errors among the
data points. Further, using the peaking approxi-
mation (see Appendix A), the separation of the
two-dimensional integral into two one-dimensional
integrals plus one single function makes the errors
depend somewhat upon the choice of an arbitrary
parameter, hE, used to split the integration re-
gion.

In this paper we have adopted a new approach
to the radiative corrections which is briefly de-
scribed here. Cross sections obtained by apply-
ing the radiative corrections procedure of Mo and
Tsai" are represented by an approximate expres-
sion containing 30 parameters. Using this fit
and the formulas of Ref. 13 and Appendix A, we
calculated a ratio of cross sections with and with-
out radiative corrections. Each measured cross
section was then corrected by this ratio. The
statistical errors are obtained by multiplying the
uncorrected data errors by the same ratio. The
newly corrected data were then refitted and the
prgggqy iterated to obtain the final answers. The
use of- a smooth model eliminates the spurious
amplifications of point-to-point statistical fluc-
tuations in the data. We estimate a possible sys-
tematic uncertainty in the corrected data varying
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FIG. 7. Positron subtraction for the worst line, ED=20
GeV and the hydrogen target. The open circles are the
cross sections from all detected electrons; the closed
circles are the cross sections after the positron cross
sections are subtracted. The solid line is the ratio of
the cross sections before and after subtractions.

FIG. 8. Experimental value of the cross section
d fr/cQ dE' vs missing mass for the 13-GeV hydrogen
data. The line is the calculated elastic-tail contribution.
The errors on the data points are smaller than the
symbols.



ELECTRON SCATTERING AT 4' WITH ENERGIES OF. . . 1891

from +3% near inelastic threshold to +5% at the
low-E' end of the lines. A major contribution to
this estimate arises from uncertainties in the
calculations of the multiple photon emission.

E. Radiative corrections for deuterium and higher-Z targets

Three radiative processes contributing to the
observed cross section for heavy targets are the
radiative tail from elastic nucleus scattering,
tails from quasielastic electron-nucleon scatter-
ing, and processes in the inelastic continuum.

from the data. The inelastic radiative correction
for deuterium was performed as for hydrogen. No
inelastic radiative corrections were made on the
nuclei heavier than deuterium.

For all the hydrogen and deuterium data, the
final cross sections are shown in Fig. 10 for
values of W up to 3 GeV and a complete table has
been deposited with the National Auxiliary Publica-
tion Service (NAPS). "' Figure 11 displays the
q'-v kinematic plane and shows the region covered
by this experiment.

l. Elastic tail

The elastic form factor is a rapid function of
q', so this process affects mainly the very-low-
E' region of each line where hard photons can be
radiated, yielding an effective q' [=4E"sin'(-,'8),
for small angles] that is small. The formulas
used for the elastic radiative tail are the same as
those for hydrogen, with the structure functions
replaced by their counterpart for each target (see
Appendix A). We caution that the one-photon-ex-
change approximation has been used and the cor-
rected cross section for the high-Z elements is
suspect where the calculated elastic tails are
large.

2. Quasielastie tail

For most of the data, a larger contribution to
the observed cross section is that from thegbasi
elastic tail. This tail arises from elastic sea&ftA."-

ing from individual nucleons in the nucleus. To
account for the bound nature of the nucleons we
have used the technique suggested by Atwood and

West. ' The exact formulas will be found in Ap-
pendix A. An example of this calculation is shown
in Fig. 9, which shows the observed scattering
cross section for the deuterium data at 4.5 GeV
and the calculated quasielastic and elastic peaks
with radiative effects and resolution included.

One modification must be made to the impulse
approximation calculation when the quasielastic
cross section is calculated for the low-q' data.
As is known from lorn-energy electron-deuteron
scattering, "the inelastic cross sections are
suppressed from their simple incoherent sum due

to the probability of coherent, i.e. , elastic, scat-
tering. This introduces a. factor [1 —F„'(q')]into
the quasielastic electric form factor, where
E„(q')is the nuclear elastic form factor. For the
lowest-energy line at q' of 0.1 (GeV/c)', this is
a 15% correction to the quasielastic peak on
deuterium.

These elastic and quasielastic tails mere calcu-
lated as described in Appendix A and subtracted

F. Errors

The cross-section errors are statistical only
except for the ten values of E' at which the mul-
tiplicity counters were used for electron identifi-
cation. For these runs„we have included a mea-
sure of their relative systematic error by adding
11 linearly to the statistical error.

For almost all the data, the systematic errors
are greater than the statistical errors. We con-
sider the following sources of systematic error:

(1) Number of target nuclei. For each run and

minirun and approximately every minute in the
long runs, we recorded the liquid target temper-
atures using four hydrogen vapor-pressure ther-
mometers. Measurements were taken both above

2000
]

Eo=4.5 Gev

8= 4'

I 500

IOOO—

500—
Elo
(e

f

4

0.9
W (GeVj
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FIG. 9. Experimental values of the cross section
d2o. /d& d&' vs missing mass for the 4.5-GeV deuterium
data. The lines are the calculated elastic and quasi-
elastic peaks and radiative tails with effects of mornen-
tum resolution included. The statistical errors on the
data points are smaller than the symbols.
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and below the target volume on both hydrogen
and deuterium. The results for the four values
of pressure are shown as the first line in Table IV.
The largest contributions to the errors in these
pressures are from the absolute calibration of
the digital voltmeter and reference voltage source.
This pressure is then converted to temperature"
with negligible additional error ((0.1%). The den-
sity is calculated for each of the four values of
temperature, "which adds an error of +0.1% for
hydrogen and +0.6% for deuterium to the propa-
gated error from the vapor pressures. A sys-
tematic error was assigned to the target density,
based on the over-all spread of the observed
temperature distributions. Combining these re-

suits with the measurement of the target lengths
and its error yields a systematic uncertainty in
the average target density of +0.94/~ for hydrogen
and +1.26% for deuterium.

(2) Number of electrons. The estimated sys-
tematic error in the toroid charge monitor is +1%.
Both the toroids mere calibrated using pulsers to
simulate the beam by discharging capacitors
through single turns on the toroid cores. ' The
stability of these calibrations was checked fre-
quently during the data taking. In addition the
toroids were compared against a Faraday cup.
Consideration of the results of these various
calibrations plus estimates of the expected levels
of absolute accuracy leads us to assign +1% as
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FIG. 10. Experimental values of the cross section d%r/cQ dE' vs missing mass for all the data. The incident energy
and q range (q increasing with decreasing +') for each line are shown. (a) Hydrogen. (b) Deuterium.

the estimated systematic error in the incident
beam charge.

(3) Solid angle. Optics measurements made on

the 20-GeV spectrometer yield an estimate of the
systematic error of +2% for the solid angle. We
reanalyzed the optics measurements, taking ac-
count of the restricted aperture and small effective
transverse target size appropriate to this experi-
ment. In addition, for this experiment, we made
checks on the optics coefficients used in recon-
structing events by changing the cuts on P (the
vertical projected scattering angle), 8 (the hori-
zontal projected scattering angle), and bP/P.

The cross section shows no variation outside of
statistical errors. We also looked at the cross
sections for a given E' as the spectrometer mo-
mentum was changed during the scanning proce-
dure; the distributions are also consistent with
statistical errors. Based on these studies, we
estimate +2% as the systematic error in solid

angle.
(4} Track reconstruction efficienc-y Each.

event with a signal from TR1 should have a re-
constructed track hitting both TR1 and TR3. The
track-reconstruction efficiency was calculated,
run by run (minirun by minirun), by comparing
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FIG. 11. Kinematic (q, &) plane showing the location of the measured 4' cross sections. The heavy lines represent
"scanned" data, where the measurements from each run overlapped. Lines of constant missing mass & are shown
dashed, and lines of constant co=2M&/q' are indicated.

the number of events with reconstructed tracks
hitting the counters TRl and TR3 (taking into ac-
count the measurement resolution} to the number
of events with a signal from TR1. The average
for all runs was 95gp. This includes the intrinsic
wire-chamber inefficiency and effects of multiple
tracks. The FWHM (full width at half maximum)
of the distribution of the efficiencies is 2%, and
we estimate the systematic error as +1% from this
source.

In Table V we summarize these sources of
systematic error. Combining in quadrature yields
an over-all uncertainty of +2.62/0 in hydrogen
and +2.75% for deuterium. In ratios of deuterium
to hydrogen, the over-all uncertainty is estimated
to be only +1.57%, since some of the above-men-
tioned errors cancel.

Systematic errors also arise from the correc-
tions made for radiative processes. For the hy-
drogen cross sections errors arise in subtracting

TABLE IV. Hydrogen and deuterium density. Measured values of the vapor pressure below and above the target
volume and the calculated average density which is the mean of the extreme values of the two measurements for each
target. The errors are estimates of the systematic uncertainty arising from the measurements and the known temper-
ature-density relationship.

Lower
Hydrogen

Upper Lower
Deuterium

Upper

Vapor pressure (atm. )

Temperature ('K)
Density (g mole/cms)
Av. density (g mole/cm3)

1.0897 + 4.9% 1.1480 + 5.2%
20.560 + 0.83% 20.741 + 0.8
0.034 95+ 0.38% 0.034 84+ 0.40%

0.034 89+ 0.54%

1.0970 + 5.2% 1.1029 + 5.3%
20.582 + 0.88% 20.601 + 0.89%
0.042 18+ 0.84 0.042 17+0.85%

0.042 18+0.86/
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the elastic scattering tail and in the inelastic con-
tinuum corrections. The error on the elastic tail
is estimated to be +5%; this results in an error
of ~+1% for E'&5 GeV growing to +5%p at our
lowest value of E'=2.6 GeV. Over most of the
range of the hydrogen data the error in the cross
section from the inelastic radiative corrections
is +3 jp. The error from this source is estimated
to increase to +5%p for W ~5 GeV.

For deuterium cross sections three radiative
processes contribute (see Sec. IIE), but only two
of these processes contribute significant errors
to the final cross sections, since the elastic scat-
tering falls off rapidly even for small values of q'.
The calculation of the quasielastic scattering tails
depends on knowledge of both the proton and neu-
tron form factors. The latter are not known as
well as those for the proton, so the error on the
quasielastic tail is estimated to be s7.5/q, some-
what larger than for the hydrogen case. This
error in the tail results in an error in the final
deuterium cross sections of sa 1.5@ for E' ~5 GeV
growing to +7.5/p at E' =2.6 GeV. The error
arising from inelastic corrections is assumed to
be the same as in the case of hydrogen.

In the ratio of D/H, errors from radiative cor-
rections tend to cancel, but the uncertainty in the
neutron form factors generates some uncertainty
in the relative values of the quasielastic tail in
deuterium when compared with the elastic tail in

hydrogen. We estimate that an error of +5%p might
persist in the deuteron quasielastic tail calcula-
tion. For our final n/P ratio this leads to an
estimated error due to radiative corrections of
%+1 jp for E'~5 GeV, growing to +5%p at E'=2.6
GeV.

The above estimates of systematic error due to
radiative corrections shouM be combined with the

other sources of systematic errors enumerated
in Table V.

G. Deuterium analysis

l. Extraction of neutron information

The scattering from deuterium is approximately
the sum of scattering from the proton and the
neutron. Our purpose in measuring deuterium
cross sections was to learn about the neutron, so
the contribution from the proton must be accounted
for. We have used the same formalism (Atwood
and West)" as for the quasielastic scattering to
calculate the cross section for the proton in the
deuteron, the "smeared" cross section.

We first fitted all the hydrogen data to the same
function as used in the radiative correction pro-
cedure. This model, e"„,is used to perform the
smearing integral' and gives us o"„,the smeared
model, from which we calculate the smearing
ratio o"„/o"„~.In Fig. 12 we plot these ratios as
a function of W for the different lines of data.
Since we will restrict the analysis to values of
W &2 GeV, this correction is small, &2%p ~ Using
the smearing ratio we calculate a smeared proton
cross section as o~ =o„/(o"„/o"„),where o„is the
experimentally measured hydrogen cross section.
Subtraction yields the smeared neutron cross sec-
tion:

S S
On =Do-&p

Since the smearing correction is small, we as-
sign no additional systematic error to the neutron
data and just consider the deuterium and hydrogen
errors.

2. Glauber correction

Based upon the strength of the electromagnetic
interaction, the mean free path of a photon in

No. of target nuclei
No. of incident electrons
Solid angle
Reconstruction efficiency
Total

Hydrogen

+0.94%

+2,62%

+1%

+1%

Deuterium

+1.26%

+2.75%

TABLK V. Sources of systematic uncertainties in
the absolute cross sections. Estimates of the systematic
errors contributing to the absolute cross-section mea-
surements. Errors due to the following sources were
smaller and were neglected: rate effects, incomplete
&-e separation, errors in the &0 and 8 measurements,
purity of the gases used to fill the liquid targets. In
addition to these systematic errors there are also
errors due to radiative corrections which are discussed
in the text.

O
LIJ

I.Q2

o I.QQ

~ 0.98

I
I

)
I

I

Ep= 20 GeV

p=7 GeV

I i I i I

4 5
(Gev)

FIG. 12. The smearing correction applied to the
hydrogen measurements when analyzing deuterium. The
different lines are the six incident energies with data
above &=2 GeV.
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nuclear matter is quite large. However, theories
like vector-meson dominance have predicted"
that shadowing in electron scattering should occur
and that a correction for this effect would have to
be made. Since experimental measurements of
the scattering on heavy nuclei by electrons show
no significant shadowing (see Ref. 4 and Sec. IVF)
we have made no Glauber corrections to our
deuterium data.

d'o
dndE

= '("""}'
where the "flux" of virtual photons is given by

EKE' 1
2/2 q2 E

W -M
2M

(6)

III. KINEMATICS AND DEFINITIONS

Let us consider the process shown in Fig. 13.
An electron of energy Eo in the laboratory is in-
cident upon a nucleon of mass M. We assume that
one-photon exchange is adequate for describing
this process. The momentum (energy) E' and
angle e of the scattered electron are measured,
completely defining the virtual photon. We then
define

K is the photon energy needed to produce the mass
W in photoproduction. The transverse and lon-
gitudinal cross sections, cr~ and o~, are related
to W, and W, by

K
W, =

2 oz)
7l' Q

K q'
W, = 4. . .(ar+a~)'F Qg +V

and have the limiting property,
q' =4E+' sin'( —,'8},
p —g
S"=M'+2Mv-q'

(2)

lim ar(q', v) = a„q(K),lim a~(q', v) = 0.
$~0 8~0

We define the variable R =a~/ar, and write the
relation between W, and W, as

W is the missing mass, or effective mass, of the
unobserved particles produced in the reaction.
In terms of these, two common scaling variables"
are

(d = I/X

W2 1+R
W, 1+v'/q' (10)

The relative contribution to the measured cross
section of W, and W, is then given by

= 2M v/q',

&u' = I/x'

= (2M v+ M')/q'

= 1+W'/q'.

The cross section can be written as

d'a n' cos'(-', 8)
dQdE' 4EO' sin (~8)

(3)

2W, tan'(~ 8) 2 tan'(~8)(l + v'/q')
W, 1+R

1-c
e(1+R) '

For most of the kinematic range covered by this
experiment, the W, contribution to the cross sec-
tion is considerably smaller than that of W, .

&& [W, (q', v) +2 tan'(~8)W, (q', v)], (4)

where a is the fine-structure constant a =1/
137.036.

The structure functions W, and W, are functions
of the Lorentz invariants, q' and v. This form
for the cross section is valid for one-photon ex-
change and for an unpolarized beam and target"
assuming conservation of parity, and Lorentz
and gauge invariance. Because the photon is
virtual, it can have both longitudinal and trans-
verse polarizations. The value of the polarization
parameter, e, is defined as follows:

e = [1+2tan'(-,'8)(1+ v'/q')] '.

a'= (E' P&')

a=(Eo, a )

INVARIANT

MASS 'g

P=(M, O)

In analogy with photoproduction, we can also
write the cross section in the form2'

FIG. 13. Feynman diagram for electron-proton
scattering in the one-photon approximation.
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IV. RESULTS

A. Elastic electron-proton scattering

The elastic-scattering cross section was de-
termined for each of the seven incident energies.
An example of the data at one of the energies is
shown in Fig. 14. We have plotted the measured
cross section, d'o/dA dE' versus the "missing
energy, " calculated as follows. For each event,
the energy of an elastically scattered electron is
calculated corresponding to the measured scat-
tering angle. Then, the measured energy is sub-
tracted from this quantity. Thus, elastic scatter-
ing corresponds to missing energy of zero. The
width of the raw data peak is due to instrumental
resolution and radiative processes. Using the
formulas from Ref. 12, we have corrected the
data for soft-photon radiation. This unfolded spec-
trum is also shown in the figure. The remaining

l00

width is due to resolution and has as its main
contribution the FW'HM of the incident beam,
which corresponds to 24 MeV in missing energy
in this example. The instrumental resolutions in
the spectrometer of +0.07% in AP/p and +0.05
mrad in 8 are negligible when added in quadrature.
We determined the total cross section by inte-
grating over the scattered electron's energy. The
results for dx/dA for each of the energies are
listed in Table VI, along with the corresponding
values of q' and the errors of each measurement.

In order to compare these measurements with
other experiments, we have calculated the ex-
pected 4' cross sections using data" in the range
of q from 0 to 2 {GeV/c) for which more than
one angle has been measured at each q . In Fig.
15, we plot as a function of (q')'" our data and
the extrapolated data from other experiments,
both divided by the cross section calculated using
the dipole approximation, form-factor scaling,
and the Rosenbluth" approximation. We conclude
that our data agree with the other available mea-
surements within our systematic errors.

60—

b Lal

CVwc 40

20—

Eo = l3 GeV

a=4
& Raw Data
~ Rodiatively

Corrected

F WHM =24 MeV

B. Neutron-proton comparison

Previous results'4 have shown that the deuteron
exhibits scaling behavior similar to that of the
proton. The neutron structure function is quite
different from that of the proton at large x'. Pre-
viously published electroproduction data have not
covered the very-low-x' region in detail and in
this experiment we are able to extend into this
region for small values of q'. Using the method
described in Sec. IIG, we extract the smeared
neutron cross section 0„.We present results in
terms of a„/o~~. This quantity is essentially the
same as o„/o~ for our data, since the smearing
ratios for the proton and neutron are small and

0
-180

0 ~ P
!I1 II

0 Op o

-100 0 IOO

Ml SSI NG ENERGY (MeV)

l80

FIG. 14. Experimental values of the cross section
d e/R d+' for elastic electron-proton scattering at
ED=13 GeV. The open circles are the data before
radiative corrections; the closed circles are the data
after unfolding the spectrum to take radiative effects
into account. The energy resolution at this energy is
24 MeV FWHM arising from the incident-beam-energy
definition. The errors are smaller than the symbols.
The data are plotted vs missing energy, the difference
between the electron energy corresponding to elastic
scattering and the measured energy of the detected
electron. The slight offset from zero is an example of
the differences in calibration of the spectrometer mo-
mentum and incident beam energy.

Ec q
(GeV) [ (GeV/c) ]

da. /&0
(p b/sr)

Systematic error
(pb/sr)

4.500 0.098
7.001 0.235
9.993 0.474

13.000 0.797
16.000 1.198
18.010 1,510
20.005 1.853

110.80 & 0.49
30.164 + 0.065

7.641 + 0.025
2.2151 + 0.0046
0.7136+ 0.0041
0.3473 + 0.0028
0.1778+ 0.0011

+3.10
+0.846
+0.214
+0.0620
+0.020
+0.0097
+0.0050

TABLE Vl. Elastic electron-proton cross sections.
Both the statistical errors and the estimated systematic
errors are shown. The systematic errors are obtained
by adding in quadrature the 2.62%%d error estimated in
Table V to a lg error estimated in the radiative correc-
tion procedure.
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the effects of this correction tend to cancel in the
ratio.

We first look at the quantity oo/o~ = 1+o„/o~ as
a function of q' for different regions of x'. Plots
of this quantity are shown in Fig. 16. Vfe see that
"scaling" of o o/o~ (that is, no dependence upon
q') begins at low values of q'. Using the "closure
approximation" to take into account the nuclear
elastic scattering (see Ref. 15 and Appendix 8)
suggests a q' variation in the cross section of
the form on~ I —

~
E~(q')(', where E, is the deuter-

on elastic form factor." For the lower-x' bins,
where the data, extend to low q', there is a vari-
ation consistent with this behavior. Vfe fitted the
ratio cro/o'~ for each x' bin to the form
A(1 —

~
E,(q')(') and these fits are shown on the

graphs. %'e point out that only data for S' &2.l
GeV have been used in these fits to avoid the res-
onance region. From each of these fits, we have
extracted a value of A and its error and listed
the quantities (A —1) in Table VII. These values
represent the neutron-proton ratio o~/&r~~ for each
bin, since, except for the two lowest ranges of
x', A is essentially the average of the measure-
ments in that bin. These two values for the two

lowest ranges of x' are obtained from extrapola-
tion into the scaling region from data measured
at q' &0.75 (GeV/c)'. These extracted values for
a„/o~ are plotted in Fig. 17 along with results
from larger angles. "" The differences in o„/o~
between the three experiments correspond to
=2% differences in the oo/o„measurements and

are comparable with the estimated systematic
errors in the three experiments. Assuming that
R =a~/ar is the same for the neutron and proton,
then for large &u' (where the smearing ratio is
near unity)

are no measurements of A dependence (see Sec.
IV F) and further uncertainty can arise from our
neglect of shadowing corrections.

C. vfV2 for the proton and the approach to scaling

The experimental observation of scaling of the
structure function vW, has been observed' for
some region of q' and W. The original scaling
variable of Bjorken, cu, has been supplemented by
several others to extend the range of kinematic
variables where scaling works. %e use the vari-
able &u' =1+W'/q', where vW, (~') has previously
been shown to exhibit scaling behavior for val. ues
of q' &2 (GeV/c)' and outside the resonance region
of S'» 2 GeV. Since 5', vanishes at q' =0, it is
an interesting question to see how HV, approaches
its scaling behavior, In Fig. 18 we show vS',

I. I 0

& Dudelzak
o Berger et al.
& Bartel et ol.
~ This Expt.

bC

1.00
0

bc',

0.90
OA

l

0.8
~qa (GeVic)

l.2

(12)

It is expected that purely diffractive processes
should dominate as +'- ~ so that o„/o~ should

approach 1. In these data the ratio obtained from
the two extrapolated points at lowest x' are con-
sistent with 1. It is of some interest that the
ratio is significantly below 1 for x' a 0.05 (&o'-20).
Recall that there is an estimated uncertainty of
+1.57% in oo/o„which becomes -2% in o„/o~.
Systematic errors from the radiative corrections
tend to cancel in this ratio and have an appreciable
effect in only the two lowest ranges of x'. These
two points are in a kinematic region where there

FIG. 15. The ratio of the measured elastic electron-
proton cross section do'/cQ to the cross section calculated
using the dipole approximation for the electric form
factor Gz= (1+& /0. 71), form-factor scaling to yield
the magnetic form factor Gz =2.7936+, and the
Rosenbluth (Ref. 23) approximation to the elastic cross
section. Statistical errors for this experiment are
shown by the inner error bars. The extended lines show
the estimated systematic errors. The other points are
deduced from fits to the Rosenbluth cross section extra-
polated to 4 . The inner error bars on these points
represent the errors derived from the fits with statisti-
cal errors on the data. The extended lines show the
systematic errors quoted by the authors added in
quadrature with the statistical errors.
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FIQ. 16. The ratio of the deuterium cross section to the smeared proton cross section vs p for different ranges of
s' as shown. The curves are the functions AI1 —IFs (qt)ltl, where values of A are determined from fits to each set of
data, and Ez is the deuteron elastic form factor from Ref. 25. For all points & is greater than 2.1 Gev.
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versus q' for ~' &6. Only data for 8' &2 GeV are
used, and we have assumed R =o~/or =0.18. As
stated earlier, the largest effect due to uncertain-
ties in R occurs for the largest to' values (lowest
q'}. These data suggest that the turn-on to scaling
depends mostly on q'. Vector-meson dominance
is expected to apply for large values of to' (small
values of q' in this experiment) and in this region
will predict that vS', depends mainly on q'.

By analogy with the situation in deuterium where
the inelastic cross section is suppressed by the
coherent nuclear elastic scattering, we param-
etrize the inelastic structure function TV, for the
proton as a product:

l.O ii

0.9

b

0.8

o Bodek
& Poucher et al.
~ This Experiment

vW, ~(q', v) = [1—W,"(q') ]F,s((a'), (13) 0.7

where F»(~') is the scaling limit structure func-
tion and

Wcl( 2) Gs ('q ) + TGN (q ) qW, q 4M
(14)

0.6
O. I 0.2 0.5

is the counterpart of W, for elastic scattering (see
Appendix B), where Gs and G„are, respectively,
the elastic electric and magnetic form factors for
the proton. This form satisfies the constraint
that 8', vanish at q' =0. Integrating W'~ over all
values of v yields

dvS' q2, v = 1-$',"q' —F,~
ur' .

inelastic inelastic

X

FIG. 17. Experimental measurements of the smeared
neutron-proton ratio, 0„/&p vs x'. For this experiment,
statistical errors are shown by the inner error bars.
The extended lines represent estimates of the syste-
matic errors. No corrections have been made for any
possible A dependence in deuterium. The other data are
from Refs. 24 and 26, the error bars do not include
estimated systematic errors of about+6%.

where

But this is the Gottfried sum rule" for the proton,

Bin Systematic errors

TABLE VII. Neutron-proton ratios. & is determined
from the fit to og/&t, =A[1 —[Fs (qt))t]. The first error
shown is from the fit In the right-hand column we give
estimates of the systematic errors. These are comput-
ed by combining in quadrature the +1.57% systematic
error in OD/0& with the estimate of radiative corrections
errors given in Sec, IIF

0.35

0.30—
ooa a

0.25—

0.20—

0 OP Hydrogen
W&2 GeV
R = O. I8

I F,p(to') =—Q q,
'

inelastic V

is the sum of the parton charges squared.

0 &x' & 0.02
0.02 &x' & 0.04
0.04 &x' & 0.06
0.06&x' &0.08
0.08 &x' & 0.10
0.10 &x' & 0.12
0.12 &K' & 0.14
0.14 &x' & 0.16
0.16 &x' & 0.18
0.18 &x' & 0.20
0.20 &x' & 0.22
0.22 &x' & 0.24
0.24 &x' & 0.26
0.26 &x' & 0.28

0.994+ 0.0125
0.949+ 0.0096
0,892 + 0.0089
0.862 + 0.0074
0.839+ 0.0084
0.822 + 0.0089
0.797 + 0.0077
0.781+ 0.0096
0.769+ 0.0067
0.724 + 0.0089
0.736+ 0.0073
0.692+ 0.0077
0.685+ 0.0096
0.672 + 0.0121

+0.053
+0.036
+0.031
+0 030
+0.030
+0.030
+0.029
+0.029
+0.029
+0 028
+0 028
+0.028
+0.028
~0.027
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0
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I
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FIG. 18. Extracted values of &~'2 for the proton vs
Only data with ~&2 GeV and u' &6 have been used

and R =fTI./0'z= 0.18 has been assumed. The errors are
statistical only.
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0.05

0
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TABLE VIII Extracted structure function. Values of D determined from the fits to v+',

for each &' bin. The first errors shown are from the fit. The errors listed under ~ arise
from uncertainties in & and are obtained by letting ~ = 0 and comparing to the results with
&= 0.18. The extrapolation error assigned corresponds to q of the difference of the function
evaluated at the asympototic value and at the q of the last measured data point for that bin.
These three sources of error are then combined in quadrature and the result listed under
combined error. There is also the over-all ~2.623I) systematic uncertainty {see Table VI).
There is an additional systematic error from the radiative corrections of 3-7.5% which is
larger for higher +'.

Bin

8&~'&12
12& ~'&16
16&(u' &20
20 & ru' &24
24& ~'&28
28&~'&32
32&(d &36
36& ~' &40
40& ~'&44
44& ~'&48
48 & cu'

0.355 + 0.0005
0.343+ 0.0008
0.335+ Q.0012
0.325+ 0.0014
0.328 + 0.0029
0.321+ 0.0031
0.332+ 0.0027
0.317+ 0.0022
0.320+ 0.0051
0.332 + 0.0030
0.319+0,0014

~0.004
~0.005
+0.006
+0.009
+0.010
+0.011
+0.009
+0.013
+0.018
+0.011
+0.020

Extrapolation
error

+0.001
+0.002
+0.003
+0.006
+0.011
+0.018
~0.017
+0.023
+0.031

--+0,024
+0.031

Combined
error

+0.0042
+O.QQ54

+0.0068
+0.0109
+0.0151
+0.0213
+Q.0194
+0.0265
+0.0362
+0.0266
+0.0369

and a similar width would be easily observed in
the graph of the residuals. The sensitivity de-
creases rapidly with increasing q'.

To study the four prominent enhancements be-
tween %=1.0V and 2 GeV, we have adopted the fol-
lowing procedure: The measured cross sections
were first converted to a virtual photoabsorption
cross section

1 d'o

r
=os(q', W)+o», (q', W),

(20)

where o„ando,«are the resonance and back-
ground contributions to the cross sections. In
order to remove some of the known kinematic
variations, we write the structure function vR',

as

vW, (q', W} = [1—W,
"(q')] E,(~') B(q', W)

W"(q') -'
4m'eF, (~) lim

~2 ~o

q' l —W" (q')B(q', W}=,(,}
lim

X(vK 1+R TE (~)2 o q2q'+ v' l +eR E,(ur')

(23)

where we have used R =0.23q' which has the cor-

OAO

0.55—
0.50—
0.25

vW2 0.20—
O. I5

0. I 0

0.05

where the term in the large square brackets is
included so that

0
I 2 5

I

IO 20
(d

I

50 IOO

lim B(q', W)=o~(W)
c2 ~0

and o&(W) is the total photoproduction cross
section. This makes

(22) FIG. 20. The points below ~' = 8 are values of v W2

for the proton from Ref. 12. The data above H =8 are
the values of D shown in Table VIII. The solid line is a
fit to all the data shown using statistical errors on the
data only.
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E =20 GeV X = 196.8/130
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)I ')I "I 'II'II')ll" IIII')ll
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E = 7 GeV X = 136.8/150

, ilP4 l ) I ) t, )», » . I I I . I I ) ) ) I I I I &). ')I )'(»I))' )
'' ')I'I''ll') )' If)V)

2.0
I

2.2
I

2.4
(Gev)

I

2.6 2.8
I

3.0

FIG. 21. The residuals from the quadratic fits to the cross section for the range 2( W(3 GeV for each energy. The
x /degree of freedom for each fit is shown.

rect limit as q'-0 and is consistent withwlectro-
production data" for q' & 2 (GeV/c)'.

We then fitted the values of 8 for each of the
lines separately to the sum of four resonances
and a polynomial background, only including data
for W ~ 2.1 GeV:

and

lq
)'*"(q))*+x*)' (29)

(20)

B(q', W) = g Res;(q', W)+ pc, q*', (24)

where

q* =([(W'+ M' —m ')/2W]' —M'j')" (25)

where

For single-pion production, q* is the momentum
of the pion in the nÃ c.m. system. The resonance
forms used were the same as in Walker's analysis
of photoproduction":

ug ', rr„'="
k "(w„-w)"w„r

(26)

The parameters that were fitted for each reso-
nance region were the amplitude A~, mass 8'„,
and width I'„.The other parameters L, J, and
X were taken from Walker and are shown in Table
IX. For some lines, the fourth resonance enhance-
ment was omitted from the fit, and for others,
some parameters were held fixed to stabilize the
fit. Table X lists the results of the fits for each

TABLE IX. Resonance region assignments. Spin
assignments are taken from Ref. 2S. X is the parameter
determining the mass variation of the width.

Resonance region L J X (GeV) Identified with

k* =([(W'+ M'+q')/2W]' —M'}' ' (21)

u3;=4+ at W=W„, (28)

is the momentum of the virtual photon in the same
mN c.m. system,

1 1 0 160

2 1 0 350

3 2 0.350

3 2 0 350

P33(1236)

D|3(1520)

Z„(16SS)
Ii 37 (1950)
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where

4o.~(~'+q') 'G*(q') '
r,W„(W„'-m') G, (q'}

{31)
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TABLE XI. Resonance amplitudes. The amplitudes of each resonance-region cross section
0'&e& at the corresponding resonance mass. The first errors shown are the fit errors. We
also estimate the error due to the particular parametrization used in the fit by assuming a
different parametrization could result in the background varying by as much as +10%.

q2

[(GeV/c)'I &...(I b)
Error from fit

parametr ization

First resonance region 0.09
0.22
0.46
0.78
1.17
1.48
1.82

505.0 +7.06
468.7 + 3.19
327.2 +2.95
187.7 + 1.03
98.02 + 1.50
59.12 + 1.31
36.48 + 0.73

8.75
+ 6.68

5.82
+ 4.00

2.72
+ 1.88

1.32

Second resonance region 0.08
0.21
0 44
0.75
1.14
1.44
1.78

129.5 + 4.19
113.8 +1.92
84.24 + 1.63
57.07 + 0.65
38.84 + 0.94
25.89+ 0.92
19.12+0.53

+10.1
+ 8.63

6.67
+ 5.11
+ 3.7J

3.14
+ 2.25

Third resonance region 0.08
0.20
0.43
0.73
1.12
1.42
1.75

65.87 ~ 3.79
60.29+ 1.64
51.52+ 1.63
37.73 + 0.66
24.47 + 0.78
19~ 11+0.82
13.74+ 0.51

~11.8
+10.2

7.50
5.89

+ 4.46
+ 3.59

2.72

Fourth resonance region 0.40
0.70
1.08
1.38
1.71

15.98 + 3.02
7.18+0.91
4.39+ 0.89
4.76 + 1.09
3.29+ 0.70

+ 7.82
+ 6.51
+ 4.95
+ 3.91
+ 3.10

First, there is the Callan-Gross" integral:

de)I,~= —,~$',
l

1

dx F,~(x) .
0

In the parton model, I» represents the mean

(33)

TABLE XII. First resonance transition form factor.
Values of the transition form factor Gg compared to a
dipole form G&(q2) =3/{1+q /0. 71) . The errors include
the fit error added linearly to the fit-parametrization
error estimate.

I
/

I

1.0 t
t

4k

4E

Al

n 0.8
C9

0.7—
0.6

0.5

I
$

I
$

I

~ This Experiment

A Bartel et al.
o vp

q' [(GeV/~)'] k:,* a')/o~(q')j'
I I I I I

0 0.2 0 4 0.6 0.8 I.O l.2 I A

q2 (GeV/c)2

I.6 I.8 2.0

0.09
0.22
0.46
0.78
1.17
1.48
1 ~ 82

0.950+ 0.030
0.905+ 0.019
0.828 + 0.022
0.735+ 0.020
0.633+ 0.027
0.548+ 0.030
0.475+ 0.027

FIG. 23. Measured values of the transition form
factor for &(1238) production compared to the dipole
Q&(q ) = 3/(1+ q /0. 71) vs q . The open circle is from a
fit to photoproduction data of Ref. 30. The other measure-
ments are from Ref. 31.
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I2p = —uQ'2
1

—E„(x).'dx
0

(34)

In the parton model, this represents the sum of
the squares of the parton charges in the proton.

500 ~
0

200

I 00

~r

d'
o~

O~
C~

P~0
0

yO

o~
~ 0'

o~

3O)

square charge per parton. %e also calculate the
Gottfried integral":

I I I I I I I

oy
5

First Resonance Region

In Table XIII we list the measured values of
these integrals and their expected values in the
three-quark model and in a simple parton model. "
For convenience we evaluated the integrals using
the fit to E»(x') given in Sec. IV C and shown in

Fig. 20. Since the variable x' is observed to be a
better scaling variable for the finite q' where data
are available, we have used F»(x') as an estimate
of the asymptotic scaling function E»(x) and have
calculated all the integrals in terms of x'. By
combining the results of the fit for F»(x') with
the measured o„/o~ ratio, we calculate the cor-
responding integrals for the difference between
proton and neutron. For values of x'&0.28, we
have used the data from Ref. 26. Remember that
there are no data for x'& 0.02 and also there are
no data in the scaling region for x'&0.05, and that
these regions may be important for the I» and

I,
„

integrals. Note that the errors given in Table
XIII are the estimated systematic errors. Propa-
gation of the statistical errors yields values much
smaller than the errors shown. An interesting
discussion of the significance of these sum rules
is given in Ref. 34.

b

IO
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FIG. 24. Measured values of the cross section from
the resonances evaluated at each resonance mass vs q2.

The open circles are from fits to photoproduction data
of Ref. 30. Errors are statistical only.

FIG. 25. Measured values of the ratio of resonance-
peak cross sections to the background at each peak as
determined from the fits. The open circles are from
fits to photoproduction (Ref. 30).



1908 S. STEIN et al. 12

F. A dependence

The phenomenon of "shadowing, " in which the
scattering probability per nucleon decreases in
heavy nuclei, has been observed" in purely had-
ronic processes, such as mA scattering, and also
in photoproduction. The usual explanation relies
on the fact that the mean free path for hadronic
interactions is of the same order as the nuclear
sizes, so the incident particle is only able to see
the surface of the nucleus. This would give a
cross section of O„=o,A'~'. In photoproduction,
where a naive estimate gives a mean free path
large compared to the nuclear size, models like
vector dominance, in which the photon spends
some of the time as a hadron, can be used to ac-
count for the observed shadowing. However, pre-
vious experiments in electroproduction have failed
to show any shadowing effect.4

In this experiment, we took data on targets of
hydrogen, deuterium, beryllium, aluminum,
copper, and gold at energies of 13 and 20 GeV in
order to see if any A dependence could be observed
for low q' electroproduction. The analysis for the
targets heavier than deuterium was done in the
same way as for deuterium, except that no smear-
ing correction and no inelastic radiative correc-
tions were made. In Table XIV we list all the
cross sections used for this analysis. The data
with and without the elastic and quasielastic tails
subtracted are plotted in Fig. 26. We have omitted
points from further analysis when the radiative
tail subtractions were greater than 25%, and we
have made no inelastic radiative corrections for
any of the targets. We should point out, however,
that applying our procedure for calculating the in-
elastic radiative corrections to the data does not
change the results of the comparison of cross sec-
tions between nuclei. In models such as vector
dominance that show decreasing shadowing for
small ~', the effects of the radiation process tend
to dilute the possible shadowing when looking at

data which are not radiatively corrected. " Com-
parisons with theoretical predictions, therefore,
require the calculation of the expected results in-
cluding the effects of the radiation process.

We calculate the "shadowing factor"

o(A)
No(D} —(N —Z)o(H) ' (35)

where cr(D) and o (H) are the deuterium and hydro-
gen cross sections, N is the average number of
neutrons, and Z the number of protons in the nu-
cleus. No corrections for proton smearing were
made to o(H), since it affects the value of F by
s0.5/&. In Fig. 27, I' is plotted versus A for each
of the kinematic points. The results for each
(q', W) point were fitted to the expression

E=a A'
0 ) (36)

determining the parameters ao and e. (Note that
in this section e is not the photon polarization de-
fined in Sec. III.) The results are listed in Table
XV and e is plotted as a function of x' in Fig. 28.

Systematic errors are difficult to estimate.
Many sources of systematic error cause shifts
in e at all values of x' and are, therefore, "nor-
malization" errors in e. We estimate these kinds
of errors as +0.02 in the value of e.

The subtraction of elastic radiative tails intro-
duces errors which would depend on x' (though the
dependence is also a function of Eo). We are,
therefore, reluctant to interpret the observed fall-
off at low x' as definitive evidence for the observa-
tion of shadowing electroproduction.

V. CONCLUSION

The results of this experiment can be briefly
summarized as follows:

(l) The turn-on of scaling behavior for the pro-
ton appears to take a remarkably simple form in
q', which is independent of the value of co' chosen
and is consistent with the closure approximation.

TABLE XIII. Electroproduction sum rules. Expected parton model values are from Ref. 33;
&+& is the average number of partons. The extended range of 0.02 &x'&0.82 includes data
&„/0& from Ref. 26. The errors are an estimate of the systematic uncertainty from the data.

3 quarks

Expected

Parton mode1

Measured values
This experiment Extended range

0.02 &x' & 0.28 0.02 &x' & 0.82

Ii -Ii„

i
3

i
3& N&

i
3& A&

++2& jY&

3 9

i
3

0.089 + 0.005

0.019+0.003

0.895+ 0.072

0.139+0.031

0.152 + 0.009

0.045+ 0.005

1.052 + 0.085

0.200 + 0.040
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TABLE XIV. Cross sections for A-dependence analysis.

W

(GeV) Target
Raw

(p b/GeV sr)
Raw-tails

(pb/GeV sr)
W

(Ge V) Target
Raw

(p b/GeV sr)
Raw-tails

(pb/GeV sr)

ED=13 GeV

2.00 H

D
Be
Al
Cu
Au

3.173+ 0.028
5.697+ 0.068

25.24 + 0.39
76.4 + 1.2

1861 + 39
554. + 20.

3.027 + 0.028
5.490 + 0.068

24.39 + 0.39
73.7 + 1.3

180 0 + 3 9
538 + 20.

3.25 H

D
Be
Al
Cu
Au

1.477~
2.628 +

11.70
34 ~ 82
81.3

270.1

0.015
0.017
0.18
0.46
1.5
8.8

1.339+ 0.015
2.449+ 0.017

10.92 + 0.18
31.94 + 0.46
74.1 ~1.5

247, 7 + 8.8

2.25 H

D
Be
Al
Cu
Au

2.651+ 0.029
4.697 + 0.039

21.34 + 0.28
64.32 + 0.92

156.8 + 2.6
481 + 15.

2.525 + 0.029
4.523 + 0.039

20.62 + 0.28
62.04 + 0.92

151.6 + 2.6
467 + 15.

3.50 H

D
Be
Al
Cu
Au

1.307 ~

2.354 +

10.28
31.19 ~

73.7
230.1

0.014
0.017
0.14
0.50
1.4
7 ' 0

1.140+ 0.014
2.141+ 0.017
9.34 + 0.14

27.43 + 0.50
63.6 + 1.4

195.7 + 7.0

2.50 H

D
Be
Al
Cu
Au

2.192 + 0.024
3.946+ 0.034

18.11 + 0.25
53.63 + 0.77

132.4 ~ 2.4
414 + 13.

2.076 + 0.024
3.788 + 0.034

17.45 + 0.25
51.50 + 0.77

1276 + 24
401 ~ 13.

3.75 H

D
Be
Al
Cu
Au

1.265 +

2.185+
10.17
29.66
70.9

223.1

0. 020
0.031
0.20
0.62
2.0
8.4

1.045+ 0.020
1.912+ 0.031
8.70 + 0.20

24.29 + 0.62
55.4 + 2.0

164.3 + 8.4

2.75 H

D
Be
Al
CU

Au

1.890 +
3.414 +

15.12
45.71

106.2
345.8 +

0.018
0.021
0.17
0.60
1.7
8.1

1.774 +
3.259+

14.47
43.55

101.2
331.9

0.018
0.021
0.17
0.60
1.7
8.1

4.00 H

D
Be
Al
Cu
Au

1.221 + 0.022
2.135+ 0.035
935 + 023

29.72 + 0.72
74.3 + 2.5

241 + 11.

3.00 H

D
Be
Al
Cu
Au

1.639~
2.960 +

13.21
39.76
92.3

286.0

0.016
0.018
0.19
0.52
1.7
9.3

1~ 517+

2.798+
12.52
37.36
86.6

269.4

0.016
0.018
0.19
0.52
1.7
9.3

EO=20 GeV

2.50 H

D
Be
Al
Cu
Au

0.762 +
1.292 +

5.72
17.66
42.44 +

123.5

0.007
0.008
0.11
0.34
0.95
5.5

0.753 +
1 ~ 279+
5.67

17.48 +
42.03

122.3

0.007
0.008
0.11
0.34
0.95
5.5

3.00 H

D
Be
Al
Cu
Au

0.634+
1.125+
5.119+

15.40
36.51

115.1

0.007
0,007
0.070
0.24
0.79
3.5

0.625+
1.112+
5.061+

15.18
36.02

113.7

0.007
0.007
0.070
0.24
0.79
3.5

2.75 H

D
Be
Al
Cu
Au

0.695+
1.205 +

5.39
16.99
40.4

123.3

0.007
0.006
0.11
0.20
1.2
5.1

0.686 +
1.192+
5.34

16.80
40.0

122 ~ 1

0.007
0.006
0.11
0.20
1.2
5.1

3.25 H

D
Be
Al
Cu
Au

0.583 +
1.038 &

4.731+
14.70
35.49

112.7

0.006
0.007
0.094
0.22
1.03
4.5

0 ~ 573+
1.023 +
4.666 +

14.43
34.S7

111.0

0.006
0.007
0.094
0.22
1.03
4.5
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TABLE XIV. (cont' d. )

(Ge V) Target
Raw

(p b/GeV sr)
Raw-tails

(pb/GeV sr) (c v) Target
Raw

(p b/GeV sr)
Raw-tails

(p b/GeV sr }

Ep=20 GeV

3.50 H

D
Be
Al
Cu
Au

0.532 + 0.006
0.956 + 0.006
4.308+ 0.059

13.04 + 0.19
31.44 + 0.67
97.4 + 3.0

0.521+
0.940 +
4.232+

12.70
30.60
95.0

0.006
0.006
0.059
0.19
0.67
3.0

4.75 H

D
Be
Al
Cu
Au

0.424 + 0.004
0 ~ 765 + 0.006
3.392 + 0.072

10.23 ~ 0.16

766 + 35

3.75 H

D
Be
Al
Cu
Au

0.495 +
0.899+
4.001+

12.49
30.06
90.7

0.005
0.007
0.080
0.19
0.87
3.7

0.481 +

0.880 +

3.908 +
12.06
28.92
87.3

0.005
0.007
0.080
0.19
0.87
3.7

5.00 H

D
Be
Al
CQ

Au

0.458 +

0.796 +

3.591+

10.68
25.94
76.4

0.005
0.007
0.084
0.17
0.88
4.1

4.00 H

D
Be
Al
Cu
Au

0.471~
0.840+
3.796+

11.23
27.53
86.2

0.004
0.006
0.036
0.17
0.59
2.6

0.454+
0.817+
3.679+

10.67
25.98
81.3

0.004
0.006
0.036
0.17
0.59
2.6

5.25 H

D
Be
Al
CG

Au

0.497 +
0.903+
4 ~ 16

12.87
31.5

117.1

0.007
0.010
0.11
0.25
1.2
5.9

4.25 H

D
Be
Al
CU

Au

0.431+

0.783 +
3.428 +

10.67
26.32
86.0

0.005
0.010
0.072
0.19
0.80
3.7

0.408 + 0.005
0.752+ 0.010
3.275+ 0.072
9.92 + 0.19

24.19 + 0.80
78.8 + 3.7

5.50 H

D
Be
Al
Cu
Au

0.601+ 0.011
1.009+ 0.013
4.79 + 0.15

16.69 + 0.39
465 + 20

186 + 11.

4.50 H

D
Be
Al
Cu
Au

0.426 +
0.777 +
3.385 +

10.44
24.03
69.8

0.004
0.006
0.049
0.17
0.50
2.3

0 ~ 394+ 0.004
0.735+ 0.006
3.177+ 0.049
9.42 + 0.17

21.02 + 0.50
58.9 + 2.3

The lack of q' dependence in the ratio an/o~ sug-
gest that the turn-on of scaling in the neutron is
similar to that observed for the proton.

(2) The ratio of vW, „/vW» is less than unity even
for u' as large as 20, suggesting R sizable nondif-
fractive component to the scattering.

(3) We observe no significant resonance enhance-
ments between 5 =2 GeV and W=3 GeV.

(4) For our range of q' =0.1 to 1.8 (GeV/c)' the

first resonance decreases in size relative to its
underlying background. For the higher-lying reso-
nance enhancements the ratio of peak to background
remains relatively constant, varying no more than

30% from q' =0 to q' =1.8 (GeV/c)'.
(5) Electroproduction shadowing in heavy nuclei

is significantly smaller than in photoproduction.
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tant than accuracy. In the case of the quasielastic
scattering, we must include the smearing due to
the motion of the nucleons within the nucleus. Be-
cause of speed limitations we use the peaking ap-
proximation for radiation when the smearing cal-
culation is done to get o„.This is then corrected
by comparing an unsmeared, but exact, radiation
calculation to the unsmeared peaking approximation
result. In both elastic and quasielastic cases, we
correct for the finite solid angle of the detector
using the peaking approximation to average over
the acceptance to get o«,«,. By putting all these
factors together, we obtain the following for the
total elastic and quasielastic tails:

useful for future electroproduction experiments
at SLAC. For technical help and construction of
the apparatus, we thank G. Johnson, K. Doty, and
W. Weeks.

APPENDIX A: RADIATIVE CORRECTION FORMULAS

In this appendix we present the expressions used
in the radiative corrections for this experiment.
The corrections consisted of: the radiative tail
frOm elaStiC SCattering, Oel tail the tail frOm quaai-
elastic scattering in the case of targets other than

hydrogen, o „„;and the inelastic radiative cor-
rections. We are able to calculate exact radiative
tails under the assumption of one-photon exchange
and for single-photon emission. 37 This we call
o eg t ai l We also can use the angle- peaking approx-
imation to calculate o,g t il which is a faster cal-
culation and is used where speed is more impor-

f inite
el tail ex tail O.

pk tail
(A1)

er tail f iaite
q tail qt &pk tail pk tail

(A2)

FIG. 26. Measured values of the cross section d20'/d&dE' vs ~' for each of the six targets as shown: (a) incident
energy, Ep=13 GeV' (b) incident energy, Ep=20 GeV {note suppressed zeros). The closed circles are the data before
any radiative corrections; the open circles are the data after elastic and quasielastic tails are subtracted. Statistical
errors are shown where they are larger than the plotted points. Data where the subtraction arising from radiative
corrections exceeds 25% are not used in the subsequent analysis.
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FIG. 27. The shadowing factor J (see text) vs A for each kinematic point. The lines are fits to the form c/' for
each plot. Only statistical errors are shown. (a) Incident energy, &0=13 GeV; (b) incident energy, &0=20 GeV.

TABLE XV. A-dependence results. Results of the fits to the A. dependence of the form
E=+/'. The errors shown are from the fit only. Systematic errors can shift the values
of & by as much as +0.02.

Eo W q
(GeV) (GeV) [(GeV/c) ]

V

(GeV) ao «1000
(4 degrees

of freedom)

13 2.00
2.25
2.50
2.75
3.00
3.25
3.50
3.75

0.695
0.660
0.621
0.578
0.531
0.481
0.425
0.366

0.148
0.115
0.090
0.071
0.056
0.044
0.034
0.025

2.034
2.581
3.191
3.S70
4.612
5.416
6.282
7.216

0.998+ O.OOS

0.994+ 0.008
0.994+ 0.008
0.998 + 0.006
1.002 + 0.007
1.003 + 0.007
1.007+ 0.008
1.014+ 0.014

3.8+ 3.8
12.9+3.5
13.2 + 3.7
0.5+ 3.1

—3.0+ 3.5
—6.2 + 3.7
-15.4+ 4.0
-18.8+ 6.2

2.1
2.5
5.7
5.4
0.6
6.5
0.8
5.6

20 2.50
2.75
3.00
3.25
3.50
3.75
4.00
4.25
4.50

1.588
1.524
1.453
1.375
1.292
1.203
1.107
1.005
0.897

0.203
0.168
0.139
0.115
0.095
0.079
0.065
0.053
0.042

3.707
4.373
5.095
5.894
6.750
7.666
8 ~ 647
9.692

10.800

0.997+ 0.006
0.991+ 0.006
0.996+ 0.006
0.990+ 0.007
0.997+0.007
0.997+ 0.007
1.001+ 0.007
0.997+ 0.009
1.012 + 0.007

7.2~ 4.1
16.0*3.7
9.0+ 3.6

18.8+ 4.1
6.4+ 3.6
6.4+ 4.3
0.8+ 3.6
0.3+ 5.0

-24.6 + 4.0

1.7
1.7
1.4
1.8
1.3
0.9
6.2
4.9
7.3
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In the case of the inelastic correction, we use
the peaking approximation and a model for the in-
elastic cross sections as described in the text.
The following are the formulas as used in the
analysis:

F,=F(q)

0.930 3.19 5.45

1. General definitions

x[W" + 2 tan'(-, 8)W" ] (A3)

where Eo is the incident energy 8 is the laboratory

scattering angle and

%'e first consider the cross section for elastic
electron scattering from a target of mass M~.
This will define the structure functions W (q2} and
W (q'):

dv o.' cos'(-,'8) E„
dQ „4E'sin4( —,'8) Eo

q =(q'P j' in fm ',
and

G p=+i. ++ip

Gs =Fin+Fij+KPmn+Kj F2p

F,„=rGjj„/(1+r),
F,~

= (G,~+ 7G»}/(1+ r),
F2„=Gjj„/K„(1+r),
F,~

= (G„,—G»)/[K~(l + r) ],
G„„=K„GE

(A11)

(A12)

E Eo
1+ (2E /Mr) sin (28)

a = fine-structure constant
(A4) K„=-1.91348;

(3) beryllium elastic
—1/137.036 04 .

We consider three cases, elastic proton scatter-
ing, elastic nucleus scattering, and quasielastic
scattering, and define the parameters needed for
the calculation:

(1) elastic electron-proton scattering:

M r = (0.938 256/1.007 97) x 9.012

=8.38871 GeV

W,"=0, W"=[ZF(q)]',

where"

(A13)

(A14)

M = Mq = 0.938 256 QeV,

G ~+v6
g e& ~G & ~e& E&.

(A5)

(A6)

where

r = q'/4M~,

G„=(1+K }G», K, = 1.7927,

and (A7)

0.02

0.0 I

Gz = P(q')/(1+ q2/0. 71)2,

where P(q') takes into account the deviation of the
measured form factors from the dipole expres-
sion, "and is given by

5 5

p(q')= P j(, fl (q')("('- j]i(i j) }, )(&)))-
f =0 /=0

(5&&)

and Ho= 1.0007, H, =1.01807, H, =1.05584,
H3=0 836380, Hq 0 6864584) H5 0 672830'

(2) deuterium elastic:

0
z
D
CLx -O.OI

-0.03
O. I

x'

~ I 5 GeV

O 20 GeV

0.2

M, =1.87537 GeV, (A9}

W"=F '-'rG ' W"=F '(G '+-'rG ') (A10)

where"

FIG. 28. The exponent & from the fits to the shadowing
factor F =a/' vs x'. The closed circles are from the
13-GeV data, open circles from the 20-GeV data. Only
statistical errors are shown in the figure. Systematic
errors can shift the values of & by as much as +0.02.
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F(q) =1 —ax'/[2k(2+3a)]e * ~4~

}t= 3(2+ 5a)/2(2+ 3a),

a =-,'(Z- 2),
& =& x1.07A'~'

qinfm ',

(A15)

W" =0 W" = [ZF(q)]',

(A16)

(A17)

g =atomic charge number of the nucleus and is
given in Table I;

(4) aluminum, copper, and gold elastic:

M r = (0.938 256/1. 007 97) x 26.98, 63.54, 197

=25.1140 GeV, 59.1454 GeV, 183.375 GeV,

and the appropriate F(q) is chosen according to the
target, and N =number of neutrons in the target
and is given in Table I.

2. "Exact" radiative tail

The cross section a„for the radiative tail from
a state of definite mass Mf can be calculated ex-
actly under the assumption of one-photon exchange
and for single-photon emission. It depends upon
knowledge of the structure functions W (q') and

W (q') and is given by Tsai." We have changed
the notation in the following sections from that used
in the previous part of this payer, in order to fol-
low more closely that used by Tsai. This means
that now

s(E„it):four-momentum of the incident
electron (E,=E,),

where

F(q) = (1+ q'c') ' exp(- q'5')

b =2.4 fm,

c =1.07A'~' fm,
(A18)

p(E&, $}: four-momentum of the outgoing
electron (E~=E ),

f(Mr, 0}: four-momentum of the target
particle,

k(&u, k}: four-momentum of the real photon
emitted,

qisinfm ';
(5}guasielastic:

M = 0.938 256 GeV,
2 '2

g ~-~G'2 g ~ ~E +~~
1 N Q

where~'

Gs'=Z[1 — F'( )q] G~s',

G„'= [Z(1+ED} +NK„]Gee',

(A19)

(A20)

(A21)

and in addition we define the four vectors

u=s+t-P,
P =u-kf

where

&f &f™f
For the radiative tail from elastic scattering
Mf =M~.

Then following Tsai we obtain

(A23)

d'o a' E~ ' 2M„&A(cos8,)
dAdE~, „(2s)E, , q'(u, -iu)cos8, )

—gm' q' a'm2 q'
x

I W, (q') 2E,(E~+&o)+ ——, 2E~(E, —&o)+—

—2+2v(x ' —y ')(m'(s P —(u')+(s P)[2E,E~ —(s P)+(o(E, -E))])
2

+x ' 2(E,E~+E,~+E~')+ ——(s P) —m'

2
—y

' 2(E, E& E&&u+E~ )+ —-—(s p) —m
I

+ W, (q') —+ —, m'(2m'+q')+4+4v(x '-y ')(s P)(s P-2m')

+(x-' —y-')(2s p+2m'-q') -) (A24)
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(o = —,'(u' M-,')/(u, —lul cose, ),
s p=E, E~-lpllslc ose,

uo =E, + M~ -Ep,
lnl = (u ' -u')'/'

u =2m +Mr' —2(s P)+2Mr(E, -E~),

(A25)

(A26)

(A27}

(A26)

(A29)

q' =2m' —2(s p) —2&u(E, -E~) +2&ul n j cose, ,

(ASO)

where + is the photon energy in the lab system 3. Real bremsstrahlung and ionization loss in target

The straggling caused by target bremsstrahlung
and ionization loss also contributes to the radia-
tive tail and can be written

dad

M, + 2(E, —(u, ) sin'(-,'8)
Mr —2E~ sin'(-,' 8)

a = &u(E~ —
l p l cos 8~ cos 8„),

a'=u&(E, —l el cos8, cose, ),
(dl p l sin ep sine' &

v=(a' —a) ',
lslcos8-lplcos8

lsl-Iplcose
cose~ =

(A31)

(A32)

(ASS)

(A34)

(A35)

(A36)

where

+&,l(E, ) —'
p(vn) +

2
bt,
(gpp 2 (dp

1 —(2E /M ) sin'(-'8) '

Es -E1+(2E,/M, ) sin'(-,' e)

(A4&)

(A50)

(A51)

and

(P b t2 }1/2

(ai2 b 12)l/2

m= electron mass

= 0.511 MeV,

8 = scattering angle,

8„=angle between u and k,

(A37)

(A38)

(A39)

(A40)

(A41)

(A42)

and

= rm t, +t~
2a (Z+17) ln(163/Z'/') '

v, =(g,/E, ,

Vp = (dp/(Ep+ (dp),

y(v) = 1 —v+ —,
' v',

o d(E) = J'(q')a. , (E) .

4. Peaking approximation

(A52)

(A53)

(A54)

(A55)

(A43)

2(y i-14 13 -q'
E(q') = 1+0.5772xbT+ — + —ln

w 9 12 m'

a, E, p 1 2 6]——ln —' + — —m —4 cos-
2n' Ep g 6 2

(A44)

It is also possible to develop an angle-peaking
approximation for the exact radiative tail which
looks very similar to the expression for target
straggling:

d 0
0'p =

dQ @ED peak approx.

b= &3(1 ++9[(Z+I)/(Z+q)][In(163Z '/~] ']
= 1.35'7,

q = ln(1440Z ' '}/ln(183Z '/'}

T tg+tg p

(A45)

(A46)

(A47)

-
( )

bird'(vo)
40p

where

(A56}

and t~ and t, = total path length in units of radiation
length of the electron in the target before and after
the scattering, respectively (see Table II).

The Spence function is defined as

t„=b '(a/s)[ln(- q'/m') —1] .

5. Multiple-photon correction

(A57)

e(x)=
l

i' —lnl1 —yl (A46)

The cross section for single-photon emission is
corrected for multiple-soft-photon radiation by
multiplying by the factor
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S
soft g Ep+(dp

6. Target radiation

(A58)
where

8, +i&8 . , jtt
sin'(-,' 8) =sin' '

2
+sin'

In an attempt to take into account radiation from
the target, we have used the approach in Ref. 12.
%'e calculate the quantity

and

—2 sin' ' sin' A65

of k'dQ~ (pi pf)
4ff ' ' ' f (p, t)(p, k)

4,y

where for

(A59}
&s

1+2(E,/Mr) sin'(-,' 8)

Z4 = —1 e4 =+1 p4 =S 1+2(E,/Mr) sin'(-,' 8,)
(A66}

(A60)

and compare this to t,l, which is obtained by sum-
ming over only terms with i or j=1 and 3. This
results in a correction

8 = scattering angle corresponding to
the center of the 8-tP bin,

48=width of 8 bin,

(2nft+1) =number of 8 bins summed over,

80 = central horizontal projected angle
of the spectrometer,

(A6 t)

Rf = t/t, l .

7. Complete elastic radiative tail

(A61) 4Q =width of tQP) bin,

(2n@+ 1)= number of tjjt bins summed over .

By putting all the above expressions together,
we arrive at two expressions for the elastic tail:
o,„„,.„using the exact one-photon formula, and

+pk t l, us lng the peaking approximation:

The final expression we have used for the com-
plete elastic tail is then

o ex tail
= (o ex 'E t +oft) P soft s

ff pk tait
—(~p+fff) &»ft ~

(A62)

(A62)

finite
el tail ex tali

~pk tail

(A68)

We also evaluate one other cross section using
the peaking approximation, but averaging over the
finite &0 acceptance of the spectrometer. This is
done by summing over the individual 8 and tP bins
of the spectrometer:

1 1
"»f«(2ne+1)(2n &+1)

ate Ny

x Q g o,„„,t(E„E„sin'(-,' 8)),
tf e j = «tt @ (A64)

8. Quasielastic scattering

The quasielastic scattering cross section in

Appendix A1 does not take into account the motion
of the nucleons within the nucleus. It represents
a 5-function scattering with the correct total
strength, but without the shape which is a result
of smearing by the nuclear motion. Following the
treatment by Atwood and West, '4 we calculate the
quasielastic peak cross section as

d'ff a' cos'(38) P,

+1 2 +1
x W," P+ ' 2 tan' —'g F,~d cos8, +2 tan'(28)$', ' F,~d cos&,

-1 — P «]

(A69)
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P,.=(E,.'-M„')'",
E ~ =(S,+M„'—M~ )/2W, ,

w =s'",t t

(A70)

(A71)

(A72)

(A73)

where 8',"and 8'2" are the nucleon form factors as
in Appendix A 1,

c.m. =center of mass of photon-deuteron system, (A76)

and Fan= the probability that the nucleons have the
momentum P,~ inside the deuteron. W'e use
F~ =

~ g(P,~) ~', where (}1(P,~) is the Fourier trans-
form of the nonrelativistic spatial wave function.
In addition,

P„'=[E, ~q( —(M, —v)P, cos6, ]'/S, ,

M~ = proton rest mass,

M„=neutron rest mass,

M~=deuteron rest mass, (A75)

$( = M~ + 2Mgv —q, v =El —E), , ~ $~ = q + v

P = j/lq —E,p,

P,' = &P, '(1 —cos'8, },

(A77)

(A78)

(A78)

(A80)

(A81)

9. Quasielastic radiative tail

The radiative tail associated with this quasielastic scattering is then calculated using the peaking ap-
proximation as given in the following formula:

d2(y Znz ('( ty+ t„)nz b(ta+ tr) g/gz
dQ dE~, E, E~

1-

where

�

+& max Et Z 5(tz+ tp) (ZI Z )ft b(tb+ tr) f)(f ~ f ) Et

(A82)

M 2E ' ' —'8)
nz = 5 MeV, (})(v)= 1 —v —,

' v', (f(E„E),) =P(q')o, (E„E(,) .
Mr —2E), sin' —,'e ' (A83)

10. Inelastic radiative corrections

The corrections for radiation from the inelastic
states is done in the peaking approximation.

By replacing o, in Appendix A 9 by a model for
the inelastic cross section o", we obtain the
cross section with radiative effects included:
o"(radiated}. The measured cross sections are
corrected by the ratio (r"(radiated)/&x".

APPENDIX B: NONRELATIVISTIC DERIVATION
OF CLOSURE

1. General

where o„is the Mott cross section. We will not
worry about recoil factors. If the target is made up
of N constituents with charge e, each, then the
form factor for the transition to a particular final
state (f ~

is given in the nonrelativistic Born ap-
proximation by

2

G. ,(q') = e((f le' "' ~o) (Bl)
(~ 1

where 5, is th position of the ith constituent. We
shall distinguish the case where f is the same as
the initial state (elastic scattering) from all others
(inelastic scattering) and write

We write the cross section do/dQ for the scat-
tering of a spinless particle interacting solely by
Coulomb interaction as

do/dA = v+(q'),

G(.~(q') = Q Go -g(q')
f

= (".)(q')+ G(..)(q') (B2)

For the case of elastic scattering, (f ~

=(0 ~, so
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G.,(q') -=G. .(q') = e(«le" a'IO&
wl

For simplicity we assume that the ground-state
expectation value is independent of the index i, that
is, each constituent has the same momentum dis-
tribution inside the target, and define

y (q*)=(0le«al0&. (84)

Then, we get
2

(86)

N

G„„(q')= e( + Q e(e& I+ )(q ) I

=1

)2

e, lz„(q')I'+c(q') P P e,e, .

(812)
Rewriting the second term containing F„as~"„e,e, I

I „(q')I' yIelds

N

G ...(e*)= f 8 * —p ~ *(I)"., (e')(I'

Now, we evaluate the form factor for the total
cross section:

G„,(q')= g G. &(q')
f

+c(q') Q P e,e,

or, summarizing the results;
N 2

G.,(q')= Pe,

(813)

g ~,(i(e'&" la)
f ial

Expanding the squared matrix element,

G«, (q'}= pep, &ole-' "ilf&
j «t

x (f I
e «'"t'I 0) .

(86} (:...,(e') = g 8,'I( —I)". (e') I')

+C(q'} g p e,ej .

2. Application

(814)

We now make the closure approximation, that
Qz I f&(f I

=1. This assumes that all possible fina&

states can be excited. So,

We can now apply these results to the proton and
neutron if we consider them as being made of con-
stituents. These yield xmmechately

G~,a(q') = g P ere&« I
e"'"' "~'

I
0&

jej s 1

Separating out the diagonal terms and using the
normalization (0 IO) =1, yields

G„,(q') = Q e,'

(BS)

So,

(o le"'"' ""Io& = I&„(q')I'+ c(q') (810)

N

+C(q')Q Q e,e~.
j&f

(811)

Now, we can subtract the elastic contribution to
get just the inelastic form factor:

g P e e (Ole«'&" Ã&)IO&. (89)

Next, we separate out a contribution, C(q'), which
vanishes if there are no two-particle correlations
in the ground state and which we assume to be
independent of the constituents' indices i and j so
that

dv%', q', v = ej' 1- F„q'
ine1

~ c,(q*)(g pe, e,

(815)

dv W2„(q',v) = g e,' [1—I+,q(q ) I 1
~ iael i=1 n

N

+C„(q2) g g e&e& . (816)
jyt j fl

F~~ and F"„would be equal if the momentum dis-
tributions of the constituents were the same in the
proton and neutron, so if the correlation terms
were negligible, one might expect W,„lW»to scale
to lower values of q' than either 8'» or W,'„alone.
Gottfried noted that in the simple quark model the
charge sum in the correlation contribution vanishes
for the proton, but not for the neutron.

For the ease of particles with spin, magnetic
moments, and more realistic ground states, the
results get much more complicated. There are
several more detailed accounts in the case of nu-
clear scattering in the literature. ~ However, the
simple approach stated here agrees with the spirit
of the more complex analyses.
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