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Measurement of the KI -p and KI -d total cross sections*
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Total cross sections have been measured for the transmission of long-lived neutral K mesons through
hydrogen and deuterium. The momentum range for the KL was 130-550 MeV/c. The momentum of each
detected kaon was measured by time of flight. The cross sections are consistent with earlier less precise
results. Comparison of the KL cross sections is made with the results of several K-matrix fits to other KX
data, and the KL total cross sections are compared with existing theoretical calculations for K d total cross
sections.

I. INTRODUCTION

Using the time-of-flight method for measuring
the velocity of neutral kaons at the Princeton-
Pennsylvania Accelerator (PPA), we have mea-
sured the momentum dependence for the attenu-
ation of neutral long-lived kaons by hydrogen and
deuterium targets. We have thus obtained total
cross sections for EI-P and Kl;d scattering in

the lab momentum range 130-550 MeV/c. The
E&-P total cross sections, calculated for each
20 MeV/c momentum interval, are accurate to
about 10-20%, whereas the ICO~-d total cross sec-
tions are accurate to 5-10+. An over-all normal-
ization uncertainty, which arises from unexplained
beam monitor fluctuations, amounts to 1.0 mb for
data taken over the entire momentum range and
1.4 mb for data taken over a more restricted mo-
mentum range.

II. EXPERIMENTAL DETAILS

The intensity of the long-lived kaon component of
a neutral beam was measured at a point far from
the production target through the detection of the
KL' decay products. To measure the total cross
section, we observed the change in this intensity
as a function of momentum when a target was in-
serted in the beam upstream of the detector. The
experiment is similar in concept and design ho

that, of Sayer e I sl .' (referred to hereafter as I).
The chief differences between that experiment and
the present one are (1) the use of liquid hydrogen
and deuterium targets, (2) reduction of the lower
momentum cutoff of the Koz spectrum to 130 MeV/c,
(3) increase in the kaon detector size from approx-
imately 61 cm to 122 cm, and (4) more stringent
collimation to reduce possible neutron backgrounds.

The same apparatus, with the exception of the
hydrogen/deuterium target, was used in a previous

experiment by Vosburgh et al. (hereafter referred
to as II). The apparatus is described in detail by
these authors.

A. Apparatus

Beam. The beam was produced at PPA by 3-GeV
protons striking an internal platinum target 3.2 cm
in length (along the beam direction), 1.3 cm high,
and 0.3 cm thick. A plan view of the beam and

apparatus is shown in Fig. 1. Particles emerging
from the target passed through (1) a 5-cm thick
lead y-ray converter, (2) a sweeping magnet to
remove charged particles, (3) a beam channel ap-
proximately 4.6 m long through the shield wall of
the synchrotron, (4) a second sweeping magnet,
(5) a primary collimator, (6) a hydrogen/deuteri-
um target (7) a third sweeping magnet containing
a secondary collimator, and (8) the kaon detector.
The beam line was evacuated from the y-ray con-
verter to the downstream end of the kaon detector,
except for the region where the hydrogen/deuteri-
um target was located. The aluminum vacuum
pipe in the region of the detector was 30 cm in
diameter and 0.3 cm thick.

The flux of neutral kaons at the detector pos-
ition was approximately 60 per second, with a
kaon/neutron ratio of about 10 '. The proton beam
spill on the synchrotron target lasted for 10 msec
out of every 52 msec. Within the 10 msec burst
was an rf structure which was useful for measur-
ing the velocity of neutral particles by using a
time-of-flight (TOF) technique. "The proton
beam was divided into-1 nsec bunches which nor-
mally struck the target -33 nsec apart, but alter-
nate bunches could be eliminated by electrostatic
deflection of the proton beam at injection into the
synchrotron. This gave -67 nsec (single-chopped)
or -134 nsec (double chopped) separation. The
useful momentum range of kaons obtained at the
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position of our detector extends from 130 MeV/c
(double-chopped injection) or 210 MeV/c (single-
chopped injection) up to 550 MeV/c with a peak in

the spectrum at about 300 MeV/c. The momentum

spectrum observed at the position of our detector
is shown in Fig. 2.

Collimation. The primary (beam-defining) and

secondary collimators provided a well-defined
beam geometry in the regions of the target and
kaon detector. The primary collimator was five
feet long, with an aperture formed by a 5.7-cm
diameter cylinder into which vertical shims had
been inserted to leave a 4.5-cm horizontal aper-
ture. This geometry prevented the direct beam
from striking the walls of the hydrogen/deuterium
target and the detector. The exit of the collimator
was located 7.5 m from the synchrotron target,
and the solid angle it subtended from the synchro-
tron target was approximately 26 Wsr. To permit
measurements of background which were not re-
lated to particles in the beam, this collimator was
fitted with valves at either end, so that it could
be filled with mercury to stop the beam. The
secondary collimator had a 5.7-cm diameter
circular aperture. Its exit was located approx-
imately 2. 1 m from the center of the hydrogen
target, from which point it subtended a solid angle
of 690 p sr.

An important difference between experiment I
and the present experiment is that in this experi-
ment the beam was collimated both upstream and
downstream of the target. The secondary colli-
mator prevented neutrons which scattered from the
exit of the primary collimator from interacting in
the detector. The authors of I ascribe a back-
ground of a few percent of their kaon rate to this
effect, whereas we measured the corresponding
background in our case to be less than 0.5%. Ne
have compared the cross sections measured by

using the different telescope combinations, which

was the test reported in I to study the neutron
background, and we find consistency within the
statistical errors. This also indicates that no
sizable neutron background was present.

Hydrogen/deuterium target The target con.sis-
ted of three identical cylindrical vessels 10 cm
in diameter and 91.4 cm long. They were mounted
so that they could be moved transverse to the beam
direction, and any one of the three could be cen-
tered on the beam line to an accuracy of +0.15 cm.
During the experiment, one chamber was filled
with hydrogen, one with deuterium, and the third
was evacuated. This design eliminated the need
for emptying and refilling targets with deuterium
or hydrogen, thus avoiding transients in density
associated with filling. The vapor pressure above
both the hydrogen and deuterium was measured to
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FIG. 2. Time-of-flight spectrum of the detected events
observed at the position of our kaon detector. The small
peak near zero time is due to the &-ray contamination
in the sample. The momentum scale corresponds to
particles of the mass of A~ meson.

an accuracy of +0.001 atm, which allowed fluctua-
tions of -10 ' in the density to be observed. The
lengths of the cylinders were measured during
operation to an accuracy of +0.08 cm using tele-
scopes and viewing ports at the ends of the targets.
The effective length of the target is not exactly the
measured over-all length, due to the curvature of
the end domes. The correction for this effect,
amounting to a length reduction of 0.6 cm, was
calculated assuming the beam was uniformly dis-
tributed over the area given by the exit aperture
of the primary collimator.

Kaon detector. The detector, described in de-
tail in II, was designed on the principle that near-
ly all charged particles emerging from the evac-
uated neutral beam arise from kaon decay. It con-
sisted of four two-counter telescopes, each 1.22 m
in length but of different width, placed parallel to
the beam line. They formed the sides of an open-
ended asymmetrical box through whose open ends
the beam passed. The sides of the box were made
of unequal size in order to increase our sensitiv-
ity to possible backgrounds, since the five possible
ratios of the rates in the six different telescope
combinations are calculable for events arising
from kaon decay. (For a symmetric detector,
four of these ratios are equal due to symmetry
alone. ) The counters of each telescope were sep-
arated by a 0.64-cm thick steel plate to reduce
neutron backgrounds. The geometrical efficiency
of the detector was calculated to be 19%~ for 300
MeV/c kaons decaying into charged secondaries
in the decay region, which extended from 60 cm
upstream of the detector to its downstream edge.
Beyond each telescope was placed shielding which

was thick enough to stop all kaon decay products.
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A large scintillation counter which served as a
cosmic-ray veto was placed on the outside of each
side of the detector, and a veto counter with a
hole for the beam covered the upstream t.nd of the
detector.

Monitors. The principal beam monitor, which
we call "S", was a telescope consisting of three
1.3 & 1.3 x0.6 cm' scintillation counters spaced 30
cm apart. It was placed in a 750-MeV/c negative
beam which was produced from the synchrotron
target at an angle of 20'. Qver time periods com-
parable to the target cycling time, random vari-
ations of approximately s 2$ were observed in the
ratio of the rate of this monitor to the rate of
detected kaons. The cause of these fluctuations
in unknown, but correlations between these fluc-
tuations and other measured quantities have been
found. These correlations have been used to cor-
rect the monitor reading to some extent. However,
the fluctuations in the corrected monitor still give
rise to a normalization uncertainty of ~1.0 mb for
the double-chopped data and +1.4 mb for the single
chopped data. Accidental counts in the monitor
amounted to only about 7&10 ' of the rate. In ad-
dition to its use as a beam intensity monitor, S
was used as a timing signal in the calibration of
the time-of-flight system.

The secondary monitors we used were BQT
(beam-on-target monitor, described in I) and

G, a telescope consisting of three small scintil-
lation counters, which was placed directly in the
neutral beam upstream of the primary collimator.
They provided cross checks on the normalization
and helped to correct for some of the fluctuations
observed in S.

A 156.25-kHz clock was used to monitor the
live time of the experiment. This was needed for
the calculation of the cosmic-ray background. In
order to keep the cosmic-ray trigger rate to a
minimum, we gated the experiment off when the
synchrotron beam intensity was low. Thus the
live time for the experiment changed significantly
with the performance of the synchrotron.

To reduce our sensitivity to the variation of the
proton beam energy during the spill, the four mon-
itors were routed to different scalers in four
different time periods of the spill. The character-
istics of the beam in the four time periods are
discussed in G. Only data from the fourth time pe-
riod, where the proton energy reached its peak,
were used for the evaluation of the cross sections.

Time of flight system-. -The time-of-flight sys-
tem used to measure the K~~ momentum is describ-
ed in II. The time measurement was performed by
starting a time to amplitude converter (TAC) with
a timing signal and stopping it with an "event"
pulse. This pulse, which signaled the arrival of a

kaon, was a coincidence between at least two of
the four telescope combinations. The timing of the
leading edge of the event pulse was determined by
the telescope pulse which arrived latest. Since the
phototubes were placed on the downstream ends
of all of the counters, the decay particle which
entered a telescope furthest upstream determined
the timing of the event pulse.

The timing signal for the "start" input to the
TAC was obtained from a counter located near the
synchrotron target rather than from the synchro-
tron rf pulse as was done in I. This avoided the
changes in relative phase between the targeting
and the rf pulse during the beam spill. The timing
counter, called To, was a mater-filled Cerenkov
counter located approximately 60 cm from the
synchrotron target. The calibration of the TQF
system used the rf frequency of PPA, calibrated
delay cables, and the flight time of y rays from
the synchrotron target to the detector as primary
standards.

Data acquisition system. The equipment used for
the handling and storage of data was identical to
that used in II. For each event the following infor-
mation was recorded: (I) the counters which re-
sponded, (2) the TOF information, and (2) the
number of the spill correlator channel in which
the event occurred. Every twelfth event, the scal-
ers containing monitoring data were read and re-
corded on magnetic tape.

A PDP-9 computer was used for transferring
the information from the scalers and counter
latches onto magnetic tape. It was also used to
check for consistency of the various monitor ra-
tios and to display the time-of-flight spectrum and

histograms on a computer-controlled oscilloscope.
This feedback was useful for checking the over-all
operation of the experiment and for performing the
timing calibrations.

An unavoidable background came from cosmic
rays which made coincidences in two of the counter
telescopes. The cosmic-ray anticoincidence shield
surrounded most of the detector, but inefficiency
at the level of 0,2% still allowed a background
which amounted to about lgq of the real event rate.
The cosmic-ray background was monitored contin-
uously by recording events which appeared to be
genuine but occurred during the time outside the
beam spill. Since the same information was re-
corded for these events as for normal events,
it waspossible to evaluate the cosmic-ray back-
ground for each type of telescope coincidence pat-
tern separately.

B. Operating procedure

A complete set of data consisted of a measure-
ment of the kaon rate with the vacuum target, the
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deuterium target, and the hydrogen target. Each
set of data took about eight hours to complete, and
beam time was divided as follows: vacuum, 37%;
hydrogen, 43%; and deuterium, 20%. By changing
the target in the beam several times each day, the
importance of experimental conditions which var-
ied slowly with time, such as drifts in the moni-
tors and kaon detector efficiency, was reduced.

Approximately once each day, the TOF system
was calibrated by recording TOF data on y rays
in the beam. This was done by placing a thin lead
converter upstream of the third magnet and de-
flecting the electron-positron pairs into the
detector counters using that magnet. The time
scale of the system was established by observing
the spacing between successive peaks, which was
equal to the known synchrotron rf period. The
kaon TOF was measured relative to the y-ray
TOF, so the zero offset for the system was also
established by this method.

The vapor pressure and target length for both
hydrogen and deuterium targets were recorded
once per day. The mean values of these quantities
and their long-term fluctuations are displayed in
Table I. Although it is possible to correct the data
for observed fluctuations in both target length and
vapor pressure, we have not done so, since the
error introduced through treating them as con-
stants is small compared to the over-all normal-
ization uncertainty.

Part of the running period was devoted to col-
lecting data with the mercury plug in the primary
collimator filled, in order to determine the frac-
tion ofbackground events due to particles produced
by the synchrotron which did not follow the beam
line. The rate observed with the plug closed was
slightly higher than the rate expected from cosmic
ray events alone. The measured machine-induced
plug closed background is (0.17+ 0.07)% of the
normal event rate, which is small enough to be
ignored.

A run was also made in which the beam line was
maintained at atmospheric pressure to check for
the effect of neutron interactions in the beam line.
A (5+ 1) /& increase in the event rate was observed.
Since the beam line pressure was always less

than 10 p, during the normal runs, the background
from this effect is negligible.

C. Data reduction

The information stored on magnetic tape for each
event was used to calculate the momentum and to
separate events according to target, telescope
combination, and correlator channel. The scalar
data which were recorded on the same tape allowed
us to obtain the number of monitor counts and
evaluate the cosmic-ray background for a given
set of data. The number of events in each bin was
normalized to the corresponding number of 8
monitor counts, and a "raw" cross section was
calculated as a function of momentum. Corrections
for backgrounds, as well as corrections for
systematic effects in the TOF measurement, were
made to these cross sections.

1Viomentum determination. For each event, the
kaon time of flight was determined from the out-
put pulse height from the TAC, using two cali-
bration constants, the TOF for y rays, t&, and
the conversion factor between time and pulse
height. The momentum resolution is a complicated
function based on several uncertainties in the TOF
system. The effects which dominated the uncertain-
ties were (1) the width of the proton bunch striking
the production target, (2) the length of the kaon
detector along the beam, and (3) the difference in
the detector irradiation patterns for kaon decay
products and for electron-positron pairs used to
determine t„. Below 320 MeV/c the momentum
resolution is fairly constant between 1'f and 1.5$&

FWHM. Above 320 MeV/c it rises fairly rapidly to
about 6%at 550 MeV/c. The principal effect is a
smearing of the spectrum, and therefore little
error is introduced into the evaluation of cross
section versus momentum. The position of the
effective center of the detector needed for the
determination of the value of t

&
was determined

by studying the shape of the y-ray TOF spectrum.
We estimate that the uncertainty in this position
introduces an over-all 2/~ uncertainty in the mo-
mentum scale factor.

Evaluation of the cross sections. At a distance

TABLE I. Target data. Uncertainties shown are due to long-term fluctuations.

Target
Vapor

pressure {psia)

Nuclear
density p

{cm) 3

Effective
target

length l {cm) 1/pl {mb)

H2

D2

15.25 + 0.04
5.59+ 0.04

{0.4220+ 0.0001)x 10
{0.5068+ 0.0002) x 10

90.70+ 0.10
90.73+ 0.10

261.3+ 0.3
217.5+ 0.3



1252 E. CL ELAND et al. 12

L from the synchrotron target, the number of
kaons of momentum P detected by our apparatus
with a hydrogen target in the beam is given by

n„(P)=Ms [N o(P)e(P)e r ' e ~ ~'~ j

x e-&o~&» ~a&~~

in which ~~ is the number of counts in the beam
monitor, N0 (P) is the number of K~ produced at
the synchrotron target per beam monitor count,
e(P) is the detection efficiency of the apparatus,
T is the Kzo mean life and a„, p„, and l „(o,p
and 1„)are the total cross section, number den-
sity, and length of the hydrogen (target walls, )

respectively. When the empty target is placed in
the beam line, the number of detected events
nv(P) is the quantity in brackets in Eq. (1) multi-
plied by the number of monitor counts Mv. There-
fore, in the absence of any background counts, the
hydrogen total cross section is given by

The values of 1/pl for our targets are shown in

Table I, and raw cross section calculated accord-
ing to this formula and from the corresponding
formula for deuterium are given in the second
columns of Tables G-V.

Corrections to the cross sections, All data
were corrected for cosmic-ray backgrounds. The
ghost subtraction (discussed below} was negligible
for the data taken with double-chopped injection.
The two sets of data were corrected separately
and the corrected data were combined to give the
final results. Tables II-V list the corrections.
Except for the TOF zero shift correction (dis-
cussed below), the raw data were corrected and

the cross sections were recalculated using the
corrected data. For those corrections, the dif-
ferences between the corrected and uncorrected
cross sections are listed and serve only to indi-
cate the magnitude of the effects involved.

Cosmic-ray correction. Spurious events arise
from cosmic rays which simulate a kaon decay by
entering the apparatus without tripping a veto
counter. Only events which occur soon after a
proton bunch strikes the synchrotron target are
registered, since only these events will be asso-
ciated with a T, pulse giving a valid TOF measure-
ment. We monitor (a) the detection rate for cosmic
rays and (b) the TOF efficiency, defined as the
probability that a random event (like a cosmic-ray
event) would have a valid TOF. Measurement (a)
was made by recording the detector triggers dur-
ing a period when the proton beam was not striking
the target. Measurement (b) was made during the

beam spill by measuring random coincidences be-
tween apulser signal and the T, signal in the same
manner as in the TOF system. The total cosmic-
ray background was then computed from measure-
ments (a) and (b), using also the measured live
time for the detector. The cosmic-ray background
correction is significant only at the lowest mo-
menta where the relative kaon intensity was low.

Ghost correction. Because the flight times are
measured modulo T, , the proton bunch spacing,
events for which the flight time is greater than
t +T~ are assigned an incorrect time of flight.
These events are referred to as "ghosts. " We

took approximately 80% of our data with single-
chopped injection (T, =67 ns) and the remaining
20% with double-chopped injection (T~ =134 ns).
As can be seen by observing the spectrum taken
with double-chopped injection (Fig. 2), the ghost
contamination for flight times greater than 134 ns
is negligible, but substantial corrections must
be made for the single-chopped data. The contri-
bution of the ghosts to the spectrum taken with the

empty target G„(t) is measured from the 134 ns

spectrum. From this spectrum, the ghost contam-
ination of the spectrum with the hydrogen target
G„(t}is calculated from

in which o„(t+Tq)i the cross section for kaons
whose TOF is t+ T~, is determined from the data
taken with double-chopped injection. The ghost
spectrum for the deuterium data is obtained in a
similar way. The ghost subtraction was impor-
tant for highmomenta which were contaminated

by low-momentum kaons with larger cross sec-
tions. Due tothe "folding over" of the time spec-
trum, some y-ray background events appeared
in the lowest-momentum bin. They were also re-
moved by this subtraction, but the correction is
in error, because in Eq. (2} we assumed that the

ghosts are kaons. Because of this uncertainty in

the subtraction of y-ray events, we have not in-
cluded the lowest-momentum point of the single-
chopped data in our final data set.

Timing correction Toward the end of the run-
ning period, it was discovered that the train of
T, pulses derived from the timing counter was
occasionally contaminated by spurious pulses,
which resulted in a measured time-of-flight dif-
ferent from the correct one for a fraction (&10%)
of the events.

Using the kaon momentum spectrum taken after
the malfunction was corrected, it was possible to
correct the much larger sample of data taken with
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the spurious pulses present. It was possible to do
this reliably since the distortion of the momentum
spectrum was independent of the target. Except
for the cross sections af. very low momenta, cor-
rections were small compared to the statistical
uncertainty. The correction was significant at low
momenta, since the effect of the timing error was
to shift events of high momenta and small cross
sections into the relatively unpopulated low-mo-
mentum part of the spectrum. Because the cor-
rection is important only at low momenta, it was
applied only to the double-chopped data.

TOF-zero -shift correcti on. Since the measure-
ment of the cross section in this experiment is
made by comparing a TOF spectrum with the
target empty to one with the target full, a shift
in the zero of the TOF measurement will give
rise to an error in the cross section. At a given
momentum, the error introduced is proportional
to the slope of the spectrum, and since the spec-
trum is not flat, the error is momentum-dependent.
This effect has been treated previously by Devlin
et al. ' Although the TOF system was calibrated
frequently, shifts in the zero were observed at
the level of + 0.15 ns. Since the effect of the zero
shift is simply related to the cross section through
the shape of the momentum spectrum, it is a sim-
ple matter to propagate this uncertainty to an un-
certainty in the cross sections. However, at the
higher momenta, the uncertainties are very large,

and this method also introduces correlations be-
tween the measurements at different momenta. We
have therefore chosen to use the total cross-sec-
tion data of charged kaons on hydrogen and deuteri-
um which overlap our data at the higher momenta
to calculate the effective zero shift for our data
and to simply apply a correction for this effect.
We assume charge independence to calculate the
&I,P and &I.d cross sections from the data of
Bower et al.' in the momentum range 366-536
MeV/c. We then calculate the value of the TOF-
zero shift which best adjusts our data in that mo-.
mentum range to give agreement with the cross
sections derived from the charged kaon data. The
values obtained for the zero shifts are given in
Tables II-V, and they all lie within the observed
uncertainty in our measurement of the actual
zero shift. The corrected data are in satisfactory
agreement with the data of Bowen et al. , whereas
some of the data sets showed poor agreement be-
fore the corrections were made. As can be seen
in Tables II-V, the corrections are largest for
the higher momentum points, and it is only for
that portion of the data that the correction becomes
larger than the statistical errors.

Miscellaneous corrections. Other corrections
which have been investigated but found to be neg-
ligible are (1) forward scattering correction
(«.O2%); (2) inefficiency in the injection chopper,
measured to be typically 0.1%, which would

TABLE II. E+ total cross sections obtained with single-chopped injection.

3

(MeV/c)
0& (raw)

(mb)

Ghost
correction

(mb)

Cosmic-ray
correction

(mb)

TOF-
zero-shift

correction
(mb)

0& (corrected)
(mb)

210-230
230-250
250-270
270-290
290-310
310-330
330-350
350-370
370-390
390-410
410-430
430-450
450-470
470-490
490-510
510-530
530-550

44.2 +4.2

45.7 + 2.7

36.5+2 6
38.1+2.7

29.9+ 2.7

34.8 + 2.7
27.3+ 2.8
28.0+ 2.9
22.5+ 3.0
25.6+3.2
28.2 + 3.4
24.2 + 3.6
27.3+ 3.8
25.6+ 4.1
26.6+ 4.3
29.9+ 4.7
28.5+ 5.0

-1.7
-1.0
-1.7
-1.8
—2.6
—2.4
-3.3
-3.4
—4.2
—4.1
—4.1
-4.9
-4.8
-5.5
-5.8
-5.7
-6.5

-0 4
-0.1
—0 2
—0.1
-0.1
-0.1
—0.1
-0.1
-0.1
-0.1
-0.1
-0.1
-0.1
-0.1
-0.2
-0.2
-0.2

1.0
0.0
0.0

-0.2
-0.6
-0.8
-1.0
-1.2
-2.0
-2.6
-3.6
-4.8
-6.0
-7.2
-8.9

-10.7
-12.5

43.0+ 5.0
44.5+ 3.0
34.6~ 2.9
36 0+ 3.0
26.6+ 3.0
31.4 + 3.1
22.8+ 3.2
23.2+ 3.3
16.1+ 3.5
18.8+ 3.7
20.4 + 4.0
14.2 + 4.4
16.3+4.7

12.7 + 5.2
11.8 + 5.7

13.4+ 6.4
9.3+ 7.2

Momentum scale factor is 1.00+ 0.2.
"Fitted value of relative TOF-zeroshift is (0.20+0.05) ns.

The absolute normalization uncertainty is + 1.4 mb.
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TABLE III. K+ total cross sections obtained with double-chopped injection.

ga
{MeV/c)

cr& (raw)
{mb)

Timlllg
correction

(mb)

Cosmic-ray
correction

(mb)

TOF-
zero-shift

correction"
(mb)

0&(corrected)~
(mb)

130-150
150-170
170-190
190-210
210-230
230-250
250-270
270-290
290-310
310-330
330-350
350-370
370-390
390-410
410-430
430-450
450-470
470-490
490-510
510-530
530-550

46.1+6.6
53.7 + 5.9
53.5+ 5.1
43.3+4.7
48.4+ 4.5
21.2~ 4.4
27.5+ 4.5
41.7+ 4.5
27.9+4.6
27.1+4.7
27.1+4.8
27.0+ 5.0
25.0+ 5.2
23.1+ 5.5
10.7 + 5.9
15.8+ 6.3
33.0+ 6.7
20.2+ 7.1
8.4+ 7.8

23.0+ 8.3
21.5+ 9.1

12.9
10.6
3.8
0.6
0.3
0.3
0.1

-0.1
0.1
0.3
0.2
0.3
0.4
0.7
1.9
1.9

-0.2
0.8
2.7
0.3

-0,1

2.7

1.4
0.5
0.2
0.2
0.0
0.0
0.1
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0

3.4
2.2
1.5
0.9
0.0
0.0

-0.2
-0.6
-0.7
-0.9
-1.1
-1.9
-2.4
-3.3
-4.5
-5.6
-6.7
-8.2
-9.9

-11.6

66.2+ 13.5
69.0+ 9.1
60.0+ 6.2

45.6+ 4.9
49.7 + 4.6
21.5+4.3
27.6+4.3
41.4+ 4.4
27.4+ 4.4
26.6+ 4.4
26.4+ 4.6
26.1+4.6
23.6+ 5.0
21.4+ 5.0
9.2+ 5.5

13.1+5.8
27.2 6 6.3
14.2+ 7.1
2.8+ 7.5

13.4+ 8.8
9.9+ 10.0

aMomentum seal. e factor is 1.00+ 0.02.
Fitted value of relative TOF-zero shift is (0.19+0.07) ns.
Absolute normalization unce~Cainty is + 1.0 mb.

TABLE IV, KLd total cross sections obtained with single-chopped injection.

a

(MeV/c)
oz (raw)

{mb)

Ghost
correction

(mb)

Cosmic-ray
correction

(mb)

TOF-
zero-shift

correction"
(mb)

oz (corrected) '
(mb)

210-230
230-250
250-270
270-290
290-310
310-330
330-350
350-370
370-390
390-410
410-430
430-450
450-470
470-490
490-510
510-530
530-550

94.3 ~ 4.2
90.6+ 2.6
86 ~ 8+ 2.6
82.8+ 2.6
78.6+ 2.6
71.2 + 2.7
69 2+2 8
71.3+ 2.9
64.0+ 3.0
64 2+3 1
65.9+ 3.3
59.1+3.5
62.5+ 3 ~ 7

57.8+ 3.9
61.9+ 4.2
64.0+ 4.6
64.5+ 4.9

-3.9
-2.7

-3.4
-3.8
-4.2
-4.9
-5.3
—5.4
-6.2

-6.4
-6.7

-7.8
-7.9
-9.1
-9.3

-10.1
-11.2

1.0
0.3
0.2
0.2
0.2
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.0
0.0
0.0
0.0
0.0

0.4
0.0
0.0

-0.1
-0.2
-0.3

0 4
0 4

-0.7
-0.9
-1.3
-1.7
-2.8
-2.6
-3.2
-3.8
-4.5

91.7+ 4.7
88.2+ 2.8
83.7+ 2.9
79.1+2.9
74.3+ 2.9
66.0+ 3.0
63.5+ 3.1
65.6+ 3.2
57.1+ 3.4
56.9+ 3.5
57.9+ 3.8
49.5+ 4.1
52.4+ 4.5
46.1+4.8
49.5+ 5.3
50.0+ 6.0
48.8+ 6.6

Momentum scale factor is 1.00+ 0.02.
Fitted value of relative TOF-zeroshift is {0.09+0.05) ns.
The absolute normalization uncertainty is + 1.4 mb.
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TABLE V. KId total cross sections obtained with doubl. e-chopped injection.

ga
(MeV/c)

~, (raw)
(mb)

TlmiQg
correction

(mb)

Cosmic-ray
correction

(mb)

TOF-
zero-shift

correction b

(mb)
gg) (corrected)

(mb)

130-150
150-170
170-190
190-210
210-230
230-250
250-270
270-290
290-310
310-330
330-350
350-370
370-390
390-410
410-430
430-450
450-470
470-490
490-510
510-530
530-550

102.3 + 6.9
110.6+ 6.1
107.0+ 5.4
100.3+4.8
94.9+ 4.6
75.2+ 4.5
73.8 + 4.5
81.0+ 4.5
69.9+ 4.6
69.2+ 4.7
65,6+ 4.8
67.7 + 5.0
58.9+ 5.2
56.1 + 5,4
44.6+ 5.8
44.0+ 6.2
52.0+ 6.5
53.5+ 7.1
44.8+ 7.6
53.3+ 8.2
56.1+ 9.0

29 ~ 5
20.0

6.4
1.5
0.4

-0.1
-0.1
-0.1

0.0
0.1
0.2
0.2
0.7

1.4
2 e3

3.2
1.8
1.3
3.0
0.7

-0.1

11.3
4 9
1.9
0.9
0.6
0.3
0.3
0.3
0.2
0.2
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1

1.1
0.8
0.5
0.4
0.2
0.0
0.0
0.0

-0.1
-0.2
-0.2
-0.3
—0.4
-0.6
-0.8
-1.1
-1.3
-1.6
-2.0
-2.3
-2.7

144.1. + 15.8
136.3+ 10.3
115.8+ 6.6
103.1+ 5.2
96.1 + 4.7
75.4 + 4.4
74.0+ 4.4
81.1+4.5
70.0+ 4.4
69.3+ 4.4
65.7 + 4.6
67.8+ 4.7
59.3+ 4.9
56.9+ 5 ~ 0
46.2+ 5.4
46.3+ 5.6
52.6+ 6.1
53 2+ 6.9
45.9+ 7.2
51.6+ 8.5
53.3+ 9.7

~Momentum scale factor is 1.00+ 0.02.
Fitted value of relative TOF zero shift is (0.05+0.07) ns.
Absolute normalization uncertainty is + 1.0 mb.

produce effects similar to ghosts, but smaller by
at least an order of magnitude; (3) uncertainty in
the measurements of target length (& 0.3%) and
density (&0.2%). Quantities given are upper esti-
mates of the fractional changes in the cross sec-
tions introduced by these effects.

Einal results. The results of the corrections
discussed above are summarized in Tables II-V,
along with the final corrected cross sections. The
results for hydrogen are in agreement with the
data of Sayer e t al,' obtained by a polyethylene-
carbon subtraction. The results for single-chopped
and double-chopped data are mutually consistent,
with the exception of one data point. This apparent
discrepancy is due to the two 230-250 MeV/c data
points for hydrogen, which disagree by 4.4 stan-
darddeviations. This appears to be an improbable
statistical fluctuation, since the two points appear
to be fluctuations in opposite directions from a smooth
curve drawn through the neighboring points. A

similar but smaller effect is seen in deuterium,
but correlations are expected, since the same vac-
uum data are used for both. With the exception of
these two points, the sum of the squares of the
residuals between the data sets are 8.8 for the 16
hydrogen data points and 14.0 for the 1'7 deuteri-

um data points.
A final data set was obtained by using the five

lowest-momentum points from the double-chopped
data and averaging the double-chopped and single-
chopped data for the higher-momentum points.
These final results are given in Table VI. We ad-
vise readers who wish to combine these results
with other data to use the results listed in Tables
II-V with their normalization errors rather than
the results listed in Table VI. A different normal-
ization for the double-chopped and single-chopped
data would cause a systematic shift for the five
double-chopped data points which were not aver-
aged with the single-chopped data.

The uncertainties in absolute normalization arise
from observed variations in the ratio of the S mon-
itor rate to the rate of detected kaons. A graph of
the ratio of detected kaons to the monitor rate is
shown in Fig. 3. The rms fractional fluctuations
5~ in this ratio were found to be 0.010 for the dou-
ble-chopped data and 0.016 for the single-chopped
data. The corresponding normalization uncertain-
ty is related to 5x by 6o =25x/Pf ~H, in which V is
the total number of runs. The resulting normaliz-
ation uncertainties are given in Tables II-V. Be-
cause of the inadvisability in using the average
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cross section for fitting purposes, we do not quote
a normalization uncertainty for the average cross
sections of Table VI. As mentioned above, the
momentum scale factor has an uncertainty of + 2$,
due to our uncertainty in the effective center of our
detector.

III. INTERPRETATION OF THE DATA

A. K p total cross sections

The K~-P total cross sections are of interest
primarily for the KV parameterization problem,
since in the energy region of interest the KN ampli-
tudes are much smaller than the KN amplitude. The
KN amplitudes for the KL,-P system are pure isospin 1,
whereas both the I=O and I=1 KN amplitudes are
present. In this energy region, the KX amplitudes
are described with sufficient accuracy by a simple
S-wave scattering length with a nonzero effective
range for the isospin 1 amplitude. For the KN
scattering lengths and effective ranges we have
used' a, = 0.04 F, a, = —0.32 F, r, = 0, and r, = 0.31 F,
where the subscript indicates the isospin state.
The KN amplitudes are much larger than the KN
amplitudes, and due to the strong coupling between
the three possible final-state channels, (EN, Zw, An),

a K-matrix formalism' is used for their descrip-
tion. In recent years, a number of analyses' "

TABLE VI. Final results for Elp and K&d total cross
sections.

p 8

P/leV/c )

130-150
150-170
170-190
190-210
210-230
230-250
250-270
270—290
290—310
310-330
330-350
350-370
370-390
390-410
410-430
430-450
450-470
470-490
490-510
510-530
530-550

b

(mb)

66.2+ 13.5
69.0+ 9.1
60.0+ 6.2
45.6 + 4.9
46.7 ~ 3.4
37.1+2.5
32.4+ 2.4
37.7+ 2.5
26.8 + 2.5
29.8+ 2.5
24.0+ 2.6
24.2 + 2.7

18.6 + 2.9
19.7 + 2.9
16.5 + 3.2
13.8 ~ 3.5
20.2+ 3 ~ 8
13.2+ 4.2
8.5+ 4.5

13.4+ 5.2
9.5+ 5.8

Oj)
b

+b)

144.1+ 15.8
136.3+ 10.3
115.8+ 6.6
103.1+ 5.2
93.9+ 3.3
84.4+ 2.4
80.7 + 2.4
79.7+ 2.4
73.0+ 2.5
67.1+2.5
64,3+ 2.6
66.3+ 2.6
57.8+ 2.8
56.9+ 2.8
54.0+ 3.1
48.4+ 3.3
52 ~ 5+ 3.6
48.5+ 4.0
48.2+ 4.3
50.6+ 4.9
50.4+ 5.5

Momentum scale factor is 1.00+ 0.02.
be advise against using the averaged cross sections

from this table when combining our results with other
data sets, and therefore we do not quote a normalization
uncertainty. See text for the discussion of this point.
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FIG. 3. Ratio of detected kaons to corrected S-monitor counts for 2-6 hour data-taking runs, showing the time

sequence in which they were taken. The horizon&1 lines are the mean values used in obtaining the absolute values of

the total cross sections. The scatter of these points about their mean is too large to be explained by statistical errors
alone, and they give rise to an absolute normalization uncertainty in the total cross sections of + 1.0 mb for the double-

chopped data and + 1.4 mb for the single-chopped data.
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have been carried out, in which the existing KN
data in our energy interval have been parameter-
ized in various ways. They differ in the number of

partial waves included, the use of effective range
parameters, and in the parameterization of the
partial waves higher than s waves. The reader is
referred to the original papers for details.

%'e have compared our data with these KV para-
meterizations, leaving no constants adjustable
except the over-all normalization constants, which
were constrained by our estimated normalization
uncertainty. Since the parameterizations are ap-
plicable at low energies, we have restricted our
comparison to data points in this momentum range
130-450 MeV/c. We have used all our IPzP data in
this range except the two 230-250 MeV/c data
points, which are internally inconsistent, as men-
tioned above. The calculated values of the cross
sections are shown in Fig. 4, and the results of the
comparisons are given in Table VII. As can be
seen by examining the y' values, our data are best
fitted by the two parameterizations of Thompson,
one' (T 1) a constant K-matrix parameterization
and the other (T2) an energy-dependent X-ma-
trix parameterization. The parameterization
of Martin and Ross' shows fair agreement with

our data, especially at the lower momenta, where-
as the parameterization of Kim' fails rather badly
to fit our data. This failure is not surprising,
since the inability of the Kim parameters to fit
the low-momentum KN charge exchange data has
already been pointed out.M

80—

eo—

~ This Experiment

Beall et al.

Charqed Koon Data
( Bowen et ai )

b 40
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B. E~ d total cross sections

A comparison of the K~d datg with theoretical
calculations is of interest primarily for the pur-

FIG. 4. Values of the KLp total cross sections aver-
aged over the two data sets, shown with the four ex-
pected curves calculated from the results of the KN
K-matrix fits. The curve labels correspond to fits as
follows: "MR"—Martin and Ross (Ref. 7); "T1"-con-
stant K-matrix fit of Thompson (Ref. 8); 'K"—Kim
(Ref. 9); "T2"—energy-dependent K-matrix fit of
Thompson. See the footnotes to Table VII for more in-
formation on these analyses. For comparison, values
of the K~& p total cross sections calculated from the
charged kaon total cross-section data of Bowen et al .
(Ref. 4) are also shown.

TABLE VII. Comparison of measured K+ total cross sections with existingK-matrix fits
to other ZV data. As discussed in the text, we have used all our data below 450 MeV/c in
these fits except the 230-250 MeV/c data points, which appear to be internally inconsistent
between the double- and single-chopped data sets.

Analysis

Singl. e-chopped data Double-chopped data
Curve (210-450) Me V/c (130-450) MeV/c
label X (10 d f.) b, (mb) a

X (17 d.f.) E (mb) a
Both data sets

X2 (27 d,f.)

Martin and Ross
Thompson ~

Kim '
Thompson ~

MR
T1
K
T2

19.2
11.6
20.0
10.6

2 ~ 9
0.2
0.5
0.6

24.5
20.5
31.9
17.7

1.2
-0.4
-0.5

0.0

43.7

32.1
51.9
28.3

6 is the fitted value of the gormalization constant, constrained to zero by our estimated
uncertainty.

See Ref. 7. We use the s-wave constantK-matrix fit withP waves parameterized in the
constant-scattering-length approximation.

See Ref. 8.
See Ref. 9.
J. Thompson, private communication. This energy-dependent constantK-matrix fit uses

the same parameters that are used in Ref. 10 except that the momentum range of the fit was
extended to include data between 0 and 450 MeV/c.
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pose of understanding the approximations needed
to describe three-body scattering at low momenta.
Despite the limited statistical accuracy of this set
of data, the K~ d system has distinct advantages
over other systems used for this purpose. The
scattering of a charged particle from deuterium at
very low-momenta results in both experimental
and theoretical difficulties due to Coulomb forces,
whereas the analysis of neutron-deuterium scat-
tering encounters difficulties due to the Pauli
pr inc iple.

Theoretical calculations for the K d scattering
cross sections using different approximations
have appeared in the literature" " over the past
several years. These calculations are somewhat
obsolete since they have been made with crude
parameterizations of KV amplitudes which are
inadequate to describe the presently available
data; however, we feel that a comparison of the
various calculational techniques is useful. We

compare the theoretical values of the cross-sec-
tion defect with the experimental one, defined by

f (K,'d}=o...(K,'d) o...(K-,'P} o... (K-o n),

in which v„, (Ibid) is the experimentally measured
cross section, and o„,(Ki p) and o„,(Ki n) are cal-
culated quantities. For these, we use one of the
parameterizations which adequately fit our KL, P
total cross sections (the constant K-matrix fit
of Thompson') for the KN amplitudes, and the
s-wave effective range approximation' for the
KN amplitudes. The values of the experimental
cross-section defect obtained in this way are shown

in Fig. 5.
Theoretical values of the cross-section defect for

the K d system have been obtained by evaluating
the theoretical values of the K P and K n total
cross sections from the same parameters for the
RV amplitudes as was used in obtaining the theo-
retical K d total cross sections. Where calcu-
lations using more than one parameterization of
the K d amplitudes have been reported, we choose
that parameterization which most closely repro-
duces the K P and K n cross sections given by the

constant K-matrix method. For this reason, we

have used the calculations by Chand" made with

the HRI solutions. We have chosen for compari-
son with our data the calculation of Hetherington
and Schick" in which the mass-difference para-
meter is zero and the range parameter P

' is
0.1 F.

Assuming charge independence, the relation-
ship between the cross-section defect for &id
scattering and K d scattering is simply

5(K'd)=-,' [5(K d)+6(K'd)].

(Kg d) = (r~ ')o(KiP) o(Kz', n)/4 v,

in which, following Armenteros et al. ,"we have
used for(r~ ') the value 0.0423 mb ' We sh.ow in
Fig. 5 the results of this calculation and remark
only that is seems to fit our data as well as the

40-

30
JD

E

20—

)0—

i40 F80 220

p, (MeV/c)

~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

260

FIG. 5. Values of the KID d total cross section defect,
defined as 6 =o {Kid)-o {Klp) —o {KIO n) . Theoretical
values of this defect have been obtained from the calcu-
lations for K d scattering cross sections of Hetherington
and Schick (HS) (Ref. 11), Queen (Q) (Ref. 12), and
Chand (C) (Ref. 13), as discussed in the text. The curve
marked G is an evaluation of the Glauber formula
(Ref. 14).

Since the value of the K'd cross-section defect
is only a few percent of the K d defect, we have
ignored it in this comparison. We show in Fig. 5

the values of 5(K d)/2 obtained for each of the
theoretical calculations. It appears that our data
are well fitted by the three-body calculation of
Hetherington and Schick" and the static model of
Chand, "but that the multiple scattering calcula-
tion of Queen" gives values of the defect which are
too large. It is reasonable that the approximation
used by Chand, in which the recoil of the nucleons
is ignored, fits total cross-section data well,
since there is no recoil for elastic scattering in
the forward direction.

Our method of obtaining the theoretical cross-
sections defect is somewhat crude, and it is clear
that it does not do justice to the calculations. The
proper comparison could be made, however, if the
calculations could be repeated using values of the
ZNamplitudes obtained from one of the R-matrix
methods.

Although Glauber theory" is normally considered
a high-energy correction, we have evaluated the
Glauber formula for the cross-section defect,
given by

300
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more detailed calculations. We have not averaged
the cross sections over the Fermi momenta of the
nucleons in evaluating this formula.

Our final results for the K~d total cross sections,
averaged over both data sets, are shown in Fig. 6.
For comparison, we show the value calculated
with the constant K-matrix fit of Thompson, ' cor-
rected with the Glauber formula.

l60—

l20—
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80-
b

~ This Experiment

Charged Kaon Data

( Bowen etal )
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