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Recent studies suggest that global fits of parton distribution functions (PDFs) might inadvertently “fit
away” signs of new physics in the high-energy tails of the distributions measured at the high luminosity
program of the LHC (HL-LHC). This could lead to spurious effects that might conceal key beyond the
Standard Model (BSM) signatures and hinder the success of indirect searches for new physics. In this
paper, we demonstrate that future deep-inelastic scattering (DIS) measurements at the Electron-Ion Collider
(EIC), and at CERN via FASERν and SND@LHC at LHC Run III, and the future neutrino experiments to
be hosted at the proposed Forward Physics Facility (FPF) at the HL-LHC, provide complementary
constraints on large-x sea quarks. These constraints are crucial to mitigate the risk of missing key BSM
signals, by enabling precise constraints on large-x PDFs through a “BSM-safe” integration of both high-
and low-energy data, which is essential for a robust interpretation of the high-energy measurements.
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Advancements in experimental analyses and theoretical
predictions have ushered the LHC into a new era of
precision physics. As a proton-proton collider, the accuracy
of theoretical predictions heavily depends on the accurate
knowledge of parton distribution functions (PDFs). PDF
uncertainties represent a significant portion of the overall
theoretical uncertainty at the LHC [1–3]. Historically, PDFs
were primarily extracted from HERA, Tevatron and fixed-
target (FT) experiments and then used as an input at the
LHC. However, LHC data now play a pivotal role in global
PDF analyses. For instance, in the recent NNPDF4.0 [4]
determination, LHC data constituted nearly a third of the
experimental input, providing unique constraints on large-x
gluons, quarks, and antiquarks. The larger the mass and/or
the rapidity of the final state, the larger is the kinematic
region in x that is probed by the measurement, as at leading
order the fraction of the proton’s momentum carried by
each parton is given by x1;2 ¼ Q=

ffiffiffi
S

p
expð�ηÞ, where ffiffiffi

S
p

is the center-of-mass energy of the experiment, Q is the
energy scale of the process—roughly of the order of the
mass of the final state object(s)—and η is its rapidity.
While LHC data significantly enhance PDF precision,

they are also sensitive to beyond the Standard Model

(BSM) dynamics. If BSM signals distort an experimental
distribution included in a PDF fit—typically assumed to
follow the SM—this can lead to inconsistencies. These
inconsistencies may either exclude the dataset from the fit,
ensuring consistent PDFs, or be missed by inconsistency
tests and cause the PDFs to adapt and incorporate the BSM
effects, resulting in BSM-biased PDFs. Such considerations
cannot be considered purely speculative, as it was recently
shown [5,6] that there exist BSM scenarios, in particular a
scenario involving a new heavy SUð2ÞL doublet W0 with
flavor universal coupling g0, which would affect the tails of
high energy invariant mass Drell-Yan (DY) distributions
measured at the HL-LHC [7,8] and which can be com-
pletely absorbed, thus fitted away, by a flexible para-
metrization of the large-x quark and antiquark PDFs. As
a consequence the BSM signals could be missed in indirect
new physics searches as the BSM-biased PDFs might adapt
in such a way that, when convoluted with the SM
predictions, they mimic BSM effects. The BSM signal
would be lost as it would appear compatible with the SM
prediction; schematically,

σ̂BSM ⊗ fSM ≈ σ̂SM ⊗ fBSM; ð1Þ

where σ̂BSM and σ̂SM correspond to the partonic cross
sections computed according to a given BSM model and to
the SM respectively, fSM is the true SM PDF that para-
metrizes the proton’s structure, which is obviously
decoupled from any heavy BSM particles, while fBSM is
the BSM-biased PDF obtained from an inconsistent fit that
has absorbed the BSM signals in the large-x PDFs.
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In this paper we show that deep-inelastic scattering (DIS)
measurements from the Electron Ion Collider (EIC) at
Brookhaven National Laboratory [9,10] along with neu-
trino DIS structure function measurements at CERN from
FASERν [11–13] and SND [14,15] at Run III, and at the
proposed Forward Physics Facility (FPF) experiments
[16,17]—FASERν2, AdvSND, and FLArE—not only
provide complementary sensitivity on PDF flavor decom-
position [18–21] and on SMEFT Wilson coefficients
[22,23], but that these experiments are essential for indirect
BSM searches at high energy. The constraints on the large-
x sea quarks and gluons that they provide are the key for a
robust identification of BSM signal at the HL-LHC and at
FCC-he and FCC-hh [24], for example in the Drell-Yan
forward-backward asymmetry [25–27], thus proving once
more the powerful synergy between diverse experimental
programs.
In Fig. 1 we display the kinematic coverage of the data

(shaded region) and projected data (scattered points) used
in this study. The full list is provided in the Appendix. The
green shaded area corresponds to the HERA measurements
[28–30], the orange area to the fixed-target DIS data
[31–35], the purple lines to the Tevatron measurements
[36–41], the blue area corresponds to LHC data [42–71]
and the gray one to fixed-target Drell-Yan (FTDY) mea-
surements [72–74] included in the fit. The scattered points
correspond to projected data for the EIC and the CERN
neutrino experiments as well as for high-energy DY
distributions at the HL-LHC. The main benefit of additional
precise measurements covering the relatively low-energy
region Q≲ 100 GeV on top of the high-energy region of
Q ≈ 1–3 TeV from the HL-LHC is that such observables,
contrarily to the ones measured at the HL-LHC, are not
susceptible to the effects of the BSM models identified in
[5], and could therefore show a tension with the high-
energy data, thus flagging a BSM-induced inconsistency in
the global PDF fit.

In this work, as in Ref. [5], results are based on closure-
test fits, which allow a systematic study of BSM-induced
effects in PDF fits by isolating them from all other effects
such as missing higher order uncertainties in theory
predictions and experimental inconsistencies. Closure-test
fits are done by generating the central values of the data
included in the fit according to a known underlying law,
given by a model and a perturbative order that determine
the true partonic cross sections and a reference set of PDFs
representing the true structure of the proton, and let them
fluctuate according to experimental uncertainties. If a PDF
fitting methodology is successful and the model used in the
fit is the same as the model used in the data generation, then
the fitted PDFs should reproduce the underlying law and
the χ2 per data point should be centered around one for all
experiments. If however the data are generated according to
a given BSM model but PDFs are fitted assuming the SM,
then a closure test is successful only if the PDFs manage
to absorb the BSM shifts, as schematically indicated in
Eq. (1). More details about closure tests and related
statistical estimators to estimate inconsistencies are given
in the Appendix.
In Fig. 2 we compare the data-theory agreement for

three subsets of the data included in two closure-test fits. In
both fits, the data is generated by injecting the W0 model
discussed in [5,7,8] with MW0 ¼ 13.8 TeV and g0 ¼ 1, and
PDFs are fitted assuming the SM. Details of the model
under consideration are summarized in the Appendix. The
three experimental subsets correspond to fixed-target Drell-
Yan (FTDY) data, the full LHC Run I and Run II high-mass
DY data (HM DY) included in the NNPDF4.0 global fit
[45,48,75–77], and HL-LHC high-mass DY projections
(HL-LHC) that were considered in [5,6,8,78,79] to assess
the potential impact of high-mass HL-LHC DY distribu-
tions on the PDFs. The height of the histogram bars
represents the χ2 per data point for each data category
as obtained in two fits: a closure test performed on the

FIG. 1. Kinematic coverage of the data (shaded region) and projected data (scattered points) used in this study.

ELIE HAMMOU and MARIA UBIALI PHYS. REV. D 111, 095028 (2025)

095028-2



global NNPDF4.0 dataset augmented by the HL-LHC
projections (blue bars) and the same closure test in which
more weight is given to the FTDY data (orange bars). In the
case of the weighted fit the usual loss function

χ2 ¼ 1

ndat

Xndat
i¼1

nðiÞdatχ
2
i ; ð2Þ

is substituted by the weighted loss function

χ2w ¼ 1

ndat − nðjÞdat

Xnexp
i¼1;i≠j

nðiÞdatχ
2
i þ wðjÞχ2j ; ð3Þ

in which the jth experiment, in this case the FTDY, is given
a larger weight that is inversely proportional to the number
of data points in the set

wðjÞ ¼ ndat=n
ðjÞ
dat: ð4Þ

The BSMmodel that we inject in the data affects mostly the
HL-LHC DY projections and, although moderately, the
Run I and Run II high-mass DY distributions. As we can
see, the closure-test fit associated to the blue bars is
successful, indicating that the PDF parametrization absorbs
the effects of the BSM model injected in the data. In
particular the fit quality of the HL-LHC data is extremely
good, thus the BSM-induced inconsistency would not be
spotted in the consistency checks across datasets that PDF
fitters routinely run. The orange bars instead correspond to

a fit in which the FTDY data was given more weight, thus
features smaller uncertainties and has a stronger pull on the
fit. In that case the χ2 per data point for the FTDY data
improves, while the one of the HL-LHC projections
deteriorates to a level that an inconsistency would be
spotted and these distributions would not be included in
a global PDF analysis.
Typically, in a PDF fit, an experiment consisting of ndat

data points is considered inconsistent with the bulk of the
other data included in the fit if the χ2 per data point exceeds
a critical threshold of χ2thr ¼ 1.5, and if its deviation from 1
in terms of the standard deviation of a χ2 distribution ex-
ceeds the critical threshold of 2, namely nσ ¼ ðχ2 − ndatÞ=ffiffiffiffiffiffiffiffiffiffi
2ndat

p
> 2. The thresholds for nσ and the individual χ2 in

our current study are taken to be the same as in the NNPDF
global analyses, and the choice of their specific values are
discussed in detail in [4]. If a given dataset is flagged
according to such criteria, an inconsistency with the other
data entering the fit is outlined. Then, as in the NNPDF
analyses, a weighted fit is performed, and if the incon-
sistency persists even upon weighting the flagged dataset
or, if the other datasets are badly fitted upon weighting the
flagged dataset, then the dataset is removed from the
global fit.
To summarize, in the standard fit (blue bars) the FTDY

data is not precise enough to flag the BSM-induced bias in
the PDFs. However, when extra weight is given to it, the χ2

of the HL-LHC increases dramatically, flagging the BSM-
induced bias (orange bars). The reason behind this finding
is that the low-energy FTDY data, thanks to a combination
of proton and isoscalar targets constrain the ū=d̄ ratio at
large x, thus increasing the tension with the HL-LHC pull
on the antiquarks.
While FTDY experiments are not currently planned by

the HEP community, the EIC [18,19] has been approved by
the United States Department of Energy at Brookhaven
National Laboratory, and could record the first scattering
events as early as 2030.
Our analysis starts by considering the constraining

power of the EIC projections that were considered in
[20]. The data points added to the PDF fits are listed in
Table IV in the Appendix, and their kinematic coverage is
displayed in Fig. 1. We consider measurements of charged-
current (CC) and neutral-current (NC) DIS processes, using
both electrons and positrons as projectiles and both protons
and neutrons as targets. We generated the theory predic-
tions using the yadism software [80] and the pineline
toolchain [81–83]. Although the EIC will be able to use a
greater variety of heavy ions as targets, we focus on the
ones susceptible to constrain the proton PDF. We added
these observables to the PDF fit dataset alongside the
projected data from the HL-LHC that is susceptible to signs
of the BSM model considered in this work and performed
several fits for different W0 masses by keeping its flavor-
universal coupling g0 ¼ 1.

FIG. 2. Data-theory agreement for fixed-target DY data
(FTDY), LHC Run I and Run II high-mass DY data (HM
DY) and HL-LHC high-mass DY projections (HL-LHC) in
two closure-test fits. In both fits the BSM model described in
the main text is injected in the data and PDFs are fitted assuming
the SM. The height of the blue histogram bars (unweighted)
represents the χ2 per data point obtained in a global NNPDF4.0-
like closure-test fit augmented by the HL-LHC projections. The
height of the orange bars (weighted on FTDY data) corresponds
to the same quantity obtained in a similar closure test, in which
more weight is given to the FTDY data.

UNRAVELLING NEW PHYSICS SIGNALS AT THE HL-LHC … PHYS. REV. D 111, 095028 (2025)

095028-3



The main observation is that the inclusion of EIC
projections alongside the HL-LHC ones makes a signifi-
cant difference in the ability of the large-x antiquark
distributions to shift and fit away the BSM signal injected
in the tails of the DY distributions. This can be observed in

Fig. 3. There we display the χ2ðkÞ and nðkÞσ distributions
across 1000 random instances (k) of the data generation in
the closure-test fits for the datasets that are mostly affected
by BSM corrections, in this case the HL-LHC CC DY
projections. Looking at the blue and orange histograms, we
observe that the global closure-test fit (in which data are
generated according to a W0 model with MW0 ¼ 13.8 TeV
and PDFs are fitted assuming the SM) displays the same
good fit quality as the baseline (in which data are generated
according to the SM and PDFs are fitted assuming the SM).
As it was pointed out in Ref. [5] the value of MW0 ¼
13.8 TeV corresponds to the maximal BSM threshold, i.e.,
to the lowestMW0 that can be absorbed by the PDFs without
deteriorating the χ2 of the fit, particularly of the BSM-
affected data. The situation changes if the EIC projections
as included. Indeed the red dotted histogram shows that the
inclusion of this data would prevent PDFs from absorbing
new physics, as the peak of the χ2 and nσ distributions shifts
beyond the critical values of 1.5 and 2.0 respectively that
would flag up the HL-LHC CC DY projections as incon-
sistent with the bulk of the datasets included in the analysis,
hence it would exclude it from the global PDF fit.

Next we assess the effect of the CERN neutrino data. The
recent observation of LHC neutrinos by the FASERν
[11–13] and SND [14,15] far-forward experiments dem-
onstrates that neutrino beams produced by pp collisions at
the LHC can be deployed for physics studies [21]. Beyond
the ongoing Run III, a dedicated suite of upgraded far-
forward neutrino experiments would be hosted by the
proposed Forward Physics Facility (FPF) [16,17] operating
concurrently with the HL-LHC. We now investigate
whether the projected measurements at the two facilities
considered in [21] might provide a similar handle on the
proton structure as the EIC structure function measure-
ments, which would prevent BSM-induced bias in PDF fits.
Here we only consider CC DIS processes, where the
projectiles are neutrinos and antineutrinos, coming from
the LHC beam, hitting isoscalar targets and the processes
associated with charm production. As in [21] we ignore the
SND Run III projections as the current statistics is too little
to produce faithful projected data. The details of the
datasets are presented in Table V in the Appendix and
the kinematic coverage is displayed in Fig. 1. Looking at
the green histogram in Fig. 3, we observe that, analogously
to what happens in the case of the EIC, the inclusion of the
FPF projections would shift the χ2 distribution for the
HL-LHC high mass DY data and would flag them up as
inconsistent with the bulk of other data included in the fit.
Note that the main constraint comes from the proposed
upgraded far-forward neutrino experiments as FASERν has
little impact on the PDFs.
The main finding is summarized in Fig. 4, in which we

compare the data, featuring the BSM signal, i.e., the
depletion in the tails associated with a new heavy W0 with
MW0 ¼ 13.8 TeV and g0 ¼ 1, to the SM theoretical pre-
dictions obtained with a BSM-biased set of PDFs (green
line) or with a set of PDFs obtained from a joint fit of the
HL-LHC data and the FPFþ EIC data, in which the CC
HL-LHC data get flagged and excluded from the fit (red
line), or finally with the true SM PDFs (black line). The
inset shows the ratio between the BSM signal and the SM
predictions for each of the PDF sets.
The green line closely matching the SM prediction

demonstrates that the BSM-biased PDFs mimic the BSM
signals present in the data and erase the deviation from the
SM that should be observed, as in Eq. (1). As a result, using
these PDFs in theoretical predictions would hide the BSM
signal. This would not occur if the true PDFs (represented
by the black line, which wewould not know in reality) were
used. However, the red line—derived from fitting the global
dataset, including only the NC HL-LHC data compatible
with EICþ FPF data—closely matches the black line and
would allow us to detect the BSM signal.
To summarize, in this work we have identified future

datasets that constrain the large-x region and can be
included in PDF fits, enabling the safe integration of
high-energy constraints from the HL-LHC. Our results

FIG. 3. Comparison of the distribution of the χ2 per data point
(bottom x-axis) and nσ (top x-axis) for the high-mass HL-LHC
DY CC projected data between a consistent fit in which both data
and predictions are generated according to the SM (blue
histogram), the fit biased by BSM including the HL-LHC
projected data (orange histogram) and the same fit including
both the HL-LHC and the EIC (red histogram) or the FPF (green
histogram) projected data respectively.
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show that potential BSM effects, which might otherwise be
absorbed into the PDFs, can be fully disentangled in high-
energy measurements. Incorporating EIC and FPF mea-
surements in a global PDF analysis will help minimize the
risk of BSM-induced bias in PDF fits and allow for more
consistent identification of BSM effects in high-energy
data, which can then be analyzed separately.
Clearly the findings of Ref. [5], which this paper is based

upon, are specific to the specific BSM models that were
considered in the study. However the outcome of the study
in Ref. [5] and of the follow-up study that we have
presented here are far from trivial, as they show the first
case of a realistic BSM model that can bias the outcome of
a PDF global fit in the HL phase of the LHC, and how the
complementary constraints from the future FPF and EIC
facilities can prevent such an undesirable bias. We observe
that in Ref. [5] another scenario was considered, corre-
sponding to a new flavor-universal Z0 boson with mass of
the order of 10 TeV. Contrarily to theW0 case, the effects of
such a flavor-universal Z0 could not be absorbed by the
PDFs. The key difference between the two models is that
the Z0 only affects the NC Drell-Yan observables, while the
W0 model affects both the NC and the CC Drell-Yan
observables, by thus allowing them to compensate the

effects by exploiting the flat direction in the unconstrained
antiquark sector.
Other very interesting directions can be explored in

the future, following a similar methodology. For example,
following the bottom-up SMEFT approach of Refs. [23,84]
we may want to assess the impact of heavy new physics
parametrized by specific combinations of SMEFT Wilson
coefficients that affects not only the high tails of the
invariant mass distributions, but also the somewhat lower
energy DIS observables. Alternatively, one could adopt a
top-down approach as in Ref. [85], in which several well-
motivated BSM signals are injected into artificial data
and recovered them by fitting specific distributions. Finally
we could follow the approach of Ref. [86] which focuses
on the renormalization group equation connection be-
tween SMEFT and UV parametrization in specific preci-
sion observables.
A further interesting study that would complement the

findings of this paper would be addressing the question of
whether the possible BSM-induced bias depends on the
flexibility of the PDF parametrization. One could try to
make the neural network structure used in NNPDF4.0
deeper or shallower, and check not only if an equally good
fit quality can obtained without over-fitting, but also
whether the BSM absorption by the PDFs becomes more
or less visible. Alternatively one could perform such a test
within a polynomial fit of PDFs, such as MSHT20 [87] or
CT18 [88], by changing the number of parameters that
affect the large-x behavior of PDFs and assess the effect of
BSM-induced inconsistencies on the fit quality and on the
resulting PDFs. For example, in Ref. [89] the authors use a
closure test approach similar to the one that we describe in
this work, and inject experimental inconsistencies in their
input dataset to study their impact on the resulting PDFs.
The methodology of [89] could be easily adapted to the
injection of BSM-induced inconsistencies in the closure
test data to assess whether the phenomenon we observe
happens, and whether it is correlated with a particular
choice of parametrization.
A further natural follow-up of our current study would be

the extension to more complex BSM scenarios affecting
both the large-x quarks and gluons. Both the code and the
projected data used in this study are publicly available at
the SIMUnet [6] repository.1 Users are encouraged to test
the robustness of our findings against different new physics
scenarios and experimental projections.
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APPENDIX: ESTIMATORS AND LIST OF
DATA AND PSEUDODATA

In this Appendix, we provide additional information
about the methodology and the definition of the statistical
estimators used in our analysis. We also provide a list of the
experimental data and pseudodata that we include, as well
as details on the BSM model that we consider throughout
the paper. Additionally, we show how our findings vary as a
weaker BSM signal is injected in the data. We investigate
what is the maximal BSM signal that may be absorbed in
PDF fit even in the presence of EIC and FPF data and what
the effect would be on indirect BSM searches.
Closure test. In order to systematically study possible

BSM-induced bias in PDF fits, we work in a setting in
which we assume we know the underlying law of nature. In
our case the law of nature consists of the true PDFs, which
are low-energy quantities that have nothing to do with new
physics, and the true UV complete Lagrangian, which at
low energy is well approximated by the SM Lagrangian but
nonetheless comprises heavy new particles. We use these
assumptions to generate the pseudodata in our analysis. We
inject the effect of the new particles that we introduce in the
Lagrangian in the articifially generated data, and their effect
will be visible in some high-energy distributions depending
on the underlying model. The methodology we use
throughout this study is based on the NNPDF closure-test
framework, first introduced in Ref. [90], and explained in
more detail in Ref. [91]. Various statistical estimators are
applied to check the quality of the fit (in broad terms,
assessing its difference from the true PDFs), hence veri-
fying the accuracy of the fitting methodology.
Detection of inconsistencies in global PDF fits. Once we

produce a closure test fit, in which PDFs have been fitted
assuming the SMwhile the pseudodata have been produced
according to a given BSM model, we check whether it is
possible to detect BSM-induced bias in the PDF fit, i.e.,
whether the datasets which are affected by the given BSM
appear inconsistent with the bulk of the data in the global
analysis and are poorly described by the resulting PDFs. To
quantitatively address this point, we use the NNPDF
dataset selection criteria, discussed in detail in [4]. We
consider both the χ2-statistic of the resulting fit to each
dataset entering the fit, and also consider the number of

standard deviations

nσ ¼ ðχ2 − ndatÞ=
ffiffiffiffiffiffiffiffiffiffi
2ndat

p
ðA1Þ

of the χ2-statistics from the expected χ2 for each dataset. If
χ2=Ndat > 1.5 and nσ > 2 for a particular dataset, the
dataset would be flagged by the NNPDF selection criteria,
indicating an inconsistency with the other data entering
the fit.
Weighted fits. There are two possible outcomes from

performing such a dataset selection analysis on a fit. In the
first instance, the datasets affected by NP are flagged by the
dataset selection criterion. If a dataset is flagged according
to this condition, then a weighted fit is performed, i.e., a fit
in which a dataset (j) is given a larger weight inversely
proportional to the number of data points, according to
Eqs. (2) and (4). If the data-theory agreement improves by
setting it below thresholds and the data-theory agreement of
the other datasets does not deteriorate in any statistically
relevant way, then the dataset is kept, else the dataset is
discarded, on the basis of the inconsistency with the
remaining datasets.
Statistical distributions. Moreover, to check if the flag

raised in the postfit analysis is statistically significant, we
repeat the χ2ðkÞ and nðkÞσ computations across 1000 random
instances (k) of the data generation in the closure-test fits
(corresponding to independent runs of the Universe). We
check it both globally and for each individual datasets, with
a special emphasis on the datasets that are mostly affected
by the BSM corrections associated to the given model. If
the χ2 and nσ distributions are peaked above the critical
thresholds of 1.5 and 2 respectively, then the weighted fit
procedure is activated and the inconsistency is assessed
according to the methodology outlined above.
BSM model. The model that we consider throughout this

paper consists of the SUð2ÞL triplet field W0a;μ, where
a∈ f1; 2; 3g denotes an SUð2ÞL index, with massMW0 and
coupling coefficient by gW0. The model is explained in
details in Refs. [7,8] and is described by the Lagrangian

LW0
UV ¼ LSM −

1

4
W0a

μνW0a;μν þ 1

2
M2

W0W0a
μW0a;μ

− gW0W0a;μX
fL

f̄LTaγμfL

− gW0 ðW0a;μφ†TaiDμφþ H:c:Þ; ðA2Þ

where the sum runs over the left-handed fermions:
fL ∈ fq;lg. The SUð2ÞL generators are given by Ta ¼
1
2
σa where σa are the Pauli matrices. The kinetic term is

given by W0a
μν ¼ ∂μW0a

ν − ∂νW0a
μ − igW0 ½W0a

μ;W0a
ν �. The

covariant derivative is given by Dμ ¼ ∂μ þ 1
2
igσaWa

μþ
ig0YφBμ. The mixing with the SM gauge fields is neglected.
The leading effect of this model on the dataset included in
our analysis is to modify the Drell-Yan and deep inelastic
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scattering observables, both charged current and neutral
current. The tree-level matching of LW0

UV to the dimension-6
operators in the SMEFT is described in details in Ref. [8].
There it is shown that the impact at the LHC energy is
dominated by the four-fermion interactions, which sum to

LW0
SMEFT¼LSM−

g2W0

2M2
W0
Ja;μL JaL;μ; Ja;μL ¼

X
fL

f̄LTaγμfL;

ðA3Þ

which is typically described by the Ŵ parameter

LW0
SMEFT ¼ LSM −

g2Ŵ
2m2

W
Ja;μL JaL;μ; Ŵ ¼ g2W0

g2
m2

W

M2
W0

: ðA4Þ

Using Fermi’s constant, one can write the relation between
the UV parameters and Ŵ as

g2W0

M2
W0

¼ 4
ffiffiffi
2

p
GFŴ: ðA5Þ

By fixing gW0 ¼ 1, each MW0 can be associated to a value
of Ŵ.
Datasets included. We use all datasets included in the

NNPDF4.0 global analysis [4]. The high-mass Drell-Yan
measurements from ATLAS and CMS are impacted by the
W0 model we consider, we provide details on the data
points in Table I. Several fixed-target Drell-Yan measure-
ments from Fermilab with proton (p) and deuteron (d)
targets probe the same processes at much lower energies.
The effects of new physics are much more suppressed and
they remain compatible with the SM predictions. More
details is provided in Table II. On top of the existing
measurements, we include the high-mass Drell-Yan
projections that were introduced in [8], inspired by the
HL-LHC projections studied in [78]. The invariant mass
distribution projections are generated at 14 TeV assuming
an integrated luminosity of 6 ab−1 (3 ab−1 collected by
ATLAS and 3 ab−1 by CMS). Both in the case of NC and
CC Drell-Yan cross sections, the MC data were generated

using the MadGraph5 aMCatNLO NLOMonte Carlo event
generator [92] with additional K-factors to include the
NNLO QCD and NLO EW corrections. The MC data
consist of four datasets (associated with NC/CC distribu-
tions with muons/electrons in the final state), each com-
prising 16 bins in the Mll invariant mass distribution or
transverse mass MT distributions with both mll and MT
greater than 500 GeV, with the highest energy bins reaching
mll ¼ 4 TeV (MT ¼ 3.5 TeV) for NC (CC) data. The
rationale behind the choice of number of bins and the
width of each bin was outlined in Ref. [8], and stemmed
from the requirement that the expected number of events
per bin was big enough to ensure the applicability of
Gaussian statistics. The choice of binning for the MllðMTÞ
distribution at the HL-LHC is displayed in Fig. 5.1 of
Ref. [8]. The details of the datasets included in the fit are
presented in Table III.
As far as the EIC projections are concerned, we consider

those that were built in Ref. [20], in particular the
measurements of charged-current (CC) and neutral-current
(NC) DIS processes, using both electrons and positrons as
projectiles and both protons and neutrons as targets. Details
about the projections used are presented in Table IV. We
tested both the optimistic and pessimistic scenarios which
vary in terms of how many data points can be collected, the
former indicated outside and the latter indicated inside the
brackets. We found that the choice of scenario does not
impact our conclusions in any significant way.

TABLE I. Summary of the high-mass Drell-Yan data included
in NNPDF4.0 [4].

Observable Ndat
ffiffiffi
s

p
(TeV)

ATLAS
dσZ=dMll 13 7
d2σZ=dMlldjyllj 48 8

CMS
dσZ=dyμþμ− 132 7
dσZ=dyeþe− 132 7
dσZ=dMll 43 13

TABLE II. Summary of the fixed-target Drell-Yan data in-
cluded in NNPDF4.0 [4].

Observable Ndat
ffiffiffi
s

p
(GeV)

NuSea (E866)
dσZ=γ

�
=dMll (d) 15 800

dσZ=γ�=dMll (p) 184 800

E605
dσZ=γ

�
=dMll 119 38.8

SeaQuest (E905)
dσZ=γ

�
=dMll (d) 6 120

TABLE III. Summary of the HL-LHC projected data included
in this work, taken from Ref. [8].

Observable Ndat
ffiffiffi
s

p
(TeV)

Charged Current
dσW

�
=dMT;eν 16 14

dσW
�
=dMT;μν 16 14

Neutral Current
dσZ=dMeþe− 12 14
dσZ=dMμþμ− 12 14
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For the FPF data, we consider the projected data built in
Ref. [21]. The focus is on charged-current DIS processes,
where the projectiles are neutrinos and anti-neutrinos,
coming from the LHC beam, hitting isoscalar targets and
the processes associated with charm production. For each
of the far-forward LHC neutrino experiments the pseudor-
apidity coverage, target material, the acceptance for the
charged lepton and hadronic final state, and the expected
reconstruction performance are identified in [21] assuming
that FASERν and SND acquire data for Run III with
L ¼ 150 fb−1. SND projections are too statistically insig-
nificant to be included in the fit, due to the little statistics
collected so far. As far as the FPF facility is concerned,
FASERν2, AdvSND, and FLArE take data for the com-
plete HL-LHC period, with L ¼ 3 ab−1. The complete set
of projected data that is included is summarized in Table V.
Maximal BSM threshold. To conclude, we consider how

the maximal BSM threshold, i.e. the maximal BSM signal
that can be absorbed by PDFs in a global fit, shifts as we
include FPF and EIC projected data. Clearly, if we inject in
the data the effect of a new heavy flavor-universalW0, with
mass larger than 13.8 TeV, the depletion in the high-energy
tails measured at the HL-LHC will be less significant and
thus the effect can still be fitted away in the PDFs. In this
appendix we investigate by how much the EIC and CERN
neutrino data would shift the maximal BSM threshold and
whether the impact of the BSM bias—pushed at a higher
threshold—would visibly impact the PDFs and thus

possibly hamper the interpretation of indirect new physics
searches. To answer this question, we made a scan over
MW0 , by injecting increasingly large values of theW0 mass,
until the signal can be absorbed even in the presence of
precise EIC and CERN neutrino data in a PDF global

TABLE IV. Summary of the EIC projected data included in this
work, taken from Ref. [20]. The number of data point for the
optimistic and pessimistic scenarios are reported out and in the
bracket respectively, with the pessimistic scenario being more
conservative in terms of the number of data points.

Observable Ndat
ffiffiffi
s

p
(GeV) L (fb−1)

Charged Current
σ̃ðe− þ p → νþ XÞ 89 (89) 140.7 100
σ̃ðeþ þ p → νþ XÞ 89 (89) 140.7 10

Neutral Current (proton)
σ̃ðe− þ p → e− þ XÞ 181 (131) 140.7 100

181 (131) 63.2 100
126 (91) 44.7 100
87 (76) 28.6 100

σ̃ðeþ þ p → eþ þ XÞ 181 (131) 140.7 10
181 (131) 63.2 10
126 (91) 44.7 10
87 (76) 28.6 10

Neutral Current (deuteron)
σ̃ðe− þ d → e− þ XÞ 116 (116) 89.0 10

107 (107) 66.3 10
76 (76) 28.6 10

σ̃ðeþ þ d → eþ þ XÞ 116 (116) 89.0 10
107 (107) 66.3 10
76 (76) 28.6 10

TABLE V. Summary of the FPF projected data included in this
work, taken from Ref. [21].

Observable Ndat

FASERν
σ̃ðνþ N → l− þ XÞ 22
σ̃ðν̄þ N → lþ þ XÞ 16

FLArE
σ̃ðνþ N → l− þ XÞ 43
σ̃ðν̄þ N → lþ þ XÞ 39
σ̃ðνþ N → l− þ c=c̄þ XÞ 31
σ̃ðν̄þ N → lþ þ c=c̄þ XÞ 19

FASERν 2
σ̃ðνþ N → l− þ XÞ 44
σ̃ðν̄þ N → lþ þ XÞ 39
σ̃ðνþ N → l− þ c=c̄þ XÞ 38
σ̃ðν̄þ N → lþ þ c=c̄þ XÞ 30

AdvSND
σ̃ðνþ N → l− þ XÞ 33
σ̃ðν̄þ N → lþ þ XÞ 29
σ̃ðνþ N → l− þ c=c̄þ XÞ 17

FIG. 5. Comparison of the distribution of the χ2 per data point
(bottom x-axis) and nσ (top x-axis) for the high-massHL-LHCDY
CCprojected data between the baseline fit (blue histogram) and fits
with HL-LHC þ EICþ FPF projections included by varying the
strength of the BSM induced signal as MW0 is increased from
MW0 ¼ 13.8 TeV (red histogram) to MW0 ¼ 17.4 TeV (green
histogram) to MW0 ¼ 19.5 TeV (orange histogram).
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analysis. The summary results of the analysis are displayed
in Fig. 5. There we see that, as we increase the value ofMW0

in our BSM model, thus decrease the size of the BSM
corrections injected in the data, we have to get to MW0 ¼
19.5 TeV (orange histogram) for the signal to be absorbed
by the PDFs.
In Table VI we show the χ2 values of the HL-LHC

charged current Drell-Yan projected data (who are con-
taminated by the injection of the BSM signal) once the EIC
projected data are included in a global fit. We consider both
the optimistic and pessimistic scenarios provided in
Ref. [20]. For MW0 ¼ 13.8 TeV, both cases the χ2 values
of the charged current Drell-Yan are above the threshold of
1.5, indicating that the fit is inconsistent. For a milder signal
corresponding to MW0 ¼ 15.9 TeV, the χ2 values are very
close to the threshold of 1.5 in both cases, indicating that
the fit is consistent. The difference between the optimistic
and pessimistic scenarios mostly boils down to the number
of data points, as it is detailed in Table IV. These results
correspond to a global fit in which we only included the
EIC projections alongside the global datasets and the HL-
LHC projections, and not the FPF ones. By assessing here
the impact of the variation of the artificial data on our
results, we observe small quantitative variations in the χ2

value, as they tend to be slightly smaller in the pessimistic
scenario compared to the optimistic one. This is completely
expected as the pessimistic scenario has larger statistical
uncertainties and thus do not constrain the PDF quite as
tightly in the large-x region as the optimistic scenario does.
However, there is no qualitative change. In the previous
maximal mixing case (13.8 TeV), the pessimistic χ2 is still
sufficiently high to flag the fit as inconsistent. In the new
maximal mixing case (15.9 TeV), both χ2 are very close to
1.5, which is the threshold we chose for flagging the fit as
inconsistent. Therefore, our results are stable under the
variation of the EIC pseudodata. The small quantitative
improvement in the optimistic case would suggest that if we
will end up having even better statistics than the current
projections indicate, we could hope to see a further
improvement in our estimates.

Finally, we ask ourselves what is the effect of the new
physics absorption now that the threshold has been pushed
to a significantly larger value. Is this still going to spoil the
interpretation of indirect BSM searches? To answer this
question we assess the impact of the injection of our new
physics model in the data on the fitted PDFs, by looking at
the integrated luminosities for the parton pair i, j, which is
defined as

LijðmX;
ffiffiffi
s

p Þ ¼ 1

s

Z
y

−y
dỹ

�
fi

�
mXffiffiffi
s

p eỹ; mX

�
fj

�
mXffiffiffi
s

p e−ỹ; mX

�

þ ði ↔ jÞ
�
; ðA6Þ

where fi ≡ fiðx;QÞ is the PDF corresponding to the parton
flavor i, and the integration limits are defined by

y ¼ ln

� ffiffiffi
s

p
mX

�
: ðA7Þ

In particular, we focus on the luminosities that are most
constrained by the NC and CC Drell-Yan data respectively,
namely

LNCðmX;
ffiffiffi
s

p Þ ¼ LuūðmX;
ffiffiffi
s

p Þ þ Ldd̄ðmX;
ffiffiffi
s

p Þ; ðA8Þ

LCCðmX;
ffiffiffi
s

p Þ ¼ Lud̄ðmX;
ffiffiffi
s

p Þ þ LdūðmX;
ffiffiffi
s

p Þ: ðA9Þ

In Fig. 6 we show how the addition of the new projected
data mitigates the BSM-induced PDF bias. We compare the
NC and CC PDF luminosities defined in Eqs. (A8) and
(A9) respectively as a function of mX, which in the case of
NC can be identified with the invariant mass of the
produced leptons and in the case of CC can be identified
with the transverse mass of the lepton-neutrino pair. We
compare the luminosities obtained in a closure test in which
the data have been generated by injecting a W0 model with
MW0 set at different values and the data fitted assuming the
SM. Each of the curves is compared to the true SM
luminosities. The orange band represents the luminosities
fitted on the whole NNPDF4.0 dataset plus the HL-LHC
projected data displayed in Table III with a MW0 ¼
13.8 TeV signal injected in the data and the fit performed
assuming the SM. Here the result is the same as the one
presented in Ref. [5], namely the luminosities shift sig-
nificantly as the PDFs have completely absorbed the BSM
signal. On the other hand, if the EIC and the CERN forward
neutrino projected data is included alongside the HL-LHC
one, then the maximal BSM signal that can be absorbed
corresponds to MW0 ¼ 19.5 TeV. The corresponding PDF
luminosities are displayed in blue. We observe a systematic
reduction of the discrepancy with the true SM luminosities.
In the case of the uūþ dd̄ luminosity, the fit including EIC

TABLE VI. Impact of the inclusion of the EIC-only projected
data (excluding the FPF projected data), both in optimistic (EIC
opt.) and pessimistic (EIC pes.) scenarios provided in Ref. [20]
on the fit quality, once the EIC projected data are included in a
global fit alongside the BSM-contaminated HL Drell-Yan pro-
jected data, for two values of the heavyW0,MW 0 ¼ 13.8 TeV and
MW0 ¼ 15.9 TeV. The difference between the optimistic and
pessimistic scenarios mostly boils down to the number of data
points, as it is detailed in Table IV.

MW0 (TeV) χ2 (EIC opt.) χ2 (EIC pes.)

13.8 2.05 1.77
15.9 1.55 1.45
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and CERN forward neutrino projections almost comple-
tely suppresses the discrepancy while for the ud̄þ dū a
visible shift remains but its effect is greatly reduced.
The intermediate case in which only EIC projections or
only FPF projections are included are shown with
only their central values in green and pink respectively,
according to the maximal BSM signal that can be absor-
bed in each of these cases. To conclude, if the EIC and
FPF projections are included in a global PDF analysis

alongside the HL-LHC high-mass Drell-Yan distributions,
the maximal BSM threshold, i.e., the maximal BSM signal
that can be absorbed by PDFs in a global fit, shifts to larger
masses or, equivalently, smaller deviations. As a result,
while the effect can still be fitted away in the PDFs, the
consequences are much milder and the BSM-biased PDFs
are statistically undistinguishable from the true SM PDFs,
thus effectively disentangling PDF effects from BSM
effects.
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