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We investigate the systematic uncertainties and potential biases arising from the inclusion of large-x
corrections to proton and deuteron deep inelastic scattering (DIS) data in global quantum chromo-
dynamics (QCD) analyses. Using the CTEQ-JLab framework, we examine various approaches to
implementing higher-twist corrections in nucleon structure functions and off-shell PDF modifications
in deuteron targets. We analyze how these components interact and influence the determination of
the d-quark PDF and the neutron structure function at large x. We find that it is very important to
consider isospin-dependent higher-twist corrections in order to minimize implementation biases in the
extracted quantities.
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I. INTRODUCTION

Knowledge of parton distribution functions (PDFs) at
large longitudinal momentum fraction x is crucial to
characterize the effects of color confinement and non-
perturbative interactions on the proton’s structure [1–5] and
to search for beyond the Standard Model effects, e.g., in
large-mass and forward-particle production at the Large
Hadron Collider [6–12] or in very precise measurements of
parity-violating processes at Jefferson Lab [13–16].
In a global QCD analysis, such as from the CTEQ-JLab

(CJ) collaboration [17–20], measurements from different
experiments can be included to constrain the large-x
behavior of the PDFs flavor by flavor [21,22]. For the
u-quark, information can be gathered from the large
amount of deep inelastic scattering (DIS) data on proton
targets, from fixed-target Drell-Yan data, and from jet
production in hadron-hadron collisions. For the d-quark,
strong constraints come from precision data on large

rapidity W-boson asymmetries in proton-antiproton colli-
sions, and from abundant inclusive DIS data on deuteron
targets, as well as from pioneering proton-tagged deuteron
DIS at JLab. An accurate description of the deuteron DIS
data, which are predominantly taken at small energy scale
Q2, requires correcting the theoretical calculations to
account for the nuclear dynamics of the target nucleons
(including nuclear binding, Fermi motion, and nucleon off-
shell deformations) and for 1=Q2 power-suppressed effects.
The latter include OðM2=Q2Þ kinematic target mass cor-
rections (TMCs), OðΛ2

QCD=Q
2Þ dynamical effects such as

multiparton correlations, and any other “residual” 1=Q2

corrections, from, e.g., higher-order quantum chromody-
namics (QCD) diagrams [23–25] or implementation
choices of target mass corrections [17]. Although TMCs
can be calculated [26–34], the remaining terms are gen-
erally fitted to the data and collectively named “higher-
twist (HT) corrections.” [17–20,23–25,35–43]. Likewise,
regarding nuclear dynamics, Fermi motion and binding
effects can be calculated by means of nonrelativistic
nuclear wave functions [44–50]. In a global QCD fit one
can then leverage free-proton target data such as the above-
mentioned W-boson rapidity asymmetry to fit the free-
nucleon d=u ratio, and utilize deuteron DIS measurements
to constrain the off-shell deformations in nuclear targets.
In this paper, we focus on the interplay of the fitted off-

shell and higher-twist corrections. We show that the
implementation choices for HT corrections may introduce
a bias in the calculation of the large-x behavior of the DIS
structure functions, and argue that this bias can be, in turn,
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partially but artificially compensated for by the fitted off-
shell effects. Working consistently in the CJ22 framework
[20] we demonstrate the presence of such bias in an actual
PDF fit, identify safe implementations of the HT correc-
tions, and discuss the remaining systematic uncertainty. We
also briefly comment on similarities with studies of off-
shell nucleon deformations performed by Alekhin, Kulagin
and Petti (AKP) [42,43] and by the JAM collaboration [39].
An interesting aspect of the interplay between HT

corrections and off-shell effects is their different depend-
ence on Q2. As Q2 increases, the HT corrections decrease,
while the off-shell effects remain largely Q2 independent.
This suggests that the interconnection discussed here may
differ for higher-Q2 data, offering a cleaner opportunity to
constrain off-shell effects when new data on proton and
deuteron target DIS become available, e.g., from the future
JLab 22 GeV upgrade [51].
The plan of the paper is as follows. The QCD framework

used in this analysis is described in Sec. II. The comparison
of fits obtained with various parametrizations is discussed
in Sec. III. In Sec. IV, we discuss the impact of theW-boson
asymmetry data on our results. Our conclusions are
presented in Sec. V and various technical details are
reported in a series of appendices.

II. GLOBAL QCD ANALYSIS FRAMEWORK

In this section, we outline the key theoretical ingredients
needed to calculate the experimental observables consid-
ered in this analysis, including: the PDF parametrizations
and QCD setup, the treatment of the bound nucleon
structure function in the deuteron, and the functional form
for the 1=Q2 corrections. We then examine the interplay of
theoretical assumptions in the global fit, identify biases in
the implementation of HT corrections, which are particu-
larly significant at large x, and present our approach to
mitigate these.

A. PDF parametrizations and QCD setup

The fits reported in this work rely on the PDF para-
metrizations adopted in the latest CTEQ-JLab global fit
(CJ22) [20]. In particular, we use a standard five-parameter
functional form on the initial scale Q2

0 ¼ 1.69 GeV2 for
most of the parton species, ϕðxÞ ¼ a0xa1ð1 − xÞa2ð1þ
a3

ffiffiffi
x

p þ a4xÞ with ϕ ¼ uv; dv; d̄þ ū; d̄ − ū; g. Since the
global dataset included in our analyses imposes little
constraints on the strange and heavier quarks, we set
s ¼ s̄ ¼ 0.4ðd̄þ ūÞ, and we consider the charm and bottom
quarks as generated perturbatively. In order to allow the
d=u ratio to have a finite limit as x approaches 1, we mix it
with the uv quark at the initial scale

dCJv ðx;Q2
0Þ ¼ adv0

�
dvðx;Q2

0Þ
adv0

þ bxcuvðx;Q2
0Þ
�
: ð1Þ

The normalization adv0 is determined by the valence sum
rule, b is a free parameter, and c ¼ 2 is fixed due to the
lack of strong constraints from the currently available
experimental data.
The theoretical setup is also the same as in the CJ22 fit.

More specifically, we calculate observables at next-to-
leading order (NLO) perturbative accuracy, and for DIS
observables we apply the ACOT-χ heavy-quark scheme
[52]. Target-mass corrections, nuclear corrections, and
other power corrections will be discussed in detail in the
following subsections. For computational speed, we use the
APPLgrid fast NLO interface [53] to dynamically calculate
the W and Z production cross sections during the fits. For
more details, see Ref. [20].

B. Deuteron structure function

We evaluate the deuteron DIS structure function F2D in
the nuclear impulse approximation [44–50], namely assum-
ing that the exchanged photon scatters off a bound, off-shell
nucleon inside the deuteron. In this approximation, F2D is
given by

F2Dðx;Q2Þ ¼
X
N¼p;n

Z
dydp2

T fN=Dðy; p2
T ; γÞ

× F2N

�
x
y
;Q2; p2; γ̄

�
; ð2Þ

where x ¼ MDQ2=ðMPD · qÞ is the per-nucleon Bjorken
invariant, with q and PD the photon and deuteron momenta,
and M and MD the nucleon and deuteron masses, respec-
tively. F2N is the structure function of an off-shell nucleon
N (a proton p or a neutron n) of momentum p, x=y ¼
Q2=ðp · qÞ is its Bjorken invariant, and y¼ðp ·qÞ=ðpD ·qÞ
is the bound nucleon momentum fraction with respect to
the deuteron. The structure function F2N also depends
on the Lorenz-invariant 4-momentum squared p2 ¼ p · p
of the bound nucleon, which is off the mass shell with p2

generally smaller thanM2. The integration in the right-hand
side (rhs) Eq. (2) is obtained under the assumption that
final-state interactions are small and the spectator nucleon
is on-shell.

The parameter γ̄ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4 x2

y2
p2

Q2

q
controls the size of

target mass effects on the bound-nucleon structure func-
tion, and γ ¼ γ̄jp2¼M2;y¼1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4x2M2=Q2

p
determines

how the deuteron target’s mass affects the bound-nucleon
wave function. These factors appear explicitly as argu-
ments of, respectively, the off-shell nucleon structure
function and the smearing function fN=D. The massless
limit is reached as γ; γ̄ → 1, namely, at momentum trans-
fers Q2 large enough for x2p2=Q2 ≤ x2M2=Q2 → 0. In
that limit target-mass effects become negligible and
fN=D can be interpreted as the probability density of
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finding a bound nucleon N of momentum fraction y inside
a deuteron. Away from that limit γ is larger than 1, and in
DIS kinematics typically takes values in the 1 < y≲ 1.4
range [17].

1. Deuteron smearing

The smearing function fN=D can be calculated in the
weak binding approximation (WBA) [44–48] as a product
of the nonrelativistic wave function of a nucleon inside the
nucleus and kinematic factors that depend on the structure
function under consideration. Its full expression is reported
in Appendix A. For our analysis we use a wave function
calculated with the AV18 nuclear potential [54]. As shown
Ref. [18], other modern potentials such as WJC-2 [55] and
CD-Bonn [56] produce acceptable, if higher, χ2 values in a
global PDF fit, and the ensuing large-x systematic uncer-
tainty is displayed in Fig. 1 of Ref. [57]. In this paper we
focus on the less studied systematic uncertainty deriving
from the implementation of higher-twist and off-shell
corrections, and will not further consider the contribution
deriving from the choice of nuclear potential.
The WBA formalism is particularly suitable for describ-

ing DIS on weakly bound nuclei such as the deuteron
[18–20,41,42,58] and the tritium, Helium-3 mirror nuclei
[39,43]. It has also been successfully applied to heavier
targets [46,59]. In general, it is valid if the nucleon that
participates in the hard collision is moving with non-
relativistic momentum with respect to the nucleus. This
happens at x≲ 0.8, when the bound nucleon itself provides
a negligible amount of momentum to the quark that
interacts with the virtual photon. At higher values of the
Bjorken’s invariant,1 the measurement selects partons of
correspondingly higher momentum. Due to the steeply
falling nature of the nucleon PDFs, such momentum is
increasingly provided by the high-momentum tails of the
nucleon wave function instead of by the intrinsic motion of
the partons inside the nucleon their are bound to, and
eventually a relativistic treatment of the bound nucleon
system becomes necessary [49,50,55,60,61]. Light nuclei
maximize the x range where the WBA formalism is
applicable due to the weakness of their binding.

2. Off-shell corrections

Deformations of the bound nucleon structure that can
affect DIS at large x are assumed to depend on the
nucleon’s (off-shell) four-momentum squared. In the deu-
teron, p2 does not differ much from the free-nucleon mass
M2 and one can Taylor-expand the off-shell nucleon
structure around its on-shell limit p2 ≃M2 using the
nucleon’s virtuality v ¼ ðp2 −M2Þ=M2 as an expansion

parameter [45,62]. This can be done at the parton level or at
the structure function level, namely,

ϕðx;Q2; p2Þ ¼ ϕfreeðx;Q2Þ
�
1þ p2 −M2

M2
δfðxÞ

�
; ð3Þ

F2Nðx;Q2;p2Þ¼Ffree
2N ðx;Q2Þ

�
1þp2−M2

M2
δFðxÞ

�
; ð4Þ

where ϕfree ¼ ϕðx;Q2;M2Þ and Ffree
2N ¼ F2Nðx;Q2;M2Þ

are free-nucleon PDFs and structure functions respectively,
and the δf and δF “off-shell functions” quantify the parton
or nucleon deformation when bound in a nucleus.
Analytically, they can be written as

δfðxÞ ¼ ∂ lnϕðx;Q2; p2Þ
∂ lnp2

����
p2¼M2

; ð5Þ

δFðxÞ ¼ ∂ lnF2Nðx;Q2; p2Þ
∂ lnp2

����
p2¼M2

: ð6Þ

In practice δf or δF are parametrized and fitted to
experimental data through the smearing formula (2).
Since the off-shell functions depend on the ∂ϕ=ϕ or
∂F2N=F2N ratio of PDFs or structure functions, we assume
thatQ2 evolution effects approximately cancel and we will
only fit their x dependence. One can, in fact, heuristically
expect that off-shell nucleon deformations originate from
low-energy nuclear interactions and be independent of the
hard-scattering scale Q2. QCD radiative effects may
contribute to the off-shell function at subleading order,
but present data are not precise enough to resolve this.
Finally, if only deuteron DIS data are considered among
other light nuclei, as in the present global analysis, the fit
has no constraints on the flavor dependence of the off-
shell functions so that none is indicated in Eqs. (5) and (6).
With the inclusion of DIS data on A ¼ 3 nuclei, the
isospin dependence of the off-shell functions could also be
studied [39,43].
Using the off-shell expansion in Eqs. (3) or (4) one can

obtain a simplified 1-dimensional convolution over just
the nucleon’s momentum fraction y compared to the
3-dimensional convolution over y and p⃗T in Eq. (2).
Indeed, by approximating γ̄ ≈ γ in the evaluation of F2N
in Eq. (2), one finds a 1D convolution formula in terms of 2
spectral functions for the on-shell and off-shell components
of the nucleon structure function. Schematically, F2D ¼
SðγÞ ⊗ F2NðγÞ þ Sð1ÞðγÞ ⊗ F2NðγÞδf with details dis-
cussed in Appendix A. This formula considerably speeds
up the numerical calculation of the deuteron wave function
and has been adopted in the CJ fits, including the present
analysis. The error introduced by the approximation of γ̄ is
ofOðM2=Q2Þ and can be absorbed in the fitted higher-twist
terms discussed in the next section.

1The per-nucleon Bjorken invariant x in fact ranges between 0
and ∞ when γ > 1, which is always the case. In the strictly
massless limit, γ ≡ 1, x would range from 0 to MD=M.
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In the CJ15 and CJ22 analyses, the off-shell nucleon
deformations where implemented at the partonic level using
a parametrization with two nodes, δfðxÞ ¼ Cðx − x0Þ×
ðx − x1Þð1þ x0 − xÞ, as suggested in Ref. [46]. The param-
eters x0 and C were fitted but x1 was constrained by
imposing the valence quark sum rule at nucleon level.
However, as in Ref. [41], we noted that we can obtain a
better description of the experimental data by adopting a
generic polynomial parametrization

δfðxÞ ¼
Xk
n¼0

aðnÞoff x
n; ð7Þ

with aðnÞoff as free parameters. In this analysis, we consider a
polynomial of second degree (k ¼ 2, i.e., 3 free parameters)
since we found no significant differences in the χ2 obtained
with higher-degree polynomials. The comparison of fitted
off-shell functions with k ¼ 2 and k ¼ 3 reported in
Appendix B rather suggests that experimental data
can constrain the off-shell function only in the x≲ 0.7
region. This aligns with the region where the Tevatron
W-asymmetry data constrain the baseline free-nucleon d=u
ratio, which is used in the global fit to determine off-shell
deformations in the deuteron.
We stress that, even in the present flavor-independent

implementation, δf and δF are different beyond LO
and should be compared with care. Indeed, the off-shell
correction at the structure function level can be written in
terms of the one at the partonic level as

δFðx;Q2Þ≡
R
1
x

dz
z ½
P

iC
i
2ðxzÞϕi=Nðz;Q2Þ�δfðzÞR

1
x

dz
z ½
P

iC
i
2ðxzÞϕi=Nðz;Q2Þ� ; ð8Þ

where the sum over i ¼ q, g runs over all parton flavors,
and Ci

2 are the standard perturbative QCD Wilson coef-
ficients. At LO in the strong coupling constant αs, the
Wilson coefficients are proportional to the δðz − 1Þ delta
function and δF ¼ δf. However, this is no longer true
beyond LO, and the full expression (8) can generate a
small isospin dependence of δF even with a flavor
independent δf. A way to compare off-shell effects
determined with different implementations or by different
global QCD analyses is discussed in Appendix C.

C. 1=Q2 power corrections

Power corrections to the leading-twist (LT) calculations
of DIS structure functions in the large-x region originate
from a variety of mechanisms. Most cited among these are
target mass corrections (TMCs) and soft parton rescattering
in the final state described by multiparton matrix elements
of twist higher than two. The first ones are of order
OðM2=Q2Þ and can be calculated. The second ones are
nonperturbative and of OðΛ2

QCD=Q
2Þ; they are typically

fitted to low-energy DIS data by means of a parametrized
“higher-twist” term proportional 1=Q2. Such phenomeno-
logical term will also compensate for other sources of
power corrections, as we will review below.
There are several ways to determine TMCs in structure

function calculations [26–31], reviewed in Refs. [32–34].
When implemented in momentum space, these all involve
evaluating the structure functions at the kinematically
shifted Nachtmann variable ξ ¼ 2xB=ð1þ γ2Þ instead of
at the Bjorken invariant xB. The differences among imple-
mentations are of order M2=Q2 and, as shown in Ref. [17],
can be effectively fitted in the parametrized higher-twist
term alongside the twist-4 multiparton dynamical effects.
Power corrections may also arise from the many other
choices taken in the setup of the global QCD analysis
including, for example, perturbative truncation of the LT
calculation [23–25], phase space limitations at threshold
[30,63–66], and other phenomenological choices such as
the sequential ordering of TMCs and off-shell corrections
or the approximations needed to obtain the 1D deuteron
convolution formula discussed previously. For example,
missing higher order corrections can be effectively
absorbed in the fitted HT terms, that decrease as the
perturbative order of the LT calculation increases without
substantially affecting the PDF extraction [23–25,67].
Therefore, the fitted HT term will not include just the
genuine contributions of twist-4 matrix elements to the
scattering calculation, and should rather be considered a
catch-all function for any residual power corrections in the
theoretical calculations or their phenomenological imple-
mentation in the global QCD analysis framework. The
appellative “higher-twist” should then be used with care
when discussing the phenomenologically fitted power
corrections and interpreting their meaning.
We stress that as long as a suitable power correction

term is additionally included in the fit, the leading twist
dynamics can be reliably extracted in terms of PDFs and
off-shell functions. Such extraction should, however, be
accompanied by a careful evaluation of the statistical
precision of the extracted HT function and its impact on
correlated quantities such as the d=u ratio and the quark off-
shell deformation δf. Additionally, a systematic analysis
of the (epistemic) uncertainty in the implementation of the
HT terms is required—a task that is inherently complex,
as we shall see.
Power corrections are usually implemented in global

QCD analyses by means of multiplicative [17–20,23–
25,35–37,39,67] or additive [38,40–43] modifications of
the target-mass-corrected leading-twist structure functions,

Fmult
2N ðx;Q2Þ ¼ FTMC

2N ðx;Q2Þ
�
1þ CðxÞ

Q2

�
; ð9Þ

Fadd
2N ðx;Q2Þ ¼ FTMC

2N ðx;Q2Þ þHðxÞ
Q2

; ð10Þ
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and fitting the x-dependent “higher-twist functions” CðxÞ
or HðxÞ for a nucleon N ¼ p, n. (Variants in which the HT
function C multiplies the massless structure functions have
also been considered in literature, e.g., in Ref. [24], with
differences of orderM4=Q4 that are not necessarily numeri-
cally negligible.) Note also that fitting the power correc-
tions on top of the calculated TMCs reduces the number of
parameters needed for the HT functions [17]; conversely,
TMCs may not be fully captured into a fitted quadratic
power-correction term depending on the precision and
kinematic reach in x of the experimental data [68].
It is important to remark that there is no compelling

theoretical criterion to choose the multiplicative or additive
formula, but any given choice implicitly introduces
assumptions on the Q2 scaling and isospin dependence
of the HT functions that most often remain unstated. For
example, consider an isospin-independent,Q2-independent
C coefficient. One can then rewrite Eq. (9) in additive
terms,

Fmult
2N ðx;Q2Þ ¼ FTMC

2N ðx;Q2Þ þ H̃Nðx;Q2Þ
Q2

; ð11Þ

and obtain an equivalent H̃ additive coefficient which
inherits both isospin dependence and Q2 evolution from
the F2 structure function, namely,

H̃Nðx;Q2Þ ¼ F2Nðx;Q2ÞCðxÞ: ð12Þ

The same also happens to the equivalent multiplicative
term when one assumes an isospin-independent and
Q2-independent additive H term.
As we will discuss in the next subsections, this

inherent difference between the treatment of isospin in
the multiplicative and additive HT implementations can
strongly bias the fit. Further isospin dependence of the
HT functions may also arise from other phenomenologi-
cal implementation choices. For example, in the CJ
analyses so far TMCs have been applied for simplicity
through the analytic approximation of the Georgi-
Politzer formula [26,27] proposed in Ref. [32], and the
TMC parameter γ̄ in the bound nucleon structure function
of Eq. (2) is approximated by its on-shell value. Both
approximations shift by a slightly different amount the
scaling variable and affect differently the proton and
neutron structure functions due to their different large-x
slopes. The induced residual power corrections may thus
also require the use of isospin-dependent HT functions in
the global fit [23–25,36–38].

D. Systematic bias in the implementation
of higher-twist corrections

Due to the relative scarcity of large-x proton and
deuteron data, the HT functions are often assumed to
be independent of the isospin of the nucleon participating

in the hard scattering. Indeed, previous global studies
performed before the publication of JLab DIS measure-
ment indicated only partial sensitivity in the data to
isospin-dependent HT effects [23–25,36–38]. However,
it is difficult to implement isospin-independent power
corrections in a self-consistent manner, since many of the
effects mentioned in the previous section have different
numerical impacts on proton and neutron structure func-
tions. With sufficient sensitivity to isospin coming from
Jefferson Lab data [39], it is now time for a careful
reanalysis of power corrections to DIS observables in
global QCD fits.
In this section, we discuss in detail the phenomenologi-

cal necessity of incorporating isospin-dependent HT func-
tions in a global fit. As we will show, failure to do so forces
the fit to compensate for the missing isospin-dependent
effects by artificially deforming other isospin-sensitive
quantities such the deuteron’s off-shell function, that only
contributes to deuteron observables, or the n=p or the d=u
ratio [69]. We will analytically study this topic in this
section, and in the next one we will numerically verify our
result in a global QCD fit. As one can expect, we will see
that the deformations will be most prominent at large x,
where PDFs and structure functions steeply fall to 0. They
will also extend to regions well constrained by data, which
justifies considering them a systematic implementa-
tion bias.
Let us look, in particular, at the neutron-to-proton n=p

ratio of the F2 structure functions, whose limiting
behavior as x → 1 is sensitive to confinement effects
but cannot be directly measured. This ratio may instead
be inferred from proton and deuteron target data after
removing nuclear corrections: for example, by calculating
it in pQCD with the PDFs obtained in the global analysis
as we do here, or, similarly, in a data-driven analysis
such as in Ref. [57]. In a global fit, however, both HT and
off-shell corrections affect the determination of the
deuteron structure function, and biases in either one
can be compensated by the fitted parameters of the other,
potentially leading to very different determinations of the
n=p ratio.
With isospin-independent multiplicative HT functions,

CðxÞ≡ CpðxÞ ¼ CnðxÞ, the correction simply cancels in
the n=p ratio and one obtains the same limit as in a LT
calculation

n
p
⟶
x→1 4dþ u

4uþ d
≃
1

4
; ð13Þ

where we used d=u ≪ 1 in the x → 1 limit. For isospin-
independent additive HT corrections, HðxÞ≡HpðxÞ ¼
HnðxÞ, we obtain instead

n
p
⟶
x→1 uþ 9H=Q2

4uþ 9H=Q2
≃
1

4
þ 27

16

H=u
Q2

; ð14Þ
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where we used d=u ≪ 1 again, and in the last step we
performed a first-order Taylor expansion in the small but
non negligible H=ðuQ2Þ term.
Comparing Eqs. (13) to (14), we note that the additive

HT produces a larger tail than the multiplicative HT purely
due to the phenomenological implementation choice,
potentially overestimating the n=p ratio. Since the neutron
F2n structure function only enters in deuteron measure-
ments, this larger tail can be effectively compensated in the
fit by a positive off-shell δf (or δF) function.2 Conversely,
the multiplicative implementation may lead to an under-
estimate of F2n that can be compensated by a negative off-
shell deformation. AQCD analysis can then give an equally
good description of the included datasets with both
HT implementation choices since the current experimental
data is insufficient to constrain the off-shell corrections
at x≳ 0.7, as suggested by the results reported in
Appendix B. The price to be paid, however, is the loss
of physical interpretability of the large-x off-shell function,
and a large systematic uncertainty of the n=p ratio in the
same kinematic region.
The discussed HT implementation bias can be removed

by considering isospin-dependent HT terms, namely by
separately parametrizing CpðxÞ and CnðxÞ, or HpðxÞ and
HnðxÞ. Indeed, in the additive implementations one
obtains

n
p
⟶
x→1 uþ 9Hn=Q2

4uþ 9Hp=Q2
≃
1

4
þ 9

16

4Hn −Hp

uQ2
≃
1

4
þ 9

16

Hp=u

Q2
;

ð15Þ

and the same results easily follows by using its equivalent
additive representation, namely, by substituting H with H̃
in the above equation. (In the last step, we estimated Hn ≈
1
2
Hp at large x according to Ref. [36].) As a result, the bias

in the isospin-independent implementation demonstrated
in Eqs. (13) and (14) is removed, with the n=p tail in
Eq. (15) closer to the multiplicative estimate (13) than to
the additive one.
With the bias removed, we can also expect that the fitted

off-shell function will become largely independent of the
choice between a multiplicative and additive HT imple-
mentation because there is no need of compensation to
properly fit the deuteron experimental data. This expect-
ation will be verified in the next section within the CJ22
global QCD analysis framework.

III. INTERPLAY OF HIGHER-TWIST AND
OFF-SHELL CORRECTIONS

In order to test the theoretical expectations discussed
in Sec. II D, we have implemented the additive or multi-
plicative HT scenarios in the CJ22 global analysis frame-
work [20], but using a second order polynomial for better
flexibility in the parametrization of the parton-level δf off-
shell function, see Eq. (7). We included the same datasets
and we imposed the same kinematic cuts as in the CJ22
analysis, see Ref. [20] for more details.
Of particular interest for this analysis are the datasets that

constrain the large-x d=u PDF ratio and the off-shell
deformation δf of the nucleons bound in the deuteron.
The measurements with highest relevance within our global
dataset are the following: the inclusive DIS structure
function for deuteron targets, particularly from SLAC [74],
that is sensitive to both the d=u ratio and to the nuclear
corrections; the decay-lepton and the reconstructed
W-boson charge asymmetries in proton-antiproton colli-
sions at Tevatron [70,71,75–77], that are sensitive to the
d=u ratio without involving nuclear targets; and the n=d
ratio of DIS structure functions from BONuS [72,73], that
probes a nearly free neutron target by measuring the
scattered electron in coincidence with a low momentum,
backward going spectator proton. The W charge asymme-
try can constrain the d=u ratio at x≲ 0.7 with no need
of nuclear corrections In this region, deuteron DIS data
become sensitive to off-shell nucleon corrections. The
BONuS spectator-tagged measurements, which directly
probe the neutron with minimal sensitivity to nuclear
corrections, provide an important cross check of the nuclear
corrections employed by the fit to calculate the neutron
structure function but have limited statistical power by
themselves.
With this data in mind, we will first examine the isospin-

independent HT implementation, and illustrate the bias
discussed in Sec. II D. We will then let the parameters of
the proton and neutron HT correction terms vary inde-
pendently, which will remove the bias. The remaining
differences between the additive and multiplicative imple-
mentations will then be a measure of the remaining
phenomenological systematic uncertainty.

A. Isospin-independent HT implementation

In Fig. 1, we report the results of the isospin-independent
fit. In the left panel of the upper row, we display the d=u
PDF ratio as a function of x at Q2 ¼ 10 GeV2, and in the
right panel the fitted off-shell function. In the left panel of
the lower row, we display the n=p ratio of F2 structure
functions at Q2 ¼ 10 GeV2, while in the right panel we
plot the higher-twist term. We depict the additive and
multiplicative scenarios with orange and light-blue bands,
respectively, that represent a tolerance T2 ¼ 2.7 in the fit’s
uncertainty [18]. We plot the equivalent H̃ higher-twist

2In principle, a larger neutron F2n tail than needed can also be
generated by a larger d=u PDF ratio. This must, however, respect
the constraints imposed by other data such as W-boson asym-
metries in pþ p̄ collisions at Tevatron [70,71], and proton tagged
DIS measurements from BONuS [72,73].
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function for the multiplicative HT [see Eq. (12)]. Since it
inherits an isospin dependence from the F2 structure
function, we report the nucleon H̃ ¼ ð1

2
F2p þ 1

2
F2nÞCðxÞ

at Q2 ¼ 10 GeV2 and we propagate the uncertainty
accordingly.
We observe a significant difference at x≳ 0.6 between

the n=p ratios fitted in the two implementations, with the
ratio obtained in the additive HT case approximately 25%
larger than the multiplicative one at x ¼ 0.8. At x > 0.8
one observes a sudden downturn of the n=p ratio due to the
additive HT parametrization that forces HðxÞ to go to 0 as
x → 1 and therefore the n=p ratio to go to 1=4. This
happens in a region where the available DIS data is sparse
and spans a very limited range in Q2, and therefore do not
offer strong constraints to the fit. At the same time, the HT
corrections are largely determined by the proton DIS data
and their fitted value show a compatible size in the additive
and multiplicative implementations. Likewise, the d=u ratio
is dominantly determined by the free-nucleon W asymme-
try data and does not show a dependence on the imple-
mented HT model.
We conclude that the observed pronounced difference in

the large-x tail of the n=p ratio is a consequence of the
specific phenomenological implementation of the higher
twists. And indeed, as expected, the behavior of the n=p
ratio is correlated to the size and sign of the extracted off-
shell function at x≳ 0.5, which is large and positive in the

additive scenario while large and negative in the multipli-
cative one in a region that we have argued is well covered
by experimental data. This corroborates our theoretical
expectation from Sec. II D that the isospin-independent HT
implementation produces a bias in the fit results.3

The quantities just discussed are not directly observable,
so it is worthwhile looking at how the fits describe relevant
scattering processes. In Fig. 2, we display the comparison
between selected data on the D=p ratio of F2 structure
functions from the NMC collaboration [78,79], the
HERMES collaboration [80] and SLAC experiments [74],
and the D=p ratio calculated with the fitted PDFs, off-shell
function and isospin-independent HT corrections. We can
immediately see that the theoreticalD=p curves obtained in
the additive and multiplicative HT implementations are
nearly identical. This result may seem at first incompatible
with the discrepant n=p structure function ratio displayed
in Fig. 1, where a significantly higher tail was observed at
large x for the additive HT implementation. Instead, it
confirms that the larger n=p tail intrinsically induced by the

FIG. 1. Comparison of the results when implementing isospin-independent (HT p ¼ n) additive and multiplicative HT corrections,
respectively represented by an orange and a blue band. Upper row: d=u ratio as a function of x at Q2 ¼ 10 GeV2 (left panel); and off-
shell function (right panel). Lower row: n=p ratio of F2 structure functions at Q2 ¼ 10 GeV2 (left panel); and higher-twist corrections
(right panel). The bands represent T2 ¼ 2.7 fit uncertainties.

3A similar difference in the extracted off-shell correction is
visible when comparing the CJ (multiplicative) fits [19,20] with
the AKP (additive) fits [41–43]. These fits, however, differ from
each other in many respects, making it difficult to pinpoint the
source of this discrepancy. Here we compare, instead, the additive
and multiplicative implementations within the same fitting
framework.
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chosen HT implementation can be effectively compen-
sated in the fit of deuteron data by a positive off-shell δf
(or δF) function, which gives a negative contribution to
D=p and restores the agreement between data and
theoretical calculation. Conversely, the multiplicative
HT implementation leads to an underestimation of F2N
that is compensated by a negative off-shell deformation,
providing a description of the experimental data com-
patible to the additive case.
In Fig. 3, we display a selection of experimental data on

the n=D ratio of F2 structure functions from the BONuS
experiment [72,73] and compare them with the calculated
n=D ratio. The theoretical description is robust, as in the

case of the D=p ratio just discussed, but a small and
increasing difference can be observed between the additive
and multiplicative cases as x increases. This can be
expected because the BONuS data are directly sensitive
to the n=p ratio. The statistical precision of this data is,
however, insufficient to directly discriminate between the
multiplicative and additive implementations. For this, new
precise data at x > 0.5 are needed, such as, for example,
from the BONuS12 experiment [81,82].
In summary, these results prove that a large systematic

uncertainty on the n=p ratio is introduced in global QCD
analyses that assume isospin-independent HT corrections
for protons and neutrons. Within this assumption, the
choice of an additive or a multiplicative HT implementation
significantly impacts the large-x tail of the n=p ratio of
structure function. The ensuing large discrepancy in
the obtained ratio is correlated to the large-x behavior
of the fitted off-shell function, which is effectively used by
the fit to compensate for the over- and underestimates
of the calculated D=p ratio in a kinematical region where
there is no direct information on δf. Should one want to
use isospin-independent HT corrections in a fit, it is
important to report this source of systematic uncertainty.
Nevertheless, we think that a better strategy is to utilize
isospin dependent HT terms in the fit to minimize this
uncertainty, as we shall discuss next.

B. Isospin-dependent HT implementation

In Sec. II D, we identified a possible way to reduce the
bias on the n=p ratio introduced by the choice of the
phenomenological implementation of the HT corrections.
Namely, we expect compatible n=p ratios in the additive
and multiplicative HT scenarios when these corrections are
implemented separately for the proton and neutron struc-
ture functions.
In Fig. 4, we plot the same quantities considered

in Fig. 1 but extracted from a global fit implementing

FIG. 2. Comparison between a selection of experimental
measurements of the D=p ratio made by the NMC Collaboration
(red points), HERMES Collaboration (black points) and SLAC
(blue points), and the theoretical calculations obtained when
implementing isospin-independent additive (orange band) or
multiplicative (light-blue band) HT corrections (HT p ¼ n) in
the global fit. The bands represent T2 ¼ 2.7 uncertainties.

FIG. 3. Comparison between a selection of experimental measurements of the n=D ratio from the BONuS experiment (black points)
and the theoretical calculations obtained when implementing isospin-independent additive (orange band) or multiplicative (light blue
band) HT corrections (HT p ¼ n). The bands represent uncertainties with a T2 ¼ 2.7 tolerance value.
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isospin-dependent HT corrections. The additive and multi-
plicative HT results are depicted with green and violet
bands, respectively, and the proton and neutron HT
functions are now plotted in two separate panels.
We observe that the n=p ratio extracted with additive

and multiplicative HTs now agree with each other; they
furthermore display a tail which is in between those in
Fig. 1 but closer to the multiplicative one, as expected from
the analysis of Sec. II D. The extracted off-shell functions
are also stable, the correlation with the n=p ratio is
significantly reduced and the results in the two HT
implementation cases are now compatible with each other.
As explained in Sec. II D, this is a consequence of the
isospin-dependent phenomenological implementation of
the higher-twist corrections, which provides stability in
the estimate of the n=p ratio.
Comparing the lower right and central panels of Fig. 4,

we note that the fitted proton and neutron HT functions are
different, with the neutron correction factor about 50% of
the proton factor at x ≃ 0.6. This is consistent with the
assumption used in the last step of Eq. (15). The HT terms,
now separately fitted for proton and neutrons, absorb the
naturally occurring isospin dependent 1=Q2 corrections
discussed in Sec. II C, and resolve the self consistency issue
in the isospin-independent implementation of HT correc-
tion discussed in Sec. II D, namely that an isospin-
independent multiplicative correction is isospin-dependent
when represented additively and vice versa.

Due to the varied nature of the effects contributing to the
difference in the proton and neutron HT corrections, we
urge caution in interpreting the size and shape of the fitted
HT functions. Nonetheless, one can now more confidently
utilize the extracted n=p structure function ratio and off-
shell functions and quote the small differences obtained in
the multiplicative and additive (isospin-dependent) HT
implementation as systematic uncertainty.
To further support our conclusions, we report in Figs. 5

and 6 the D=p and n=d ratios obtained in the isospin-
dependent HT fits, and compare these to experimental data.
The theoretical calculations are compatible with each other,
and their agreement with the experimental data is compa-
rable to that of Figs. 2 and 3, as expected. However, in the
isospin-dependent case there there is no need of a different
compensation by the off-shell function in the additive and
multiplicative implementations to properly describe the
experimental data. Furthermore, the n=p structure function
ratios obtained in the two implementation are no longer in
tension, and compare to the BONuS data in Fig. 6 in the
same manner.
In summary, we have seen that the uncertainties generated

by the phenomenological implementation of the HT cor-
rections are significantly decreasedwhenwe assume that the
HT function of the neutron can be different from that of the
proton. At the same time, the agreement between exper-
imental data and theory is preserved, or even improved. The
remaining differences between quantities extracted with an

FIG. 4. Comparison of the results when implementing isospin-dependent (HT p ≠ n) additive (green band) or multiplicative (violet
band) HT corrections. Upper row: d=u ratio as a function of x atQ2 ¼ 10 GeV2 (left panel); off-shell function (right panel). Lower row:
ratio n=p of F2 structure functions at Q2 ¼ 10 GeV2 (left panel); proton higher-twist correction (central panel); neutron higher-twist
correction (right panel). Bands represent T2 ¼ 2.7 uncertainties.

SYSTEMATIC UNCERTAINTIES FROM HIGHER-TWIST … PHYS. REV. D 111, 094013 (2025)

094013-9



additive or multiplicative HT implementation (green and
purple bands) can then be used as an estimate of the
relatively small systematic implementation uncertainty.

C. Results from other studies

A brief study of the additive and multiplicative HT
implementations was also conducted by AKP in
Refs. [42,43], but it was limited to the isospin-independent
case. In contrast to our findings, AKP observed no
significant impact of the choice of HT implementation:
in both cases, their n=p ratio and the structure-function-
level δF off-shell function exhibit a similar shape to our
additive fits, shown in orange in Fig. 1.

Although it is challenging to fully analyze the various
elements and implementation choices involved in global
QCD analyses by other groups, we observe that AKP do
obtain a statistically significant variation in the large-x tail
of the d=u PDF ratio when introducing additive or
multiplicative higher twists (see Fig. 4 of Ref. [43]).
This variation occurs at x > 0.3, where the statistical power
of the decay lepton asymmetry from Drell-Yan process
decreases [19], allowing the fit to compensate for the HT
bias by a deformation of the d-quark PDF. In contrast, in
the CJ framework we include also experimental data on
kinematically reconstructed W-boson asymmetries, which
provide strong constraints on the d-quark distribution up to
x ∼ 0.7. As a result, in our fits, the compensation of the HT
bias is shifted mostly to the off-shell function.
The off-shell deformation we have fitted is largely

compatible with zero. Does this mean that quark densities
are not modified by nucleon offshell effects? Not really,
because a nonzero offshell deformation of the u quark
maybe be canceled by an opposite deformation of the d
quark, as shown in a recent JAM analysis [39]. In order to
perform a similar flavor decomposition of the δf function,
however, we would also need to include in the fit the
MARATHON experimental DIS data on 3H and 3He targets
from Jefferson Lab [83], which we leave for future work.
Finally, it is worthwhile noticing that the off-shell

corrections have been assumed to be independent of Q2

in our work as well as in Refs. [39,42,43]. It is then
somewhat peculiar that a change in these (or in the d=u
ratio that is only logarithmically dependent on Q2) may
compensate for HT corrections that are power suppressed
as 1=Q2. This is likely due to the fact that at large x≳ 0.4,
where this compensation takes place, the only DIS data on
deuteron target essentially come from SLAC experiments,
with a limited range in photon virtuality and limited
statistics at large x. With higher precision data, such as
from Jefferson Lab at 12 GeV [84,85] or even its envi-
sioned 22 GeV upgrade [51], it should be possible to

FIG. 6. Comparison between a selection of experimental data on n=D ratio from the BONuS experiment (black points) and the
theoretical results of these analyses when implementing isospin-dependent additive (green band) or multiplicative (violet band) HT
corrections (HT p ≠ n). Bands represent T2 ¼ 2.7 uncertainties.

FIG. 5. Comparison between a selection of experimental
data on D=p ratio from the NMC Collaboration (red
points), HERMES Collaboration (black points) and SLAC
(blue points) and the results of our analyses when implement-
ing isospin-dependent additive (green band) or multiplicative
(violet band) HT corrections (HT p ≠ n). Bands represent
T2 ¼ 2.7 uncertainties.
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disentangle the interplay of off-shell corrections and HT
model implementations in global fits [86].

IV. FITS EXCLUDING W-BOSON
ASYMMETRY DATA

The suitability of including both the lepton asymmetry
and reconstructedW-boson asymmetry data in the same fit,
as we do in this paper, has been questioned in the literature
[41]: from a statistical point of view as a source of double
counting, and from a QCD analysis point of view as
possible driver of the differences between the extracted
off-shell function presented in the previous section and the
results of the AKP analysis. We disagree on both accounts.
Regarding the first concern, even if it is true that the two

experimental analyses have used the same set of recorded
events, the W-reconstruction procedure also leverages the
missing energy of each event to statistically estimate the
neutrino’s energy and, thus, includes more physical infor-
mation in the obtained data than the lepton asymmetry
analysis. As a consequence, the W-asymmetry data are
sensitive to a different and complementary x range. Of
interest for the present work,W measurements reach higher
values x≲ 0.7 than the x≲ 0.3 probed by the lepton
measurements. A small statistical double counting does
exist at smaller x ≈ 0.2, but it is negligible compared to the
gains obtained by using the W-asymmetry dataset. We will
discuss this more in Appendix D.
Here, we address in detail the second concern, namely

that W-asymmetry data may drive the correlation between
d=u, the HT corrections and the off-shell corrections,
requiring the latter to be concave (small and negative)
after the HT implementation bias is removed. In practice,
we repeat the fits discussed in Sec. III excluding the W
asymmetry data.
In Fig. 7, we report the results for the isospin-

independent HT correction fits (HT p ¼ n). We focus on

the quantities of interest, that is the d=u PDF ratio (left
panel), the n=p structure function ratio (central panel), and
the off-shell function (right panel). The fits with multipli-
cative HT corrections are displayed in blue, and in orange
we show the additive correction fits. The result is very
similar to that presented in Fig. 1, but with larger uncer-
tainty bands on the extracted quantities. This is particularly
visible at x≳ 0.4 where the fit no longer can utilize the
constraints provided by the W boson data. The off-shell
corrections become compatible with each other within the
fit uncertainty even though their central values has scarcely
changed. However, the n=p ratios remain well separated at
large x, showing that the difference in the fitted HT
corrections is not data driven but rather intrinsic to the
phenomenological implementation choice, as we argued
from a general standpoint in Sec. II D.
In order to understand what data drive this result, we

performed fits around a configuration that produced an n=p
ratio similar to that obtained in the AKP analysis. This can
be achieved, for example, by prescribing an artificially high
value for the parameter b in the d-quark parametrization
(1). This is the parameter that directly controls the endpoint
value of d=u ratio. The fit results are shown in Fig. 8 for
fixed b ¼ 0.06, that qualitatively reproduces the AKP
result (except for the end-point limit d=u ¼ 0 at x ¼ 1).
The multiplicative n=p ratio and δf off-shell function
increase compared to our nominal fit and become com-
patible with their additive fit counterparts. But the HT
implementation bias now shows up in the d=u panel, as it
happens in the fits by AKP. Yet, in our case, this inflated-b
fit is disfavored by the DIS deuteron data that drive a
Δχ2 ¼ 10 change in the total chi squared of the fit. The
W-asymmetry data, are in even larger disagreement with
this fit, with a calculated χ2W=npt ¼ 6.
A similar result can also be obtained by artificially

increasing the multiplicative off-shell function to make
it compatible with the additive one, but letting the b

FIG. 7. Comparison of the results of the CJ analyses when excluding W-boson asymmetry experimental data and implementing
isospin-independent additive (orange band) or multiplicative (light blue band) HT corrections (HT p ¼ n). Left panel: d=u ratio as a
function of x at Q2 ¼ 10 GeV2; central panel: ratio n=p of F2 structure functions at Q2 ¼ 10 GeV2; right panel: off-shell function.
Bands represent T2 ¼ 2.7 uncertainties.
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parameter free: the multiplicative n=p is compatible with its
additive counterpart, but the d=u ratio remains different
from the additive d=u, even with a slightly larger uncer-
tainty than in Fig. 8. As in the previous fit, we observed a
Δχ2 ¼ 10 increase driven by DIS deuteron data, and
calculated χ2W=npt ¼ 6 for the W asymmetry data that
were not included in the fit.
These studies show that, in restricted sectors of the

parameter space, it is possible to reconcile the n=p ratios
and δf off-shell function obtained in the multiplicative and
additive HT p ¼ n fits. Even then, these two HT imple-
mentation choices are not equivalent because the DIS
deuteron data now force the d=u ratio instead of the off-
shell function to compensate for the biases introduced by the
isospin independence assumption for HT corrections.
The pull that the DIS data exert seems small if one looks
at the mentionedΔχ2 values, but it is non-negligible. This is
demonstrated by the fits obtained without parameter con-
straints already presented in Fig. 7:with a smaller χ2, theDIS
data is compatible with the rest of the datasets and the HT
bias shows up exactly where one expects it theoretically.
We finally confirm that, even when one excludes the

W-asymmetry data from the analysis, the effects of the bias

can only be significantly reduced if the HT corrections
are fitted independently for the proton and the neutron. In
Fig. 9, one can indeed see that all 3 relevant quantities (the
d=u ratio, the n=p ratio and the off-shell δf function) are
compatible with each other in both the additive and
multiplicative HT fits. They are also compatible with the
analysis reported in Fig. 4 that included the W-asymmetry
data, but with larger uncertainties starting at x ≈ 0.4.
Increasing the precision of the fit at larger x, which is
the ultimate goal of the CJ collaboration, thus requires one
to also include the W-asymmetry data. As discussed in
detail Appendix D, this is both statistically meaningful and
desirable.

V. CONCLUSIONS

In this paper we presented results for four different
treatments of the higher-twist corrections to DIS structure
functions: additive vs multiplicative and isospin-independent
vs isospin-dependent.
We have shown that the behavior of the n=p structure

function ratio at large x strongly depends on the choices
made for these corrections. In particular, we found that the
isospin-independent additive choice leads to a significant

FIG. 8. Same conventions and notation as in previous figure but imposing b ¼ 0.06 in the parametrization of the d=u tail in the
multiplicative HT scenario.

FIG. 9. Fit excluding W-boson asymmetry data and implementing isospin-dependent (HT p ≠ n) corrections. Same conventions and
notation as in Fig. 7.
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increase of the n=p ratio in the large-x region as compared
to the isospin-independent multiplicative choice. In the fits
to the deuteron data the introduction of parametrized off-
shell corrections artificially compensates these differences
in the n=p ratio such that good agreement to the D=p data
can be obtained for either choice.
By contrast, when the isospin-independence constraint

on the HT corrections is relaxed, we find that comparable
results for the n=p ratio and the off-shell functions can be
obtained using either the multiplicative or additive form for
the HT corrections, as shown in Fig. 4. The result is a small
but non zero d=u limit as x → 1, and an off-shell function
compatible with 0. With the discussed HT implementation
bias so minimized, one can use the differences in the
quantities obtained with an additive or multiplicative
implementation of the HT corrections to confidently
quantify the remaining systematic uncertainty.
We also found that including in the fit the reconstructed

W asymmetry data from Tevatron free proton-antiproton
collisions is essential to maximize the precision of the d=u
ratio extraction at large x. This dataset is in practice the
only direct experimental constraint on d=u from free
proton targets at x≳ 0.4, since BONuS data lack sufficient
statistical power for an effective flavor separation at larger
values of x.
The off-shell functions used here have been assumed

to be independent of Q2 whereas the HT terms decrease as
1=Q2. Therefore, the correlation between the HT and off-
shell corrections discussed in this paper in principle varies
with Q2, but is not detectable with the limited statistics and
range in photon virtuality of the currently available deu-
teron DIS measurement. Additional data in the large-x
region at higherQ2, or higher precision data in the currently
explored range, will allow for further constraints to be
placed on the off-shell corrections, and to disentangle these
from HT corrections.
The new experimental data on theD=p ratio from Hall C

[84] and the upcoming n=D ratio from BONuS12 [81,82],
among other DIS measurements planned with the 12 GeV
beam at Jefferson Lab, will be essential to verify our
conclusions and to control the interplay of off-shell and HT
corrections in global fits. Tagged DIS cross sections
differential in the nucleon virtuality p2 could furthermore
provide invaluable information on the behavior of off-shell
nucleons. Data from the envisioned JLab 22 GeV upgrade
will further enhance the precision and kinematic range in
Q2 available to large-x global analyses, that will then be
able to disentangle the leading-twist offshell effects from
1=Q2 power suppressed HT corrections, and shed light on
quark and gluon dynamics in nuclei.
Future global analyses that combine these low-energy,

high-statistics data with higher-energy data from the
EIC [87] and the fixed-target program of the LHCb
experiment [88], which will be minimally affected by
HT corrections without reaching mass scales sensitive to

new physics, will then be able to precisely and accurately
delineate large-x quark and antiquark PDFs. This will in
turn enable both an improved extraction of the HT from
the already analyzed lower-energy data and a robust
identification of new physics signals, e.g., from large
mass and forward particle production measurements at
the LHC [9–11].
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APPENDIX A: NUCLEAR SMEARING
FUNCTIONS

Nuclear smearing functions in the WBA approximation
are discussed in detail in Ref. [46]. In the deuteron’s rest
frame, the smearing function fN=D used to build the F2D
structure function [see Eq. (2)] reads

fðyD; p2
T; γÞ ¼ θðyDÞθðymax

D − yDÞ × θðpcut
v − pvÞ

×

�
1

4

γMDEs

ð1 − yDÞMD þ ðγ2 − 1ÞEs

�

×

�
1þ γpz

M

�
× jφðpvÞj2

×
1

γ2

�
1þ ðγ2 − 1Þ

ðyDMD=MÞ2
��

1þ ϵ

M

�
2

þ p2
v − 3p2

z

2M2

��
: ðA1Þ

The function fN=D depends on the nucleon’s
invariant momentum fraction yD ¼ p·q

PD·q
, and the nucleon’s

transverse momentum squared p2
T . The parameter γ ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 4x2M2=Q2
p

controls the deuteron mass corrections.
The masses M and MD are, respectively, the free nucleon’s
and the deuteron’s. At the right-hand side ϵ ¼ 2.23 MeV is
the deuteron’s binding energy,
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pv ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2
T þ p2

z

q

pz ¼
1

ðγ2 − 1Þ
�
−MDð1 − yDÞγ

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1 − yDÞ2M2

D þ ðγ2 − 1Þðp2
T þM2Þ

q �

and

ymax
D ¼ 1

pmax
v ¼ 1200 MeV

are numerical phase space cutoffs (yD is in fact unlimited,
and pv is limited only if nonrelativistic kinematics is used).
Assuming negligible final state interactions, the spectator
nucleon is on shell with energy

Es ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2
v þM2

q
: ðA2Þ

The nucleon wave function φ is normalized such that
1 ¼ R

dpvp2
vjφðpvÞj2. This normalization absorbs the

angular integration in the definition of φ. (Another
common normalization, not used here, is 1 ¼ R

d3pjψ j2,
where ψ ¼ φ=

ffiffiffiffiffiffi
4π

p
.) Baryon number conservation is

imposed by multiplying the smearing function by M=p0,
where p0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2

D − E2
s

p
is the energy of the active, off-

shell nucleon.
The smearing function is most easily written in terms

of to the unscaled deuteron kinematics. It is however
customary, as we did in Eq. (2), to express it using the
per-nucleon momentum fraction y ¼ ðMD=MÞyD. The per-
nucleon smearing function of Eq. (2) is then defined by
fN=Dðy; p2

TÞdy ¼ fN=DðyD; p2
TÞdyD, and reads

fN=DðyÞ ¼
M
MD

fN=DðyDÞ: ðA3Þ

Upon the off-shell expansion (3) or (4), one can perform
the dp2

T integrals in the convolution formula (2) and obtain
a 1D convolution

F2Dðx;Q2Þ¼
Z

dySðy;γÞ⊗F2N

�
x
y
;Q2;γ

�

þ
Z

dySð1ÞðyÞ⊗F2N

�
x
y
;Q2;γ

�
δf

�
x
y

�
;

ðA4Þ

where Sðy; γÞ≡ R
dp2

T fN=DðyD; p2
T ; γÞ and Sð1Þðy; γÞ≡R

dp2
T
p2−M2

M2 fN=Dðy; p2
T ; γÞ are y-dependent spectral func-

tions, respectively, for the on-shell and off-shell compo-
nents of the nucleon wave-function.

APPENDIX B: THIRD ORDER POLYNOMIAL
PARAMETRIZATION FOR THE OFF-SHELL

FUNCTION

In this appendix, we report the results for the extraction
of the off-shell function in the various scenarios discussed
in the paper. In particular, we focus on the differences
obtained when the off-shell is parametrized as a polynomial
function of 2nd or 3rd degree [see Eq. (7)].
In Fig. 10, we show the extracted off-shell function δf in

the isospin-independent case for HT corrections (HT
n ¼ p). The baseline result obtained with the polynomial
of 2nd degree is depicted with a plain blue (red) band for
multiplicative (additive) HT implementation, while with a
dotted band for the polynomial of 3rd degree. We note that
the two bands in both the left and right panels are mostly
compatible with each other and start to deviate at large x.
Since the total χ2 of the two cases are almost equivalent, we
interpret this as evidence that the off-shell function is

FIG. 10. Comparison of the extracted off-shell function with polynomial parametrization of 2nd (plain band) and 3rd degree (dotted
band) when implementing isospin-independent (HT p ¼ n) HT corrections. Left panel: multiplicative HT scenario. Right panel:
additive HT scenario. Bands represent T2 ¼ 2.7 uncertainties.
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unconstrained beyond x ≃ 0.7. In this region, in fact
W-boson data no longer constrain the free-nucleon d=u
ratio that the fit leverages to extract the off-shell function
from deuteron DIS data.
In Fig. 11, we show the extracted off-shell function δf in

the isospin-dependent case for HT corrections (HT n ≠ p).
The baseline result obtained with the polynomial of
2nd degree is depicted with a plain purple (green) band
for multiplicative (additive) HT implementation, while with
a dotted band for the polynomial of 3rd degree. Once again,
we note that the two bands in both the left and right panels
are compatible with each other and start to slightly deviate
beyond x ≃ 0.7.
Since there are no significant differences between the

off-shell functions extracted with second and third degree
polynomial parametrizations in the region covered by
currently available experimental data, we choose to use
the polynomial function of 2nd degree as a baseline for the
study discussed in the paper. This choice is also supported

by the fact that the χ2 value is not improved by the
introduction of the additional parameters needed for the
3rd-degree polynomial function.

APPENDIX C: OFF-SHELL CORRECTIONS
AT STRUCTURE FUNCTION LEVEL

As discussed in the main text, the off-shell function δf
or δF are not directly observable and, furthermore, they
correlate strongly with the d-quark PDF and with the
higher-twist corrections. Therefore, a direct comparison of
results obtained in different global QCD analyses is not
straightforward.
A more straightforward comparison may be obtained

with an “effective” off-shell correction to the deuteron F2D
structure function defined as, i.e.,

δF2Dðx;Q2Þ ¼ F2Dðx;Q2Þ − Fð0Þ
2Dðx;Q2Þ

Fð0Þ
2Dðx;Q2Þ

; ðC1Þ

FIG. 11. Same as Fig. 10 but isospin-dependent (HT p ≠ n) HT corrections.

FIG. 12. Comparison of the calculated effective off-shell function δF2D obtained with the various HT correction implementations
discussed in this paper. Left panel: isospin-independent multiplicative (blue band) and additive (orange band) HT corrections (HT
p ¼ n). Right panel: isospin-dependent multiplicative (purple band) and additive (green band) HT corrections (HT p ≠ n). The bands
represent T2 ¼ 2.7 uncertainties.
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where Fð0Þ
2D is calculated by setting δf ¼ 0 or δF ¼ 0. This

ratio effectively takes into account all the differences in the
computational implementation of nuclear and power cor-
rections by different groups, allowing a cleaner comparison
of the detected off-shell effects.
In Fig. 12 we plot the δF2D effective off-shell function

calculated with the results of our higher-twist fits with
isospin-dependent additive (Add) and multiplicative (Mult)
implementations. Compared to the off-shell δf functions
shown in Figs. 1 and 4, the effective off-shell function δF2D
has a smaller excursion away from 0 and larger error bands.
The former effect is a direct consequence of deuteron
smearing, and the latter is due to the addition of the d=u and
HT correction uncertainties in the calculation. It would be
interesting to compare these curves with calculations in
other fitting frameworks.

APPENDIX D: W-BOSON VS DECAY LEPTON
ASYMMETRIES IN GLOBAL QCD FITS

In the literature, there has been debate about the
reliability of including both the W → lþ ν charge asym-
metry data [70,75,76] and the reconstructed W-boson
asymmetry experimental data [71,77] from Tevatron in a
global QCD analysis.
In fact, these asymmetries originate from different

analyses of the same Tevatron experimental events, poten-
tially leading to double-counting of their statistical rel-
evance. However, in the Tevatron W-boson asymmetry
measurement, the kinematics of the W boson is recon-
structed utilizing the measured missing mass, which is not
necessary in the decay lepton measurement. As a result,
the reconstructed W asymmetry has a larger information
content, which allows it to directly reflect parton-level

kinematic, and is sensitive to larger x values than the lepton
decay asymmetry. The lepton asymmetry, on the other
hand, depends on the decay kinematics and introduces
additional smearing, typically shifting sensitivity toward
lower-x values.
In order to quantify the extent to which these 2

measurements overlap, we performed a fit with the same
phenomenological setup of the CJ22 analysis [20], but
excluded the W-asymmetry data from the global dataset.
In Fig. 13, we compare the extracted d=u PDF ratio from

the baseline CJ22 fit (black dashed band) to the fits where
either the W-asymmetry data (green band) or the lepton-
asymmetry data (gray band) are excluded. In the left panel,
we observe that the central value of the d=u ratio (dashed
black line) remains mostly stable by the inclusion of
both datasets. Instead, the error bands are reduced when
W-asymmetry data are included, particularly in the region
where x > 0.3 (compare dashed black and green bands).
When excluding the lepton-asymmetry data, the difference
from the standard CJ22 fit is very small. In the right panel
of Fig. 13, a more detailed analysis of the constraining
power of the two datasets is reported. Specifically, we
display the d=u uncertainty ratio of the fit excluding the
two datasets (separately) to the standard CJ22 one. We note
that the bulk of the impact of the lepton-asymmetry data is
around x ¼ 0.01, while that of the W-boson asymmetry
data is at x > 0.1. Some small overlap can be seen when
0.001 < x < 0.01 and at x ≃ 0.3.
In conclusion, the constraining power of the lepton and

W-boson asymmetries is confined to almost complemen-
tary kinematic regions at the partonic level, and the double-
counting effect is minimal. Therefore we believe that both
datasets can be safely included in global QCD analyses.

FIG. 13. Comparison between a standard CJ22 fit (black dashed band) and fit excluding W-asymmetry (green band) or lepton-
asymmetry (gray band) experimental data. Left panel: d=u PDF ratio. Right panel: ratio between standard CJ22 d=u uncertainties and
CJ22 excluding W- or lepton-asymmetry data. Uncertainty bands represent T2 ¼ 2.7 uncertainties.
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C 95, 014001 (2017).
[50] F. Fornetti, E. Pace, M. Rinaldi, G. Salmè, S. Scopetta, and
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