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Recently, the ATLAS and CMS collaborations jointly announced the first evidence of the rare Higgs
boson decay channel H → Zγ, with a ratio of 2.2� 0.7 times the leading order standard model (SM)
prediction. In order to face this challenge, it is urgent to produce an even more accurate calculation within
the SM. To this end, we calculate in this paper the next-to-leading order (NLO) electroweak (EW)
corrections to the H → Zγ process, in which the NLO quantum chromodynamics (QCD) corrections were
found tiny. Our calculation finds that the inclusion of NLO EW corrections greatly enhances the prediction
reliability. To tame the theoretical uncertainty, we adopt five different renormalization schemes. Combining
our result with previous NLO QCD corrections and the signal-background interference, we conclude that
the excess in H → Zγ cannot be explained within the SM. In fact, the incompatibility between the SM
prediction and the LHC measurement of the concerned process is exacerbated upon considering the higher
order EW corrections, which implies that something beyond the SM could be involved.
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Introduction. The Higgs mechanism [1,2] holds a para-
mount position within the standard model (SM) of particle
physics, playing a decisive role in illuminating the funda-
mental underpinnings of mass generation in elementary
particles. Since the discovery of the Higgs boson in
2012 [3,4], the study of its properties is the top priority
of the Large Hadron Collider (LHC) experiment. Although
most measurements up to now show no significant
deviation from the SM predictions [5,6], it is conceivable
that much more detailed and precise investigations are
required to verify the correctness of the SM and search for a
new physics signal. Recently, the ATLAS and CMS
collaborations have teamed up to announce the first
evidence for the Higgs boson decay to a Z boson and a

photon, with a statistical significance of 3.4σ [7]. The
measured signal yield is μ ¼ 2.2� 0.7 times the SM
prediction. The interpretation of this signal is of great
interest due to its potential excess.
As a loop-induced process, the H → Zγ decay is

inherently sensitive to potential deviation or extension of
the SM [8–12]. To discern the potential new physics signal
with heightened clarity, it is important to acquire the most
accurate available prediction of the SM. The leading order
(LO) calculation of this channel was achieved long
ago [13,14], with an uncertainty of about 10% for
125 GeV SM Higgs boson [15]; the uncertainty of this
channel is relatively larger compared with other decay
channels [16]. The two-loop quantum chromodynamics
(QCD) correction to H → Zγ decay was investigated in
Refs. [17–19]. According to the results, the QCD correc-
tions turned out to be rather small, which is about 0.22%
relative to the LO contribution. The authors of Ref. [20]
investigated the interference effect between the gg → H →
Zγ signal and the gg → Zγ background at next-to-leading
order (NLO) QCD accuracy. They found that the interfer-
ence has a destructive impact on the total rate of Oð−3%Þ.
All these corrections are small in comparison with current
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experimental accuracy, and the tension between the SM
prediction and experimental measurement are not reduced.
At LO, the relative contribution of the W-boson loop is

about 110% (the interference between the W-boson loop
and top-quark loop is destructive), hence the two-loop
electroweak (EW) corrections can be more significant than
the QCD counterparts. Although the two-loop EW correc-
tions to H → γγ and H → gg processes were carried out
16 years ago, [21], the EW corrections to H → Zγ have
remained elusive until now. To interpret the experimental
signal properly and improve the accuracy of the SM
prediction, in this work, we calculate the NLO EW
corrections to the decay of a Higgs boson into a Z boson
and a photon.

The NLO EW corrections to H → Zγ decay. The calcu-
lation is carried out in the Feynman gauge. The conven-
tional dimensional regularization with D ¼ 4 − 2ϵ is
adopted to regularize the ultraviolet divergences. The
masses of light fermions (leptons and quarks except the
top) are neglected whenever possible; they are only taken
into account in the mass-singular logarithms originating
from the photonic vacuum polarization.
The NLO EW corrections comprise about 5000 two-loop

Feynman diagrams; three samples of them are shown in
Fig. 1. We use the package FeynArts [22] to generate the
diagrams as well as the amplitudes. With the aid of
FeynCalc [23], the amplitudes are then expressed in terms
of scalar integrals. The package FIRE [24] is employed to
perform the integration-by-parts (IBP) reduction [25], and
the master integrals are evaluated numerically using the
AMFlow [26] package. As a cross-check, some master
integrals are also evaluated using either analytical approach
or the FIESTA [27] package, and perfect agreements have
been found.

The amplitudes we obtained are free of infrared and
collinear divergences; only 1=ϵ pole appears. The renorm-
alization is implemented according to Ref. [28]. After
including the counterterm diagrams, all ultraviolet diver-
gences, which regularized as a 1=ϵ pole, are eliminated as
expected. Unlike the ultraviolet divergences, the lnðmfÞ
terms, wheremf denotes the mass of light fermion, may not
cancel, depending on the scheme chosen for the electro-
magnetic coupling constant α. As an estimation of theo-
retical uncertainty, here we use five different schemes:
(1) αð0Þ scheme: all couplings are set equal to the fine-

structure constant αð0Þ;
(2) αðm2

ZÞ scheme: all couplings are set equal to the
effective value αðm2

ZÞ;
(3) Gμ scheme: all couplings are derived from the Fermi

constant by using αGμ
¼ ffiffiffi

2
p

Gμm2
Wð1 −m2

W=m
2
ZÞ;

(4) mixed scheme 1: the coupling relative to the real
external photon is taken as αð0Þ, while other
couplings are taken as αðm2

ZÞ; and
(5) mixed scheme 2: the coupling relative to the real

external photon is taken as αð0Þ, while other
couplings are taken as αGμ

.
The cancellation of lnðmfÞ terms only occurs in the last two
mixed schemes. Note, to avoid double counting and to
keep gauge invariance, the charge renormalization constants

corresponding to αðm2
ZÞ and αGμ

are redefined as δZ
αðm2

ZÞ
e ¼

δZe − Δαðm2
ZÞ=2, δZGμ

e ¼ δZe − Δrð1Þ=2, where δZe is the
renormalization constant corresponding to αð0Þ. The
details about the quantities Δαðm2

ZÞ and Δrð1Þ can be found
in Ref. [29].

Numerical results. We employ the following ensemble of
input parameters:

αð0Þ ¼ 1=137.036; αðm2
ZÞ ¼ 1=127.951; Gμ ¼ 1.16638 × 10−5;

mH ¼ 125.25 GeV; mZ ¼ 91.19 GeV; mW ¼ 80.38 GeV;

mu ¼ 66 MeV; mc ¼ 1.2 GeV; mt ¼ 172.69 GeV;

md ¼ 66 MeV; ms ¼ 150 MeV; mb ¼ 4.6 GeV;

me ¼ 0.511 MeV; mμ ¼ 105.66 MeV; mτ ¼ 1.77686 GeV: ð1Þ

FIG. 1. Sample Feynman diagrams for NLO EW corrections to H → Zγ decay.
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Here, the masses of the light quarks are adjusted to
reproduce the hadronic contribution to the photonic vac-
uum polarization, which takes the value Δαð5Þhadðm2

ZÞ ¼
0.027730 [30,31]; other parameters are taken from the
Particle Data Group’s Review of Particle Physics [16].
The weak mixing angle is fixed by cW ¼ mW=mZ,
sW ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − c2W

p
.

Our main results are presented in Table I. There we list
the LO decay widths ΓLO, the NLO decay widths ΓNLO

EW , and
the relative EW corrections δEW of different schemes. For
clarity purposes, the input parameters of each scheme are
listed as well. One can see that the NLO EW corrections are
negative in all schemes except the αð0Þ scheme. Notice
that the mixed scheme 2 exhibits excellent convergence
behavior with δEW ¼ −0.75%, since this scheme absorbs
not only lnðmfÞ terms but also some corrections to the ρ
parameter into the LO contributions [29]. Taking the result

of mixed scheme 2 as the central value and the results of
other schemes minus the central value as the theoretical
uncertainty, we have ΓLO ¼ 6.364þ0.909

−0.444 keV, ΓNLO
EW ¼

6.316þ0.027
−0.082 keV. It can be seen that the EW corrections

greatly suppress the theoretical uncertainty and enhance the
prediction reliability.
To make a more precise prediction, it is necessary to

include other effects that are comparable to NLO EW
corrections. We investigate the bottom quark mass effect
and find δb ¼ ðΓLO

withb − ΓLOÞ=ΓLO ¼ 0.28%. The NLO
QCD corrections to H → Zγ were calculated in
Refs. [18,19], and, according to their results, the relative
QCD correction δQCD with respect to ΓLO

withb is about 0.22%.
Combining all these contributions, we have

ΓNLO ¼ ΓNLO
EW þ ΓLOð1þ δbÞð1þ δQCDÞ − ΓLO

¼ 6.348þ0.028
−0.085 keV: ð2Þ

As the SM prediction for the total decay width of the
Higgs boson is ΓH ¼ 4.07� 0.16 MeV [16], we finally
obtain BrðH → ZγÞ ¼ 1.56þ0.07

−0.08 × 10−3. This result does
not modify the signal strength μ ¼ 2.2� 0.7 measured
by the ATLAS and CMS collaborations. In Fig. 2, we
provide a direct visual juxtaposition of the theoretical
predictions for theH → Zγ decay alongside the correspond-
ing experimental measurements. Notably, upon examining
the figure, it becomes apparent that the incorporation of two-
loop electroweak corrections has served to exacerbate the

TABLE I. The LO and NLO decay widths of H → Zγ under
different coupling schemes. The relative EW corrections are also
given.

Scheme
Input

parameters ΓLO (keV) ΓNLO
EW (keV) δEW (%)

αð0Þ αð0Þ, mf 5.920 6.234 5.3
αðm2

ZÞ αðm2
ZÞ, mf 7.273 6.303 −13

Gμ Gμ, mf 6.599 6.343 −3.9
Mixed 1 αð0Þ, αðm2

ZÞ 6.791 6.316 −7.0
Mixed 2 αð0Þ, Gμ 6.364 6.316 −0.75

FIG. 2. Theoretical predictions in comparison with experimental data. “EXPATLASþCMS” denotes the latest data from the ATLAS and
CMS collaborations [7]. “LO,” “NLOQCD,” and “NLOthis work” denote the theoretical predictions at leading order, next-to-leading order
including QCD corrections only, and next-to-leading order including both QCD and EW corrections, respectively. Note, all these
theoretical results include the b-mass corrections. The total decay width of the Higgs boson is taken as ΓH ¼ 4.07� 0.16 MeV [16].
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disparity between the theoretical predictions and the exper-
imental data.
Finally, regarding the treatment of unstable particles, we

would like to highlight two points:
(i) Strictly speaking, in standard perturbation theory

which requires stable asymptotic in/out states, an
unstable particle should only appear as an inter-
mediate state. Hence a more coherent treatment is to
consider the full H → llγ process,1 including both
the Z-resonant and nonresonant diagrams, with the
W and Z masses renormalized in the complex-mass
(CM) scheme [29,32–34]. Further investigation on
this topic is indispensable for a comprehensive
signal-background analysis, while the complete
NLO calculation of the full process is very chal-
lenging.

(ii) Although the decay width ΓðH → ZγÞ does not
have a precise meaning in standard perturbation
theory, it can be extracted from the H → llγ signal
by using the pole scheme [29]. In this work, in the
calculation of ΓðH → ZγÞ, the W and Z bosons are
treated as stable particles, with their masses renor-
malized in the on-shell (OS) scheme. This treat-
ment guarantees gauge invariance at NLO, while at
next-to-next-to-leading order the OS scheme in-
volves gauge dependent terms [35]. A potential
solution is to use the CM scheme with complex
kinematical variables. This approach, however,
violates unitarity and introduces subtleties in ana-
lytical continuation [36]. On the other hand, for the
H → Zγ process, the transition from the OS scheme

to the CM scheme only causes corrections of
order OðΓ2

Z=m
2
ZÞ ∼Oðα2Þ.2

Conclusion. In this paper, we investigated the Higgs decays
into a photon and a Z boson process at the NLO EW
accuracy. Numerical results indicate that the NLO EW
corrections greatly suppress the theoretical uncertainty
and enhance the prediction reliability. By including the
bottom quarkmass effect and theNLOQCDcorrections, we
obtain the currently most precise SM prediction of the
branching ratio BrðH → ZγÞ ¼ 1.56þ0.07

−0.08 × 10−3. This
result, however, cannot reduce the tension between the
SMprediction and experimentalmeasurement.We conclude
that the excess in H → Zγ decays at ATLAS and CMS
cannot be explained by including the higher order correc-
tions within the SM. This could probably be attributed to the
underestimated experimental uncertainties or the new phys-
ics beyond the SM.
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