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Standard cosmic microwave background (CMB) analyses constrain cosmological and astrophysical
parameters by fitting parametric models to multifrequency power spectra (MFPS). However, such methods
do not optimally weight maps in power spectrum (PS) measurements for non-Gaussian cosmic microwave
background (CMB) foregrounds. We propose needlet internal linear combination (NILC), operating on
wavelets with compact support in pixel and harmonic space, as a weighting scheme to yield more optimal
parameter constraints. In a companion paper, we derived an analytic formula for the NILC map PS, which
is physically insightful but computationally difficult to use in parameter inference pipelines. In this work,
we analytically show that fitting parametric templates to MFPS and the harmonic ILC PS yields identical
parameter constraints when the number of sky components equals or exceeds the number of frequency
channels. We numerically show that, for Gaussian random fields, the same holds for the NILC PS. This
suggests that NILC can reduce parameter error bars in the presence of non-Gaussian fields since it uses
non-Gaussian information. As Gaussian likelihoods may be inaccurate, we use likelihood-free inference
with neural posterior estimation. We show that performing inference with autospectra and cross-PS of
NILC component maps as summary statistics yields smaller parameter error bars than inference with
MEFPS. For a model with CMB, an amplified thermal Sunyaev-Zel’dovich (tSZ) signal, and noise, we find a
60% reduction in the area of the 2D 68% confidence region for component amplitude parameters inferred
from the NILC PS, as compared to inference from MFPS. Primordial B-mode searches are a promising
application for our new method, as the amplitude of the non-Gaussian dust foreground is known to be larger

than a potential signal.
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I. INTRODUCTION

Standard state-of-the-art cosmic microwave background
(CMB) data analyses—such as those used in Planck [1], the
Atacama Cosmology Telescope (ACT) [2,3], the South
Pole Telescope (SPT) [4], and BICEP [5]—fit data to
theoretical parametric templates at the power spectrum
level using multifrequency data. These analyses have been
used to derive the parameter constraints that underlie the
current standard model of cosmology. Before computing
the frequency-frequency autospectra and cross spectra of
the maps, inverse noise variance weighting is applied
to the maps to downweight areas of high instrumental
noise, allowing one to more optimally recover the signal
(e.g., [6-9]). However, this weighting does not downweight
CMB foreground contaminants, which are generally non-
Gaussian fields. Therefore, the signal that is recovered
when applying inverse noise variance weighting is the total
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sky signal (foregrounds in addition to the CMB). Since the
cosmological signal of interest is the CMB alone, we
should aim to infer this particular component with the
smallest possible error bars. In order to achieve that goal,
one should apply a weighting scheme that captures both
scale-dependent and spatially varying information to sup-
press the non-Gaussian CMB foregrounds, improving
power spectrum estimation and hence parameter error bars.
Since the weighting would be applied at the map level prior
to power spectrum estimation, this motivates the explora-
tion of various map-based weighting schemes.

At the map level, there are several methods for con-
structing component-separated maps of various signals
in the microwave sky. Some methods fit parametric
models [10,11]. Others, such as internal linear combination
(ILC) [12-14], are semiblind approaches. The ILC pro-
cedure estimates a map of some signal of interest by finding
the minimum-variance linear combination of the observed
frequency maps that satisfies the constraint of unit response
to the signal of interest. ILC can be performed in both real/
pixel space and harmonic space.

© 2024 American Physical Society
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Additionally, it can be applied on a tight frame of
spherical wavelets, known as needlets, in a method called
needlet ILC (NILC) [15]. The benefit of NILC is that
needlets have compact support in both pixel and harmonic
space, allowing the ILC weights to vary as functions of
both angular scale and position. NILC has been used to
construct high-resolution maps of individual components in
the microwave sky using data or simulations from Planck,
ACT, SPT, the Simons Observatory, CMB-S4, and
LiteBIRD, e.g., Refs. [16-23].

The primary idea of this paper is to use NILC as a
concrete example of a weighting scheme that opti-
mally downweights contaminants and upweights signal-
dominated regions before computing power spectra. In
particular, we explore the approach of producing a NILC
map for every component in the sky model, computing the
autospectra and cross-power spectra of the resulting NILC
maps, and using these power spectra as summary statistics
for parameter inference. We do the same with harmonic
ILC (HILC), mathematically proving that it yields the same
parameter constraints as the traditional multifrequency
power spectrum approach. This suggests that NILC can
indeed reduce parameter error bars in the presence of non-
Gaussian foregrounds since it uses non-Gaussian informa-
tion that HILC does not. In a companion paper we
developed an analytic formalism by which to parametrize
NILC power spectra, which enabled novel insights into the
beyond-Gaussian information that the NILC algorithm uses
in constructing foreground-cleaned maps [24]. However,
we found that parameter dependence of the NILC compo-
nent map power spectra was complicated, particularly due
to the appearance of terms involving correlations between
the NILC weight maps and the underlying fields, and that
the analytic results were very slow to use in a realistic
computation.

In this paper, we investigate numerical techniques for
parametrizing NILC map power spectra for use in a
Gaussian likelihood. However, we also find that the
Gaussian likelihood is not a good assumption, and thus
use likelihood-free inference (LFI), showing explicitly how
discrepant the results from the Gaussian likelihood are.
Previous studies have considered the use of likelihood-free
inference, also known as simulation-based inference (SBI),
to constrain cosmological parameters (e.g., [25-27]). LFI
can be performed at the field level, which indeed takes into
account spatially varying information, but requires large
numbers of computationally expensive simulations. It can
also be done using summary statistics such as the power
spectrum, which allows one to optimally compress the data
for Gaussian random fields. Using NILC power spectra as
summary statistics allows several advantages as compared
to a pure field-level approach. First, a power-spectrum-
based approach allows one to use noise-debiased data-split
cross spectra (e.g., [28-30]), mitigating the need for the LFI
to learn how to remove instrumental noise. Additionally,

nearly all the information for the primary field of interest
(the CMB) is contained in its two-point function alone.
NILC allows one to better recover that power spectrum by
suppressing contributions from non-Gaussian contaminants.

The remainder of this paper is organized as follows. In
Sec. II we review ILC methods, including harmonic and
needlet ILC. In Sec. III we review likelihood-free inference
(LFI), also known as simulation-based inference (SBI). In
Sec. IV we provide an overview of the computational setup
and the various methods implemented in this work. In
Secs. V=VII, we describe in detail the various methods
and summary statistics considered, using both Gaussian
likelihoods and LFI to obtain posteriors. Specifically, we
consider the use of multifrequency autospectra and cross-
power spectra, harmonic ILC map power spectra, and
needlet ILC map power spectra as summary statistics,
respectively. In Sec. IX we present the results of each of the
methods, showing how 2D posteriors shrink significantly
when using needlet ILC summary statistics. Finally, in
Sec. X we discuss the results and their implications,
particularly for primordial B-mode searches. The main
results of this work are summarized in Fig. 5 and Table II,
as well as in Fig. 13 and Table V in Appendix D. Our code
is publicly available in NILC-Inference-Pipeline [31] and con-
tains pipelines for all the methods described in this work.

II. INTERNAL LINEAR COMBINATION

Internal linear combination (ILC) [12—15] is a method to
estimate a map of a signal of interest by finding the
minimum-variance linear combination of a set of observed
frequency maps that satisfies the constraint of unit response
to the signal of interest. Specifically, in pixel space, the
signal of interest at some pixel p can be expressed as
$(p) = >, w;AT;(p), where AT;(p) is the temperature
fluctuation in the ith frequency map and w; is the associated
linear-combination weight. Then the problem of finding the
weights can be expressed as follows:

minog = Ny > (3(p) = (1)
P
such that Zwig,- =1, (1)

where N is the number of pixels, (y) is the average signal
across pixels, and g; is the spectral response of the
component of interest at the ith frequency channel. The
solution for the weights can be found using Lagrange
multipliers [14]:

A1
W= gj(R )ij

=1 with R;; = N;LY AT;(p)AT;(p),
9 (R™N) g1 ! plx; !

(2)

063510-2



CONSTRAINING COSMOLOGICAL ....

II. LIKELIHOOD-FREE ...

PHYS. REV. D 110, 063510 (2024)

where R, ; 1s the empirical frequency-frequency covariance
matrix of the observed maps. ILC can also be formulated in
harmonic space, giving #Z-dependent weights:

+AL)2

. RZY)..g; . 20 +1
Wi, = A(_lf )Jg] with (Rf)ij = * le],.
(RZ) kmkGm O=(—AL)2 4n

(3)

The multipole bin width AZ (or the pixel domain size in
real-space ILC above) must be large enough to mitigate the
“ILC bias” that results from computing the covariances for
ILC weights using a small number of modes [15].

To maximize the robustness of the ILC procedure,
it is frequently applied to CMB data on a needlet frame
[1,15-18,32-36]. Needlets are a set of basis functions on
the sphere that possess compact support in both real space
and harmonic space [37,38], allowing one to obtain ILC
weights that vary both as a function of scale (depending on
multipole ) and of position (depending on direction or
spatial pixel 7). Such a procedure allows us to apply an
optimal weighting scheme to non-Gaussian and/or aniso-
tropic foregrounds. We briefly summarize the NILC pro-
cedure below [15,39].

Consider a set of frequency maps T'(#), where i is an

index denoting the frequency channel of each map in our

dataset. For a needlet filter hiﬁ, indexed by (n) ranging

from 1 to Ny (the total number of needlet filters), the
NILC operations on this set of frequency maps are as
follows:
(i) Transform each frequency map to harmonic space
and filter it with the needlet filter function h;")

= T =Th,h". (4)

This procedure produces N,.s separate maps for
each frequency channel (each frequency map gets
filtered by each needlet filter separately).

(ii) Define local pixel-space domains, and compute the
smoothed frequency-frequency covariance matrix
on each domain. In particular, let D,(x" denote a
real-space domain in frequency maps that have been
filtered with needlet scale (n), where a labels each
domain on that map. The frequency-frequency
covariance matrix is then

(R = Naw 3 ATUPIAT,(p). (5)
peD
where N, is the number of pixels in DE,"). This

equation is nearly identical to Eq. (2) for the
real-space ILC frequency-frequency covariance
matrix, except that here the covariance matrix is

computed independently for each needlet filter scale.
In practice, Eq. (5) is usually implemented by
smoothing the product map AT;AT; with a Gaus-
sian kernel, with larger kernels used for lower-
multipole needlet filter scales.

(iii) For each frequency channel and each needlet filter
scale, determine a map of weights in pixel space
W) (71) analogously to Eq. (2). The weight maps are
determined via the ILC algorithm, similar to Eq. (2)
but performed on the local pixel-space domains from
the previous step. Multiply each filtered frequency
map by the associated weight map:

TH0) () — 700 (7)) = TH0) (R)WH) (7). (6)

(iv) Add up the ILC-weighted maps to obtain a single
ILC map at each needlet filter scale:

ZTI n) (7)

(v) Apply the needlet filter h;”) again:

TNILC

NILC, NILC, NILC,
Tfm " ) Tfm W = Tfm " )h;) (8)

(vi) Sum the results from all needlet filter scales to obtain
the final NILC map:

TN ILC

ZTNILC (9 )

Producing a NILC map in this manner allows the signal
of interest to propagate in an unbiased fashion to the final
map, due to the ILC signal-preservation constraint and the
NILC filter power-preservation constraint, Y, (h hM)? =
1 at each #. However, contaminant signals propagate in a
nontrivial way, as derived in Ref. [24].

Thus far, we have described ILC methods that remove
contaminants by minimizing the variance of the final map.
It is also possible to perform constrained ILC methods,
which explicitly deproject contaminants by imposing an
additional constraint that the response of the final map to
the contaminant must be zero [40,41]. However, the addi-
tional constraint comes at the cost of increasing the variance
of the final map. In this work, we consider only standard
ILC methods (no explicit deprojection of contaminants)
throughout.

III. LIKELIHOOD-FREE INFERENCE

In standard Bayesian analysis, given some parameters 6
and an observation x, one can compute the posterior
p(60|x) using
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__ p(xlo)p(9)
p(0|x) - fdelp(xw/)p(g/)’ (10)

where p(x|0) is the likelihood, p(6) is the prior, and
p(x) = [do'p(x|0)p(¢) is the evidence.

In certain situations, however, it is intractable to con-
struct an analytic likelihood. Likelihood-free inference
(LFI), also known as simulation-based inference (SBI) or
implicit likelihood inference, is a method for determining
posterior distributions without using an explicit likelihood
(e.g., [42]). In particular, given some prior p(6), LFI
requires a simulator that samples from the prior and gene-
rates simulations, i.e., x; ~ p(x;|0;). With several simula-
tions on hand, one can then train a normalizing flow
network to learn the likelihood (“neural likelihood estima-
tion”) [43-45], to learn the likelihood-evidence ratio
(“neural ratio estimation’) [46—49], or to learn the posterior
directly (“neural posterior estimation”) [50-53]. When the
length of the data vector being simulated is much larger
than the number of parameters, as is the case in our setup
discussed in the coming sections, neural posterior estima-
tion (NPE) generally performs best.

A. Masked autoregressive flows

There are various possible choices for the exact network
that is used in LFI. In our work, we use masked autore-
gressive flows (MAF) [54], for which we find the most
stable training results. MAF combines the advantages of
autoregressive models [55], which model several condi-
tionals whose product comprises the target joint density,
and normalizing flows [56], which use invertible trans-
formations to convert a base density into the target density.
In the remainder of this section, we follow the notation
of Ref. [54].

Autoregressive models decompose the target density

p(x) as

p(x) :Hp(xi‘xl:i—l)’ (11)

where the subscript 1: i — 1 denotes that the ith state is
dependent on all previous states indexed from 1 to i — 1.
The parameters of each conditional can be learned as
functions of hidden states of recurrent networks.
Normalizing flows take some base density z,(u), draw
u~r,(u), and let x = f(u), where f is an invertible
transformation. The joint target density p(x) is computed as

—1
det <i)
ox
and thus, f must have a tractable Jacobian.

Autoregressive models can be treated as normalizing
flows: Let

p(x) =m,(f(x)) ; (12)

p(xilX1:i-1) :N(xi|/4i’(expai)2) (13)

with p; = f,.(X1:1) and a; = fo (X1:;-1), where f, and
f o, are scalar functions. Then taking some random vector u
with u; ~ N(0,1), x; = u;expa; + p;. This allows one to
start with some random seed and transform it into the target
density.

MAF is made by stacking several of the masked
autoencoder(s) for distribution estimation (MADE) [57].
MADE uses a feedforward network to learn f, and f,.,
applying binary masks to the weight matrices to enforce the
autoregressive property. We refer the reader to Ref. [54] for
more details.

IV. OVERVIEW OF METHODS AND
COMPUTATIONAL SETUP

A. General computational setup

As a simple, demonstrative example, we consider a
simulated sky model comprising two components: the
CMB signal and the thermal Sunyaev-Zel’dovich (tSZ)
signal, which is amplified by a factor of 150 at the map
level (for reasons described below). The tSZ effect is the
inverse-Compton scattering of CMB photons off hot
electrons and is a useful probe of hot gas in galaxy
clusters [58,59]. We refer to the amplified tSZ signal as
the “fake” tSZ or “ftSZ” field. In CMB thermodynamic
temperature units, the CMB spectral response is unity at
every frequency. We use units of K for the CMB field. The
tSZ spectral response, which we denote as g(v) with v
being some frequency in Hz, is given by

hv

kB TCMB

g(y)zxcoth§—4 with x = . (14)

where £ is Planck’s constant, k is the Boltzmann constant,
and Tcyp = 2.726 is the CMB temperature today (at
redshift z = 0).

We simulate these sky components at two frequencies,
90 and 150 GHz. We then add Gaussian, white noise to the
mock sky map for each frequency channel. Lensed a,,, for
the CMB component are obtained from the WebSky
Extragalactic CMB Mocks," which assume a flat ACDM
cosmology with cosmological parameters consistent with
Planck 2018 [29]: (,,,$, 03,1, h,7) = (0.31,0.049,
0.81,0.965,0.68,0.055) [60]. The HEALPix/HEALPY
[61,62] software package is used to compute some fiducial
power spectrum and then generate many CMB realizations
from that spectrum. For the tSZ maps, we use HALOSKY,”
which generates realistic random non-Gaussian tSZ sim-
ulations from random halo catalogs. Specifically, HALOSKY

"https:/mocks.cita.utoronto.ca/index.php/WebSky_Extragalactic_
CMB_Mocks.
2https ://github.com/marcelo-alvarez/halosky.
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Poisson samples from the Tinker et al. halo mass func-
tion [63] (determining halo abundance by using the
WebSky [60] linear matter power spectrum based on the
Planck 2018 cosmological parameters [29]) and then
populates a catalog of halos along the light cone. The
Battaglia et al. AGN feedback pressure profile is used [64].
We use redshift limits 0 < z <5.0 and mass limits 5 x
10My <M < 10'°M in this construction, the latter
chosen for computational efficiency. This narrow mass
range is not important since we are rescaling the tSZ field
by a large amplitude in this toy model. It also has the effect
of populating fewer halos, making the tSZ effect more
Poissonian and thereby more non-Gaussian. This is useful
for our demonstration purposes, the reasoning for which is
discussed further below.

To avoid noise biases in the measured power spectra,
we use data-split cross spectra, as is done in many actual
CMB analyses (e.g., [28-30]). For the noise power spec-
trum in each simulated split map, we use the model given
by Ref. [65]:

N, = W2’ with 6 = Opwinm/ V8102,

where we set Woy = W5y = 3 x 10* uKcyp - arcmin for
each noise split and Opywy = 1.4 arcmin for both the 90
and 150 GHz beams in our simulations. The large noise is
important for our simple two-frequency, two-component-
plus-noise sky model, where we do not want the NILC
maps to completely clean the contaminating foregrounds
(thus giving a realistic representation on what would
happen with actual data where there are several sky
components that cannot all be simultaneously cleaned
completely). All maps are generated at HEALPix resolution
parameter N4, = 128, and power spectra are computed up
to £ nax = 250 for computational efficiency on this simple,
demonstrative example. We then add the CMB, tSZ, and
noise map at each frequency and each split, resulting in four
maps (two frequencies and two splits). An example of the
simulated component power spectra and frequency-
frequency power spectra is shown in Fig. 1.

Our goal is to constrain two parameters, Acyg and Aggz,
which are two overall amplitude parameters that uniformly
scale the CMB and ftSZ power spectrum over the entire
multipole range, respectively. The fiducial parameter values
are Acyp = | = Aggz. Specifically,

CY(Acwps Ansz) = AcmpCEM® + Aszgi ghCIS%, (15)

where i and j index frequency channels, C? is the
frequency-frequency autospectrum or cross-power spec-
trum, CSMB is a CMB power spectrum template, CfS2
is a power spectrum template of the amplified Compton-y
field, and g( and g§ denote the tSZ spectral responses at
frequencies i and j. We could have also defined the

x1078
—-— CMB
5o ftSZ 90 GHz
------ ftSZ 150 GHz
a7 | e ftSZ 90x150 GHz
£ 4 —— CMB+£tSZ 90 GHz
— | — CMB+ftSZ 150 GHz

—— CMB+ftSZ 90x150 GHz
3 Total 90 GHz
Total 150 GHz
~== Total 90x150 GHz
R

50 100 150 200

FIG. 1. Sample simulated power spectra (in units of K?), plotted
as D, = ¢(¢ + 1)C,/(2x). Plotted are the CMB power spectrum
(black dash-dotted curve); ftSZ or amplified tSZ autospectrum at
90 GHz (dotted blue curve), autospectrum at 150 GHz (dotted
red curve), and 90 x 150 GHz cross spectrum (dotted green
curve). The combined CMB + ftSZ spectra at 90, 150, and
90 x 150 GHz are also shown (solid blue, solid red, and solid
green curves, respectively). Finally, the total power spectra at
90, 150, and 90 x 150 GHz are shown (dashed cyan, dashed
orange, and dashed lime curves, respectively). Of note is that
there is no noise bias in the total power spectrum since we have
used noise-debiased data-split cross spectra, though there are
noise fluctuations.

amplitude parameters at the map level, but we choose to
define them at the power spectrum level to be consistent
with what is done in current major CMB data analyses (and
also because the primary field of interest, the CMB, is
entirely described by its power spectrum). We consider
various methods for obtaining the posteriors on these
parameters, outlined in the next subsection.

The tSZ field is highly non-Gaussian, as it traces hot gas
in galaxy clusters. At the low multipole values considered
in this work, the tSZ power spectrum lies significantly
below that of the CMB. As described in Sec. I, our goal is to
show that NILC decreases parameter error bars in the
presence of non-Gaussian fields. To demonstrate that idea,
we would need the tSZ power spectrum to be comparable to
or larger than the CMB power spectrum in magnitude.
Thus, each tSZ map is amplified by a factor of 150 for
our simulations, since we are interested in showing that
NILC-based summary statistics are an improvement over
multifrequency power spectra summary statistics for data
with large non-Gaussian components.

B. Outline of implemented methods

In this subsection we provide an outline of the methods
considered in this work. We describe each method in detail
in Secs. V-VIIL.
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(1) Multifrequency power spectra (see Sec. V)
(a) Gaussian likelihood (with known analytic
parameter dependence)
(i) Maximum likelihood estimation (MLE)
(i1) Fisher matrix
(iii) Markov chain Monte Carlo (MCMC)
algorithm
(b) Likelihood-free inference (LFI)
(2) Harmonic ILC (HILC) power spectra (see Sec. VI)
(a) Gaussian likelihood
(i) Fixed weights
(A) Using known
dependence
(I MLE
(IT) Fisher matrix
Iy MCMC algorithm
(B) Parameter dependence determined via
symbolic regression (SR)
(I) MLE
(I) Fisher matrix
) MCMC algorithm
(i) Varying weights
(A) Parameter
via SR
(I MLE
(IT) Fisher matrix
) MCMC algorithm

analytic parameter

dependence determined

(b) LFI
(i) Fixed weights
(ii) Varying weights
(3) Needlet ILC (NILC) power spectra (see Sec. VII)
(a) Gaussian likelihood (with parameter dependence
determined via SR)
(i) MLE
(i) Fisher matrix
(iii) MCMC algorithm
(b) LFI

V. MULTIFREQUENCY POWER SPECTRA
AS SUMMARY STATISTICS

A. Gaussian likelihood

Fitting multifrequency autospectrum and cross-power
spectrum data to parametric templates using a Gaussian
likelihood is the classic method used in nearly all major
primary CMB analyses to date. In our case, we use the
autospectra and cross spectra at the two frequency channels
as our data vector. Specifically, our data vector consists
of CiOsplitlSOsplitZ’ CiOsplitl,lSOsplitZ’ C[l)SOsplit1,9Osplit2’

and
€ OPRLI0PIE - here 90split]  signifies the 90 GHz

map with the first noise split, and similarly for the other
frequency-split pairs. The subscript b denotes the multipole
¢-space bin, where we use ten linearly spaced bins from
¢ =2 to £ = 250 (one bin contains 24 multipoles, and all

other bins contain 25 multipoles). The Gaussian likelihood
is given by

L y
In £(Acwp. Ansz) = = B (Cbll (Acmp» Agsz) — C b’l’dam)

x (CoVyjp, kin, )~ (C];Z (Acms- Arsz)

_ clidusy (16)

where there is implied summation over repeated indices
i, j, k, I, by, and b, on the rhs of Eq. (16). Here

ij kl 90split1,90split2 90splitl,150split2 150split1,90split2
cy. il e{c) , C) . C, ,

C;SOSPML]SOSPI“Z} and Cov,jp, i, ECOV(Clbjl,Clgi ) is the
covariance matrix of the multifrequency power spectra,
computed directly from 2000 independent simulations
generated with the fiducial parameter values (i.e., there
is no assumption of a Gaussian covariance matrix). We
multiply the inverse of the multifrequency power spectrum

covariance matrix by the correction factor ”;f 1_2, where 7 is
the number of simulations and p is the length of the data
vector [66]. Since the number of simulations is far greater
than the length of the data vector, this factor is very close
to 1 in our case.

Note also that we have included off-diagonal ¢ bins in
the covariance matrix and likelihood. For the multifre-

quency power spectra,

CZJ, (Acms, Arsz) = AcmpCHMP + AftSZgivgg;Czt]SZ, (17)

where gj, and g§ are the spectral responses of the tSZ signal
at frequencies i and j [as defined in Eq. (14)], C,(,:IMB is the
fiducial CMB power spectrum template, and Cj>* is the

fiducial (amplified) Compton-y power spectrum template.
For these fiducial templates, we use the mean of the CMB
and ftSZ spectra generated from 2000 simulations to obtain
smooth theory curves. We implement three methods for
computing the posteriors on Acyp and Aggz: maximum
likelihood estimation (MLE), the Fisher information
matrix, and an MCMC algorithm.

For MLE, we numerically find the maximum-likelihood
point for the likelihood function in Eq. (16) for each of the
2000 simulations. Specifically, for each simulation, we
compute the power spectra of the frequency maps to use as

C;fl’dam and Clgi’data. Note that these are noise debiased by

construction, though there are noise fluctuations present.
The total power spectrum at each frequency, along with the
contributions from individual components, can be seen in
Fig. 1. We then find the maximum-likelihood (Acyg, Afsz)
point for every simulation using Nelder-Mead minimiza-
tion [67] of the negative log likelihood. To avoid getting
stuck in local minima, we set run the minimization routine
using three starting points: (Acug, Arsz) = (1.0, 1.0),
(0.5, 0.5), and (1.5, 1.5). We then use the global minimum
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from these results as our maximum-likelihood point
(Acums. Apsz). The majority of the time, the results from
each of these starting points are equal, and local minima
do not pose a problem. Only in a few simulations are the
results actually different depending on starting point.

For the Fisher matrix calculation, we obtain the para-
meter covariance matrix using the usual

o5 = (Fag)™ (18)

where A(,,Aﬁ €{Acyp, Apsz} and F Ay is the Fisher
matrix defined as

’Inl
iy =~ <0A{1Aﬂ>
aCy/ ) aCHK!
= Wa] (Covij}vl,klhz) Wﬂz

AAy

. (19)

Ag=Ay=1

where there is implied summation over i, j, k, [, by,
and b,. As seen from Eq. (17), dC}/ /0Acyp = C5MP and
OC;}]] /dAﬂSZ = CQLISZ

Finally, for the MCMC algorithm we use EMCEE [68]
with the likelihood in Eq. (16) and an observation con-
sisting of the mean of multifrequency autospectra and cross
spectra over all simulations. We use ten walkers, each with
a random starting point between (Acyg, Afsz) = (0.8,0.8)
and (Acmp, Agsz) = (1.2, 1.2). The autocorrelation time is
used to assess MCMC convergence. Specifically, the chain
is marked as converged when it is longer than 50 times the
integrated autocorrelation time.

B. Likelihood-free inference

For LFI/SBI, we use the code sBI [69]. As discussed in
Sec. III, we require four components for LFI: a prior, a
simulator, an observation, and a network. For the former,
we set a uniform prior centered on 1 with lower bound
(1-504,,.1—505,,) and upper bound (1+ 50y .
1+50; ), whereo and o,  are the 1D marginalized
errors obtained from the multifrequency Gaussian like-
lihood on ACMB and AtSZ’ respectively. The 5o range for the
prior ensures that the prior is narrow enough to be efficient
in the number of simulations, but wide enough to encom-
pass the true error on the parameters (5S¢ of the results from
the Gaussian likelihood should be sufficient since the
Gaussian likelihood, though not entirely accurate, should
not be a catastrophically bad approximation due to the
central limit theorem). As a further check that the prior is
wide enough, we ensure that the final posteriors do not hit
the prior edges.

For the simulator, we draw Ay and Ay from the prior
distribution. Then for each simulation, we multiply the
input CMB map by a factor of \/Acyp and the ftSZ map by

a factor of \/Aggy (recall that the parameters are defined at
the power spectrum level). We then proceed as usual with
constructing maps of two noise splits for each frequency
and constructing the data vector comprising the concat-

: 90split] 90split2 ~ ~90splitl,150split2  ~150splitl 90split2
enation of CjOPHIO0SPH2 - O0SpIL1S0SpH2 o1 50splitl S0split2.

and €, P OPIE Thyg the data vector has a total length
of 40 since there are ten bins in each of the concatenated
spectra. We generate 40000 simulations with para-
meters drawn randomly from the prior. For the obser-
vation vector, we generate 2000 simulations of the data
vector with Acyip = Agpsz = 1 and take the mean over the
2000 simulations. This may result in a slightly biased
central value of the posteriors since we use significantly
fewer simulations to determine the mock observation
vector than to determine the full posteriors. However,
the focus of this paper is on the spread in the posteriors
rather than central values. Note also that the observation
vector here is allowed to be smooth since the simulator
generates noisy spectra from which the LFI learns the
covariance.

We use single-round neural posterior estimation (NPE)
for the LFI. We apply z-score normalization to each
simulated data vector and to the observation for more
stable training. For the network, we train a masked
autoregressive flow (MAF). We also experiment with using
a neural spine flow, mixture density network, and masked
autoencoder for distribution estimation, but we find that the
MAF is the most efficient in the number of simulations for
our purposes. We use 90% of the 40000 simulations for
training and 10% for validation. We tune the hyperpara-
meters of the network with the weights and biases frame-
work (WANDB) [70]. Our WANDB project is public.3 We use
arandom hyperparameter search with 40 trials. For the final
posteriors, we use an ensemble of the top ten networks in
terms of logarithmic probability on the validation set and
uniformly weight each of the top ten networks to obtain the
final posteriors. To assess whether reductions in the size of
the posterior are significant, we examine the variance in the
final parameter covariance matrices obtained from different
hyperparameter settings (the “error on the error”). We find
that this error on the error is not significant when using just
the top ten networks. However, the final posteriors are still
sensitive to the hyperparameter tuning, as some networks
cause the posteriors to hit the prior edges and are thus
essentially not learning any information. A table of hyper-
parameters that are tuned is shown in Table I. Specifically,
we tune the learning rate, the number of transforms in the
normalizing flow, the number of hidden features, the value
at which to clip the total gradient norm in order to prevent
exploding gradients, and the number of epochs to wait for
improvement on the validation set before terminating
training.

*https://wandb.ai/kmsurrao/cmb_sbi/sweeps.
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TABLE 1.

Distributions of hyperparameters tuned in the MAF used for LFI. “Clip maximum norm” refers to the

value at which to clip the total gradient norm in order to prevent exploding gradients, and “Epochs for convergence
assessment” the number of epochs to wait for improvement on the validation set before terminating training. See
Sec. V B for details of how the hyperparameter sweep is used. The same distributions of hyperparameters are used to
tune the networks used for LFI with multifrequency power spectra, harmonic ILC power spectra, and needlet ILC
power spectra summary statistics, described in Secs. V B, VIB, and VII B, respectively.

Hyperparameter Minimum value Maximum value Distribution
Learning rate 1.0x 10 7.0 x 107 Uniform
Number of transforms 3 10 Integer uniform
Hidden features 35 65 Integer uniform
Clip maximum norm 3.0 7.0 Uniform
Epochs for convergence assessment 20 60 Integer uniform
VI. HARMONIC ILC COMPONENT MAP POWER ~ ,
SPECTRA AS SUMMARY STATISTICS il _ (R71) 00 with
. 4 — p-l k
Our data vector for the harmonic ILC power spectra (RZ)kmy 9y
. Tsplitl, Tsplit2 Tsplitl, Psplit2 Hsplitl, Tsplit2 C+AC)2
ccir‘m}sts (.)f Cy L Gy > Gy » and ( R ) = Z/ 27"+ 1 ISPl jsplit2 (21)
CyPIPIC Cwhere Tsplitl signifies a HILC CMB map i L, A '

produced using the frequency maps with the first noise
split, ysplitl signifies a HILC Compton-y map produced
using the frequency maps with the first noise split, and
similarly for the second split. The subscript b denotes the
multipole #-space bin, where we use ten linearly spaced
bins from # = 2 to £ = 250 (one bin contains 24 multi-
poles, and all other bins contain 25 multipoles).

We compute the HILC weights and power spectra

. T'splitl, psplit2
analytically. As an example, to compute C,"P" """ we

do the following. First, we produce four maps: a 90 GHz
map with the first noise split, a 90 GHz map with the
second noise split, a 150 GHz map with the first noise
split, and a 150 GHz map with the second noise split. We
then compute weights for the HILC CMB map using
the first noise split in an analogous way to Eq. (3) [and
noting the CMB spectral energy distribution (SED) is a
vector of ones as described in Sec. IV]:

i,?splitl . w with
14 =
(Rfl)kmﬂk]]m
R CACY
(Rf)ij — 1 C?/ph[],]sphtl ’ (20)
o=t—acpy

where isplitl, jsplitl € {90splitl, 150splitl }, 1 is a vector
of ones, and AZ = 20. This calculation is performed at
every ¢ within windows that overlap, and then binned as
described previously (note that the binning in the harmonic
ILC computation at each £ is distinct from the binning of
the final HILC spectra for use in the data vector). We then
compute weights for the HILC Compton-y map using the
second noise split:

Then,

Cfsplm Fspli2 _ Wi,fsplm W;’,yspmz Cisplitl Jjsplit2 _
¢ ¢ ¢ ¢
ij

(22)

After computing the spectrum independently for each
multipole, #-space binning is performed, giving

Tsplit] $split2 . Tsplit], T'split2
C,""PRE The  computation  of G, TP

psplitl, Tsplit2 psplitl, Psplit2
C,P P and )PP are done analogously. In

Appendix A we verify that this analytic computation of
HILC spectra yields the same results as producing HILC
maps and then computing the spectra from the maps.

We use 2000 simulations for the HILC Gaussian like-
lihood pipelines (described in Sec. VI A). We have two
options for computing the weights in the pipeline:

(1) Fixed weights. Compute the HILC weights once
from some fiducial template multifrequency power
spectra. Apply these same weights to every simu-
lation. For the remainder of the paper, we refer to
this as the “fixed weights” or “weights once” HILC
variant.

(2) Varying weights. Compute the HILC weights sep-
arately for every simulation, using the specific
multifrequency power spectra from that simulation.
For the remainder of the paper, we refer to this as the
“varying weights” or “weights vary” HILC variant.

When the weights vary on a per-simulation basis, we ensure
that the ILC bias is mitigated by omitting the central £
value in each bin when computing the weights, i.e., by
setting
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(Rf)ij = Cij A

A < £+AL)2 2 4 1
f/
, V¥4

)- Tloi (23)
'—¢_AC)2

This heavily reduces chance correlations between the signal
and noise/contaminants, which thereby reduces the ILC
bias (this is analogous to a similar trick developed for
NILC in Ref. [16]). The two variants of the HILC pipeline
have different implications for parameter dependence in
the Gaussian likelihood. This is discussed further below
in Sec. VI A.

A. Gaussian likelihood
The Gaussian likelihood is given by

1

In L(Acwmp. Ansz) = -3 (Ci’? (Acmp Arsz) — Ci’f].data)
(Coqubl ’5b2> ! (CZ (ACMB s AﬂSZ)
— C;i,data)’ (24)

where summation is implied over repeated indices p, ¢, 7,
A Pa s Tsplitl, T'split2
5, by, and b, on the rhs. Here CZq,C”E{C SPUtL Zsputs

C[])"sphtl \ysplit2 C)sphtl TsphtZ Cysphtl yspht2} and Cov

Cov(C ﬁlq, C};) is the covariance matrix of the HILC power
spectra, computed directly from 2000 independent simu-
lations generated at the fiducial parameter values (i.e., there
is no assumption of a Gaussian covariance matrix). A
correction factor is applied to the inverse of the HILC
power spectrum covariance matrix, as is done in Sec. VA
for the multifrequency power spectrum covariance
matrix [66]. Note also that we have included off-diagonal
¢ bins in the covariance matrix and likelihood.

Paby, rsbz

1. Analytic parameter dependence

When using fixed weights in the HILC pipeline, the
weights do not depend on the particular fluctuations of any
single simulated sky realization. Thus, we can analytically
write down the parameter dependence as (ignoring binning
for now)

ohi Zw;ﬁwi@ CY (Acmp- Ansz)

= wa T(AcupCEM® + Agszg, gl C17), (25

where we have used Eq. (17) in the second equality.
Including binning, we obtain

Pq _ Lp
o fN > > wi'wi i (Acws. Ansz)
bygeb, ij
i.p Jq CMB i o) (C1SZ
72 E wilw) ACMBCf + Ansz g5 g5 C2 )

blfebl i,j

(26)

where N, is the number of multipole values # contained in
bin b, [it is not the total number of modes (Z, m)].
However, this simple parameter dependence is not correct
in the varying-weights case. In that case, the weights respond
to the particular fluctuations in the sky signal realized in
each simulation. Thus, they are functions of the (randomly
fluctuating) parameter amplitude values of individual sim-
ulations. Determining the parameter dependence in the
varying-weights case is the subject of Sec. VI A 2.

2. Parameter dependence from symbolic regression

Our goal in this section is to write

= 1%(Acus- Arisz)
X C (ACMB =1=Axs7z) (27)

CZq (ACMB ’ AftSZ)

and determine a function f77(Acup,Ansz) for each
pg € {Tsplit Tsplit2, Tsplit $split2, Psplit1 T'split2, Psplitl
$split2} and bin b. The superscripts and subscripts on f
only denote that it is a quantity to be determined separately
for each pg and b; however, f is just some function, not
a power spectrum. Moreover, there is no implied summa-
tion over p, g, or b in the equation. To avoid assuming
a specified form of f, we find these functions with
symbolic regression, using PySR [71]. For our regressor,
we allow the binary operations of addition, subtraction,
multiplication, and division; unary operations of exponen-
tiation, squaring, and cubing; and a custom inverse
operation. We use an L2-loss function that does not in
itself penalize complexity since we simply need smooth
functions that describe the simulations well, rather than
concise equations representing any fundamental law of
physics. However, we do impose a complexity limit to
avoid overfitting by setting the maximum size of our
expression to 12.

For each pg and bin b, the values that we feed into the
regressor come from scaling various combinations of
components. We define four “scaling factors” around the
fiducial parameter value of 1: 0.9, 0.99, 1.01, and 1.1. First,
we find the average HILC spectra over 50 simulations and
use these to compute

CP(Acvs = 1 = Apsz)-

As an example, consider the scaling factor 0.9. Using the
same map-level realizations that were used to determine
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Ci’q (Acms = | = Aggz), we multiply the CMB and/or the ftSZ map by 0.9 for each of the 50 simulations. The ILC weights
(in the varying weights case) also change as a result. Then we compute

Cli:q(ACMB =0.81,Ap57 = 1),

Cl(Acpp = 1, Agsz = 0.81),

and Cl{)[](ACMB = 0'817AftSZ = 081)

Note that the scaled parameters are set to 0.81 since multiplying by 0.9 at the map level corresponds to multiplying by
0.9 = 0.81 at the power spectrum level. For this example, the data points (¥,y) that go into the regressor are then

X = (Acwmp. Arsz) = (0.81,1), y
= (Acms. Arsz) = (1.0.81), y=Cl
X = (Acwmp, Arsz) = (0.81,0.81), y=

=l
<>

We repeat the same procedure with the other scaling
factors, feeding the (X,y) pairs from all scaling factors
into the regressor together. Then by definition of X and y,

the regressor learns f7.

This procedure is used to determine the parameter
dependence for the HILC varying-weights Gaussian-
likelihood pipeline. However, it can also be used on the
HILC fixed-weights Gaussian-likelihood pipeline. Since
we know the analytic parameter dependence in the fixed-
weights case, for that scenario we can compare the
posteriors obtained using analytic parameter dependence
to the posteriors obtained using SR as a cross-check of the
validity of the SR approach. This serves as an important
validation step for the varying-weights HILC Gaussian-
likelihood pipeline, as well as the NILC Gaussian-
likelihood pipeline that is described in Sec. VIIA.
Sample equations and parameter dependence learned via
SR are shown in Appendix B. Note that, because of the
way we define the parameter dependence function f4? in
Eq. (27), we cannot directly compare the equations
obtained from symbolic regression to the analytic para-
meter dependence in Eq. (26). We could have instead
defined the symbolic regression procedure such that it
could recover that same analytic parameter dependence, but
the computational cost would be greater since we would
have to perform symbolic regression multiple times for
each p, g, and b.

3. MLE, Fisher matrix, and MCMC

As for the multifrequency power spectrum Gaussian
likelihood, we obtain parameter posteriors from HILC
map power spectra via MLE, the Fisher matrix, and an
MCMC algorithm. For MLE, we numerically find the
maximume-likelihood point of the likelihood function in
Eq. (24) for each of the 2000 simulations. Specifically,
for each simulation, we compute the HILC spectra from

that simulation to use as C’;f”data and CZi’dat“. We then find

the maximum-likelihood (Acwg,Ansz) point for every
simulation using Nelder-Mead minimization [67] of the

Cft?(ACMB = 0.81,Apsz = 1)/C£Q(ACMB =1=Axsz),
(Acmp = 1. Apsz = 0-81)/C59(ACMB =1=Agsz), and
CLl(Acmp = 0.81 = Agsz)/C (Acmp = 1 = Agsz)-

negative log likelihood. We run the minimization routine
using three starting points: (Acwp,Assz) = (1.0, 1.0),
(0.5, 0.5), and (1.5, 1.5). We then use the global mini-
mum from these results as our maximum-likelihood

point (Acws, Agsz)-
The Fisher matrix in this approach is defined as

’InL
Fad, =\ 302
’ 0A,A,

oCPi

AAy

oc};
o b —1 b
= 0A,,1 (COVf;e,hl.?s-hz)W;

. (28)

Ag=Ay=1

where there is implied summation over p, g, 7, §, by, and
b,. For the case of fixed weights with analytic parameter
dependence, we compute the derivatives in Eq. (28) ana-
Iytically [cf. Eq. (26)]. For varying weights and fixed
weights with parameter dependence determined via SR, we
compute the derivatives numerically with finite differences.

Finally, for the MCMC algorithm we use EMCEE [68]
with the likelihood in Eq. (24) and a mock observation
consisting of the mean of simulated HILC autospectra and
cross spectra over all simulations. The remaining setup of
the MCMC algorithm is the same as described in Sec. VA.

B. Likelihood-free inference

We follow a similar procedure as for the LFI in the
multifrequency power spectrum case, described in
Sec. V B. For the prior, we set a uniform prior centered
on 1 with lower bound (1 —50;_ .1—50; ) and upper
bound (1 +50; .1+ 505 ), whereo;  —and o,  are
the 1D marginalized errors obtained from the multifre-
quency Gaussian likelihood on ACMB and AtSZ, respec-
tively. Note that the prior is kept the same as the prior in the
multifrequency LFI for fair comparison of the resulting
posteriors.

As for the HILC Gaussian likelihood, we perform LFI
with two versions of the HILC method: one in which the
weights are computed once from some fiducial template
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generated at Acyg = 1 = Apgyz, and one in which the
weights are computed independently for each output of
the simulator. For the simulator, we draw Acyp and Aggy
from the prior distribution. Then for each simulation, we
multiply the input CMB map by a factor of \/Acyp and the
ftSZ map by a factor of \/Aygz. We then proceed as usual
with creating maps of two noise splits for each frequency
and performing the HILC operations to construct the data

.. . Tsplit1, Tsplit2
vector comprising the concatenation of C,™" "

CZsplill.fzsplitZ’ Cisplillj"splitZ, and Cisplitl,yspliﬂ. Thus, the data
vector has a total length of 40 since there are ten bins in
each of the concatenated spectra. The remainder of the LFI
setup is the same as described in Sec. V B.

VII. NEEDLET ILC COMPONENT MAP POWER
SPECTRA AS SUMMARY STATISTICS

A. Gaussian likelihood

We follow a procedure similar to that described in
Sec. VIA. Our data vector for the NILC component
map autospectra and cross-power spectra consists of
CZsphtl,Tsth’ Cisphtl,f’sphtZ’ C’ZSPMLTSPIHZ, and Cisphtl,f'sphtZ’
where T'splitl signifies a NILC CMB map produced using
the frequency maps with the first noise split, ysplitl
signifies a NILC Compton-y map produced using the
frequency maps with the first noise split, and similarly
for the second split. The subscript b denotes the multi-
pole bin, where we use ten bins from £ =2 to £ = 250
(one bin contains 24 multipoles, and all other bins contain
25 multipoles).

In the HILC case, we are able to easily compute the
power spectra analytically. However, this is not the case
for NILC, as shown in Ref. [24], due to the nontrivial
contributions of three- and four-point functions of the
components and weight maps. Thus, we build NILC maps
from simulations and compute the power spectra directly
from these. To produce the NILC maps and weight maps,
we use PYILC' [17,36]. We use needlet filters that are the
difference of successive Gaussians, where the Gaussians
have full width at half maximum (FWHM) values of 300,
120, and 60 arcmin, resulting in four needlet filter scales.
The fourth filter is modified slightly such that the filters
satisfy the needlet filter power preservation constraint, i.e.,
that 3, (h(f”))2 =1 at each Z. The filters are shown in
Fig. 2. Examples of the resulting NILC component maps
and weight maps are shown in Appendix A.

In the HILC case, we implement two variants: one with
fixed ILC weights (i.e., weights that are not recomputed
for every simulation realization) and one with varying
ILC weights (i.e., weights that are recomputed for every
realization). In the NILC case, we only use varying

4https://github.com/jcolinhill/pyilc.

1.01
0.81
0.6

0.41

0.21

0.01

0 50 100 150 200 250
¢

FIG.2. Needlet filters hf/,") used in our simulations for the NILC
pipeline, found by taking the differences of successive Gaussians
of FWHM 300, 120, and 60 arcmin.

weights, meaning that the weight maps are determined
separately for every simulation. This is necessary so that the
NILC algorithm can capture meaningful spatially varying
information within each simulation. In particular, on a
single simulation, the pipeline is as follows:

(1) Simulate four frequency maps (maps of two noise
splits for each of the two frequencies).

(2) For each split, run PYILC to build a NILC CMB-
preserved map (e.g., to build a CMB NILC map for
the first split, feed in the 90 GHz Split 1 and
150 GHz Split 1 maps as input to the code and
specify preservation of the CMB component).
Repeat the same procedure for the (amplified)
Compton-y NILC map. Thus, for each simulation
we have four NILC maps: Tsplitl, Tsplit2, psplitl,
and Psplit2.

(3) Compute the elements of the data vector (i.e.,
the power spectra): CZSphtl,TsphtZ, CIY;Sphtl,jvsth,

Cisplitl,i"spliﬂ, and Cy;splitl,j*splial

We then use the same Gaussian likelihood as in Eq. (24),
except that the spectra are now NILC spectra instead of
HILC spectra. To determine the parameter dependence

C(Acump. Agsz), we follow the same symbolic regression
procedure that is described in Sec. VI A 2. In Appendix B,
we show examples of the expressions and parameter
dependence we obtain from symbolic regression, and
compare them to those obtained in the HILC case.

We compute the covariance matrix used in the Gaussian
likelihood directly via 2000 simulations of the above
pipeline. A correction factor is applied to the inverse of
the NILC power spectrum covariance matrix, as is done
in Sec. VA for the multifrequency power spectrum covari-
ance matrix [66]. We then proceed with the MLE,
Fisher matrix, and MCMC procedures, as described in
Sec. VI A 3. In Fig. 3, we show the correlation matrix and
covariance matrix from these NILC simulations and com-
pare them to the HILC correlation and covariance matrices
for both the fixed-weights and varying-weights cases
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FIG. 3.
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—0.5

- - ~1.0
0—24
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Correlation matrices (top row) and absolute value of covariance matrices (bottom row) computed via 2000 simulations, as used

in our Gaussian likelihoods. These matrices are shown for the NILC pipeline (left), HILC with varying weights pipeline (middle), and
HILC with fixed weights pipeline (right). Within each subplot, there is a grid of nine squares, corresponding to elements of the

. . N T3
covariance and correlation among CL7, C,”,

Tsplitl $splic2
Here CT7 corresponds to ¢ P11l

and C? for each of the ten multipole bins increasing from left to right and top to bottom.

and we omit the other split combination for concision since it behaves similarly. The 7" maps are in

units of Kcyg, while the $ maps are in dimensionless Compton-y units.

(described in Sec. VI). In all cases, the non-Gaussianity of
the tSZ field is evident from the off-diagonal contributions

to COV(C? , C? ), and the propagation of that field as a

contaminant to the Cov(Cﬁ, CZ:T) covariance can be seen.
However, we see that this contamination is lowest in the
NILC case, where the Cov(C;f, C;f) is roughly diagonal.
We also note that the varying-weights HILC does better
than the fixed-weights HILC, as expected since the varying
weights can account for (isotropic) harmonic-space fluc-
tuations in individual simulations. As further confirma-
tion that NILC better cleans contaminants, we show the
mean HILC (in the varying-weights case) and mean NILC
spectra from 2000 simulations in Fig. 4. From this figure,
it is evident that NILC better suppresses contamination
and recovers spectra that are closer to the underlying
ground truth.

B. Likelihood-free inference

We follow a similar procedure to that used for the LFI in
the multifrequency-power-spectra and HILC-power-spectra

cases, described in Secs. VB and VIB, respectively.
For the prior, we set a uniform prior centered on 1 with
lower bound (1 -50;, .1—50; ) and upper bound
(l + SGACMB’ 1+ SGAﬂSZ
1D marginalized errors obtained from the multifrequency

), where o3 and o;  are the
CMB ftSZ.

Gaussian likelihood on ACMB and AtSZ, respectively. Note
that the prior is kept the same as the prior in the multi-
frequency and HILC LFI for fair comparison of the
resulting posteriors.

For the simulator, we draw Acyg and Aggz from the prior
distribution. Then for each simulation, we multiply the
input CMB map by a factor of \/Acyg and the ftSZ map by
a factor of \/Aggz. We then proceed as in the Gaussian-
likelihood case with creating maps of two noise splits for
each frequency and performing the NILC operations to
construct the data vector comprising the concatenation of
Czsplitl,Tsp]itZ’ Czsplitl,jzsplitZ, Cisplitl,Tsp]itZ, and Cisp]itl,jzsplitZI

Thus, the data vector has a total length of 40 since there are
ten bins in each of the concatenated spectra. The remainder
of the LFI setup is the same as described in Sec. V B.
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FIG. 4. Mean ILC spectra over 2000 simulations, for NILC and HILC (with varying weights, i.e., weights determined separately for
each of the simulations). Solid curves show the ground truth spectra for the CMB (blue), CMB x amplified Compton-y (red), and

amplified Compton-y (green). Dashed curves show HILC spectra: C;T (light blue), C;j’ (orange), and Cf,}ﬁ (lime green). Dotted curves

show NILC spectra: C;f (cyan), C? (salmon), and C? (olive). Here T represents a CMB-preserved ILC map, and § represents an ILC

Tsplitl Psplit2

map that preserves the tSZ signal. Each of the spectra are computed using noise splits (here C?’ isreally C, and the other split
combination is omitted for concision since it behaves similarly). The 7" maps are in units of Kcyg, and the $ maps are in dimensionless

Compton-y units.

VIII. WHEN ARE THE HARMONIC ILC AND
MULTIFREQUENCY POWER SPECTRUM
INFERENCE METHODS ANALYTICALLY

EQUIVALENT?

A. General setup

In this section, we perform analytic calculations to
compare parameter covariances derived from HILC map
power spectra and template fitting to multifrequency
autospectra and cross-power spectra. We determine the
conditions under which these two inference methods are
exactly equivalent, and explicitly prove this result. For all
calculations here, we assume a Gaussian likelihood for both
approaches. We also assume no #-space binning, but the
results also hold in the limit of small bin widths. Finally, for
clarity and concision we do not use different noise splits of
the data, though the results hold in that case as well.

We prove the equivalence of the parameter Fisher
matrices, and thus the final parameter covariance matrices,
at a single multipole £ (or for a single narrow bandpower).
This immediately generalizes to fitting all multipoles
simultaneously, as long as the power spectrum covariance
matrix is diagonal in #. The Fisher matrix for the multi-
frequency approach is given by Eq. (19):

aCcy . kom OCE

mult __ 4 —1\ij.km 7

Py = 22, CvIET S )
ij km a A, =1=Ay

where ij, km can each take on Nyeq(Ngeq + 1)/2 values.
For example, if there are two frequency channels, then
ij,km can each take on three values: one for each
frequency-frequency autospectrum, and one for the
frequency-frequency cross-spectrum. Since we consider
only a single # here, there is no sum over , £, as would
be present in the general form of the above equation. The
Fisher matrix for the HILC approach is given by Eq. (28):

pime = 3 590 gy ypan 02 (30
Ady £ £ 0A, C0As |, iy
rqg rs a— L=4p

where the number of values that pg, 7§ can take on is more
complicated than in the multifrequency case and is exam-
ined in detail in the next subsection. The power spectra of
HILC maps are easy to model. In particular, from Eq. (25),
we have

acy’ ip, 34 0C7 oCcy ki 13 9CE
= wtwy? —% and = wyiwy —.

0A, Z 0A, 0Ap ; 2 0Ay
(31)

The covariance matrix for the HILC component map
autospectra and cross-power spectra is (at a single £)
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Covl47™ = COV(C[;?], C”)
Z wf wf wf wZ’jCOV(C’g,C’;’”), (32)

i.j.k,m

where here we are summing over individual frequencies,
Le., i, j, k, [ each take on Ng., possible values. Then
we have

ac”
HILC _ ip Ja~e

x (Zi’j’kl pw’ qwf waCov(C?,C’;l))_1

(e )

Here we have assumed fixed HILC weights, e.g., as would
be determined once from the actual data and applied to
every simulation. Thus, the weights are not parameter-
dependent quantities [if they were, then the derivatives in
Eq. (31) would be more complicated]. Note that there are
some subtleties in the indexing. In particular, we must
define some mapping from pg to individual p and g, and
similarly for 75. This is discussed in the next subsection.

(33)

Ag=1=A,

B. Number of components vs number of frequencies

FHILC

We prove the equivalence of F g‘“}; and analytically
allp

for specific numbers of frequencies and sky components
In all cases, we assume an arbitrary frequency-frequency
covariance matrix that is diagonal in #, unless otherwise
noted. The Gaussian covariance matrix as in Refs. [72,73] is
an example of such a covariance matrix. Because of the
lengthy algebraic expressions in the following analysis, we
provide Mathematica notebooks demonstrating each of these
results in our GitHub repository NILC-Inference-Pipeline.

1. Two components, two frequencies

This is the simplest case and is also the one we consider
in our full simulation-based pipelines. We assume an
arbitrary diagonal frequency-frequency power spectrum
covariance matrix for this proof, but we do not assume
that this covariance matrix is Gaussian. For concreteness,
let us assume two frequency channels, e.g., 90 and
150 GHz. Moreover, we assume two sky components,
the CMB and tSZ fields, and their respective minimum-
variance HILC maps, 7 and §. In this case, we have that
ij, kme {90 x 90,90 x 150, 150 x 150}. This yields a
rank-3 frequency-frequency covariance matrix at each 2,

ij.k . Aa
Cov}j’ ™. Since there are two components, we have pg €

{TT,79,99}. The covariance matrix Cov2?" has a rank

of 3, as can immediately be seen via the construction in
Eq. (32) in terms of Cov’;’km. Thus, the HILC data vector

comprises all three spectra C17, CT} CY. Using that HILC
data vector, the parameter covariance matrix elements from
HILC and multifrequency power spectra are equal.

2. Three components, two frequencies

Let us now suppose that we have three components
whose HILC maps are denoted 7', , and J. Suppose we let
CP? take on values of all the component autospectra and
cross spectra, ie., CL'e{CLT C}’, CY, C?, ct, C';J}.
We would then have a 6 x 6 HILC power spectrum co-
variance matrix. However, this matrix actually only has a
rank of 3 since it is built from the rank-3 frequency-
frequency power spectrum covariance matrix, and we
must thus remove linearly dependent rows and columns
to make the covariance matrix invertible. In particular, the
rows and columns corresponding to the elements of the
data vector in the following sets are linearly dependent:
{CI7.cl, ey, (¢ .l ¢y, and (..
Using C2%e{CIT ), C¥'} as our fundamental HILC
data vector thus solves this problem. Using this construc-

tion in Eq. (33), we find that F ZIHAC F X‘“j‘t , and thus the

HILC and multifrequency—power—spectrum methods yield
identical parameter covariance matrix elements. (The ana-
lytic demonstration can be found in the Mathematica
notebooks in NILC-Inference-Pipeline. )

3. Two components, three frequencies

For concreteness, suppose that the three frequency
channels are 90, 150, and 220 GHz. Then there are six
possible values for each of ij and km: ij, km € {90 x 90,
150 x 150,220 x 220,90 x 150,90 x 220, 150 x 220}. The
frequency-frequency power spectrum covariance matrix
thus has a rank of 6. Since there are two components in the
sky model (let us call their associated HILC maps T and ),

the largest possible HILC data vector is {CIT,CL’, C¥'}.
This would result in a HILC power spectrum covariance
matrix of rank 3, which is less than the rank of the frequency-
frequency power spectrum covariance matrix. As a result,
the two methods do not yield identical parameter co-
variance matrix elements in this scenario. Analytically,
it is not obvious which one has a larger covariance,
but numerically, we find that the parameter covariance
matrices are actually nearly identical in practice (see
Appendix D).

4. Three components, three frequencies

Suppose that the three frequency channels are 90, 150,
and 220 GHz. Then there are six possible values values for
each of ij and km: ij, km €{90 x 90, 150 x 150,220 x 220,
90 x 150,90 x 220,150 x 220}. The frequency-frequency
power spectrum covariance matrix thus has a rank of 6. Let
the HILC maps of the three sky components be denoted as
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T, 9, and J. Then p§ may take on values of all the auto-
spectra and cross spectra, ie., pge{CL',C;, C¥,

C? , C? , C’;J}. This matrix also has a rank of 6 since it
is built from the frequency-frequency covariance matrix of
rank-6. Thus, in this case we can use all the possible
autospectra and cross spectra in the HILC data vector.
Because of computational constraints of running this
scenario entirely analytically, we assume a Gaussian
frequency-frequency power spectrum covariance matrix
and derive analytic results for the final Fisher matrices
in both the HILC and multifrequency power spectrum
approaches. Testing several numerical setups, we then
find that the HILC and multifrequency approaches yield
identical parameter covariance matrices, as in the two-
component, two-frequency case considered above.

5. General conclusions

Based on these simple examples, we can extrapolate

some general conclusions:

(i) When the number of frequencies is equal to the
number of components, we can use all possible
HILC map autospectra and cross spectra in the data
vector for the HILC approach, and the two ap-
proaches yield identical results for the final para-
meter covariance matrix.

(i) When there are more components than frequencies,
the rank of the HILC power spectrum covariance
matrix is limited by the rank of the frequency-
frequency power spectrum covariance matrix, and

1 Multifrequency LFI
I HILC (weights once) LFI
Bl HILC (weights vary) LFI
Il NILC LFI

1 1
0.95 1.00 1.05 06 08 1.0 1.2

AcmB Agisz

FIG. 5.

we must thus limit the number of spectra in the
HILC data vector. After doing so, we find that the
two approaches also yield equal parameter covari-
ance matrices.

(iii) When there are more frequencies than components,
the rank of the HILC power spectrum covariance
matrix is necessarily less than that of the frequency-
frequency power spectrum covariance matrix. Thus,
the two methods do not give equivalent results
analytically, though numerically we find that they
do give nearly identical results, with the HILC
posterior often being very slightly larger (see
Appendix D).

IX. COMPARING POSTERIOR DISTRIBUTIONS
FROM SIMULATIONS

In this section, we compare the simulation-derived
posteriors obtained from the multifrequency power spec-
trum, harmonic ILC, and needlet ILC approaches. The
posterior distributions for both LFI and the Gaussian
likelihood (with posteriors computed via MLE here) are
shown in Fig. 5. In both cases, we see that NILC
significantly shrinks the area of the 2D posterior compared
to the other approaches. In particular, we see an approx-
imately 60% reduction in the area of the 68% confidence
interval 2D posterior (in the elliptical approximation,
discussed further in Appendix D) using NILC power
spectra as compared with multifrequency power spectra
as summary statistics for LFI. Figure 6 compares the
posteriors from LFI and the Gaussian likelihood for

Multifrequency

Gaussian Likelihood
HILC (weights once)
Gaussian Likelihood
(Analytic)

HILC (weights once)
Gaussian Likelihood (SR)
HILC (weights vary)
Gaussian Likelihood

NILC
Gaussian Likelihood

1.5F 1

AN

Lot AD) '

0.5 L 1 L 1 L 1 1
0.95 1.00 1.05 0.6 1.0 1.4 1.8

Agisz,

AcmB Agsz

Parameter posteriors obtained via LFI (left) and Gaussian likelihoods (right). In both figures, we compare the results using

various summary statistics: multifrequency power spectra (described in Sec. V), HILC power spectra (with a few variants based on
weight determination and parameter dependence determination that are described in Sec. VI), and NILC power spectra (described in
Sec. VII). For LFI, we use 40000 simulations for each pipeline. For the Gaussian likelihood, we use 2000 simulations and show the
distribution of maximum-likelihood estimates from each simulation. It is evident that the area of the 2D posterior is significantly smaller
in the NILC pipeline than the traditional multifrequency pipeline, suggesting that NILC is a useful transformation of the data to use in
parameter inference pipelines when there are non-Gaussian sky components.
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FIG. 6. Comparison of posteriors from LFI to those from a Gaussian likelihood for all the summary statistics considered in this work.
We show posteriors for the Gaussian likelihood, LFI, and LFI shifted such that the posterior is centered on 1.0 for both parameters. The
Gaussian likelihood is inaccurate in the presence of the highly amplified non-Gaussian tSZ field.

each of the pipelines to assess whether the Gaussian
likelihood is a valid assumption. We predict that it is not
a good assumption since, if we histogram the value of
one summary statistic in one bin from several simula-
tions, the histogram is non-Gaussian. From the changes
in the posteriors (computed in the Gaussian likelihood
versus with LFI), we see that it is indeed an imperfect
assumption. Table II shows the numerical values of 1D
marginalized posteriors for all the methods considered in
this work.

As a consistency check, we also run all of the pipelines in
this work using a setup containing only Gaussian random
fields (i.e., we generate Gaussian realizations of the ftSZ
field using a fiducial power spectrum). In this situation,
there should be no advantage to performing NILC over
HILC, and moreover, the Gaussian likelihood should yield

the same results as LFL’ This is explored in Appendix C,
where we find that this is indeed the case, and the posteriors
from all methods are nearly identical.

As discussed in Sec. VIIIB, when the number of
frequencies is equal to the number of components in the
sky model (as is the case here), the HILC fixed-weights
pipeline and multifrequency-power-spectra pipeline must

SWhen data are cosmic-variance limited, LFI is more optimal
and less biased than the Gaussian likelihood, even when every
field in the problem is Gaussian. This is because the covariance
matrix in the Gaussian likelihood is actually a parameter-
dependent quantity, but generally treated as parameter indepen-
dent, while LFI can learn such a dependence [74]. However, in
the situation studied here, there is non-negligible instrumental
noise, so the data are not cosmic-variance limited, and thus we
expect the two approaches to yield nearly identical results.
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TABLE II.

Parameter constraints for all the methods considered in this work. See Secs. V-VII for information on

using multifrequency power spectra, harmonic ILC power spectra, and needlet ILC power spectra as summary
statistics, respectively. We present 1D marginalized posterior values obtained with the different summary statistics
using both likelihood-free inference and a Gaussian likelihood. For the Gaussian likelihood, we compute posteriors
using maximum-likelihood estimation (MLE), Fisher matrix calculations, and a Markov chain Monte Carlo
(MCMC) algorithm. Note that we do not quote a central value for the Fisher matrix calculation since it only predicts
the error bars (which are assumed to be symmetric in the Fisher approximation).

Pipeline (on non-Gaussian simulations)

Acmp

Agisz

Multifrequency PS
-Gaussian likelihood
-Analytic parameter dependence

Multifrequency PS
-Likelihood-free inference

Harmonic ILC

-Fixed weights

-Gaussian likelihood

-Analytic parameter dependence

Harmonic ILC

-Fixed weights

-Gaussian likelihood

-Parameter dependence from symbolic regression

Harmonic ILC

-Fixed weights

-Likelihood-free inference

Harmonic ILC

-Varying weights

-Gaussian likelihood

-Parameter dependence from symbolic regression
Harmonic ILC

-Varying weights

-Likelihood-free inference

Needlet ILC

-Gaussian likelihood

-Parameter dependence from symbolic regression

Needlet ILC
-Likelihood-free inference

MLE: 1.001 £ 0.017
Fisher: _ +0.017
MCMC: 1.000 £+ 0.016

0.999 £+ 0.020

MLE: 1.001 + 0.017
Fisher: _ +0.017
MCMC: 1.00010017

MLE: 1.000 £ 0.017
Fisher: __£0.017
MCMC: 0.9996 £ 0.017

1.001 £ 0.017

MLE: 1.000 £+ 0.016
Fisher: _ +0.016
MCMC: 1.002 £0.016

1.000 £ 0.015

MLE: 1.001 + 0.022
Fisher: __ 4+0.022
MCMC: 1.001 £ 0.022

1.020 +0.019

MLE: 0.9990:19
Fisher: _ +0.16
MCMC: 0.99 £0.16

0.88 £0.11

MLE: 0.9990?
Fisher: _ +0.16
MCMC: 1.01 £0.16

MLE: 1.007019
Fisher: _ +0.16
MCMC: 0.999 £ 0.16

0.87 £0.11

MLE: 1001718
Fisher: _ +0.11
MCMC: 1.03570473

0.87 £ 0.11

MLE: 1.001 + 0.055
Fisher: __+0.052
MCMC: 10071558
0.956 £ 0.049

yield identical results for the Gaussian-likelihood analysis.
We have shown that when the number of components is
greater than the number of frequency channels, the fixed-
weights HILC power spectrum covariance matrix becomes
singular if we make HILC maps for every component in the
sky model and use all of their autospectra and cross-power
spectra in the data vector. A natural question is whether the
same would be true for NILC power spectra, which have
nontrivial scale-dependent coupling. Using our simula-
tions, we show that, to within our numerical precision, the
determinant of the NILC power spectrum covariance matrix

is zero in such a situation. Specifically, we demonstrate this
on a setup very similar to the main one used in the simula-
tions, but with an added Gaussian realization of the CIB
field, assuming a modified blackbody SED [75] with an
effective dust temperature of 20.0 K and spectral index of
1.45. With this setup, we also verify numerically that the
HILC power spectrum covariance matrices are singular for
both variants of the HILC pipeline (fixed weights and
varying weights). The implication is that, for both the HILC
and NILC inference approaches, if the number of compo-
nents is greater than the number of frequency channels, one
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must carefully construct the fundamental data vector such
that the elements are linearly independent (i.e., one should
not use the autospectra and cross spectra of every compo-
nent ILC map in the data vector).

We also examine how the results change when varying
the frequency channels used or when increasing the number
of frequency channels to three (while still keeping just
two components). These results are shown in Appendix D.
In all cases, using NILC power spectra as summary
statistics either shrinks or yields the same area of the 2D
posterior as compared with using multifrequency power
spectra as summary statistics. This method thus has
significant promise in yielding tighter parameter constraints
from ongoing and upcoming CMB experiments.

X. DISCUSSION

In this paper we have considered several methods for
inferring parameters describing the power spectra of
physical sky components from multifrequency mm-wave
data. We have shown that using autospectra and cross
spectra of HILC maps in a Gaussian likelihood yields the
same final parameter error bars as the traditional approach
of fitting templates to multifrequency autospectra and
cross-power spectra, with caveats of which HILC spectra
to include in the data vector based on the number of
frequency channels and number of sky components (dis-
cussed in Sec. VIII). Specifically, when the number of sky
components is greater than or equal to the number of
frequency channels, we have analytically shown that
performing inference with harmonic ILC power spectra
(with fixed weights) yields identical parameter covariance
matrices as performing inference with multifrequency
power spectra on Gaussian random fields. However, the
power spectra of HILC maps only contain Gaussian
information, and many mm-wave foreground fields vary
spatially on the sky and are non-Gaussian. Thus, NILC is a
better candidate to capture such additional information. In
previous work, we derived an analytic expression for the
autospectra and cross spectra of NILC maps in Ref. [24],
finding a nontrivial parameter dependence. In this work, we
have estimated this parameter dependence from simulations
using symbolic regression, and have then performed a
maximum-likelihood analysis to show that NILC reduces
the area of the 68% confidence interval 2D posterior on
CMB and ftSZ amplitude parameters by 60%, with results
summarized in Table II and 2D and 1D marginalized
posterior distributions shown in Fig. 5.

Because the weight maps are functions of the fields, the
results of Ref. [24] demonstrate that the parameter depend-
ence of NILC power spectra is highly nontrivial. With
NILC, the exact dependence of the weight maps on the
fields is complex, so we must estimate this dependence

using simulations and symbolic regression to avoid assum-
ing a specific functional form. Figure 10 in Appendix B
shows the complexity of this dependence, which depends
on the exact amplitude of each component. In some cases,
we note that when the amplitude of some component
increases, its contribution to the NILC power spectrum of
another component actually decreases since the weight
maps then prioritize suppressing this contaminant over
the others. With such complex parameter dependence, and
given that in many situations the Gaussian likelihood is an
imperfect assumption, LFI is a much simpler and more
accurate approach for determining parameter posteriors in
the presence of non-Gaussian contaminants. Similar to the
case when using the Gaussian likelihood, we find that
performing LFI with NILC power spectra as summary
statistics reduces the area of the 68% confidence interval
2D posterior on CMB and ftSZ amplitude parameters by
60% as compared with performing LFI with multifre-
quency power spectra as summary statistics.

In Appendix D we examine various frequency combi-
nations and how they impact the results of the different
summary statistics. In all cases, NILC either maintains or
shrinks the area of the 2D posterior, showing that NILC
component map power spectra are powerful summary
statistics. In our setup, we have used 40,000 simulations
in the LFI, using a single round of NPE with a uniform
prior. To be more efficient in the number of simula-
tions, one could use sequential neural posterior estima-
tion (SNPE), running the NPE procedure in multiple
rounds [50-53]. In the first round, parameters are sampled
from the prior and used to generate simulations, learning an
initial posterior. In subsequent rounds, parameters are
sampled instead from the current learned posterior rather
than the prior. Another modification to be more efficient in
the number of simulations is to use a very wide Gaussian
prior rather than a uniform prior.

Here we have demonstrated our result on a somewhat
contrived scenario in which the tSZ field is amplified by a
factor of 150, but we would expect similar trends in the
error bars with the usual tSZ field at high #, in particular,
beyond # = 2000 where the tSZ signal amplitude surpasses
that of the CMB at 90 GHz. Moreover, we would expect
such large error bar reductions in other cases where non-
Gaussian foregrounds dominate over the signal of interest,
as is the case when searching for primordial B modes, for
which the non-Gaussian dust dominates. With the latest
constraint on the tensor-to-scalar ratio of rqgs < 0.036 [5],
the dust amplitude is approximately a factor of 10-100
times larger than the CMB B-mode amplitude at 150 GHz
for 2 <7 <500 (see Fig. 12 of Ref. [76]), depending on
the region of sky analyzed. This ratio is even larger than the
ratio in our toy model of the ftSZ to CMB (which is within
a factor of a few, cf. Fig. 1). The current limitation in
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demonstrating our NILC approach on the example of
primordial B modes and polarized dust is the need for
many realistic anisotropic, non-Gaussian simulations of the
dust field. However, progress has been made toward such
simulations in recent work [77-79], and is also the focus of
follow-up work in preparation.

This work demonstrates the ability of NILC to capture
non-Gaussian information, as well as the constraining
power that such information can have on parameters. It
thus motivates further methodological development for
using NILC-based inference or other techniques that
efficiently capture information beyond two-point statistics
in analyses of the mm-wave sky.
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APPENDIX A: ILC MAPS AND WEIGHT MAPS

In this appendix we show images of component maps
and ILC weight maps. For the harmonic ILC pipeline, we
compute the spectra that comprise the data vector analyti-
cally, as described in Sec. VI. However, one can also
explicitly construct a HILC map and then compute the
power spectrum of that map. In Fig. 7, we compare the
analytic spectra to the map-based spectra, confirming that
the results are effectively identical.

In Fig. 8, we compare the reconstructed CMB and
amplified Compton-y maps from the NILC and HILC
pipelines. The reconstructed amplified Compton-y maps
look very similar. However, in the reconstructed CMB
maps, one can see some bright spots in the HILC map that
are not present in the input CMB map or NILC CMB map.
These coincide with bright spots in the ftSZ map. Thus, this
is an example of how HILC does not optimally clean out
non-Gaussian contaminants, but NILC does.

Figure 9 shows the NILC weight maps used for the
construction of both the CMB-preserved NILC map and
ftSZ-preserved NILC map. These weight maps are built
from the same map realizations shown in Fig. 8. We see
that the weight maps have the general appearance of the
contaminant field since the purpose of the weight maps is to
suppress contamination. For example, the weight maps for
a CMB-preserved NILC map roughly mimic the structure
of the ftSZ map in Fig. 8.

x10-8
—— CMB HILC (from map)
1.51 CMB HILC (analytic)
Amplified Compton-y HILC (from map)
— Amplified Compton-y HILC (analytic)

FIG. 7. Comparison of harmonic ILC spectra computed ana-
lytically as described in Sec. VI (dotted curves) and spectra
computed from a map-based HILC operation using PYILC (solid
curves) for a single simulation. The curves are shown in units of
K? for the CMB spectra and dimensionless Compton-y units for
the Compton-y spectra. Harmonic ILC weights are computed
with AZ = 20 (see Sec. VI). There is no #-space binning shown
in the plot.
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FIG. 8. Comparison of input CMB and amplified Compton-y maps to the maps reconstructed via NILC and HILC. Residual bright
spots resulting from ftSZ contamination are present in the CMB HILC map but not in the CMB NILC map, demonstrating the ability of
NILC to better clean non-Gaussian contaminants.
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90 GHz 150 GHz

0.416 [ 1 0.526
Scale 1 Scale 1
90 GHz 150 GHz
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90 GHz 150 GHz

-0.0475 [ 1 0.182
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-1.47 E . . -0.351 [ ] -0.095 -0.225 [ 1 0.204

FIG. 9. NILC weight maps for a preserved CMB component (left two columns) and preserved tSZ component (right two columns),
generated with PYILC, for a sky model consisting of the CMB, amplified tSZ signal (ftSZ), and noise. The maps are shown for 90 and
150 GHz at each needlet filter scale, with scale O corresponding to the lowest-£ scale and scale 3 corresponding to the highest-Z scale.
The CMB and {tSZ maps underlying the frequency maps from which these NILC weight maps are produced are shown in Fig. 8. The
CMB weight maps are unitless, and the Compton-y weight maps have units of 1/K such that the output NILC map is in dimensionless
Compton-y units.
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APPENDIX B: PARAMETER DEPENDENCE
FROM SYMBOLIC REGRESSION

In this appendix we discuss results for determining the
parameter dependence of HILC and NILC power spectra
via symbolic regression. The details of this procedure are
presented in Sec. VI A 2. In Fig. 10 we show the values of
fl’;’q(ACMB,AﬁSZ) from Eq. (27) for the different p, § and
different methods considered in this work. Since f) is
a separate function for each bin, we choose one bin
for which to plot the results (here it is b =5, which

NILC CfT

1.2

Agsz
=
[e=}

1.2

Agsz
=
o

NILC ¢77

HILC (weights vary) CIT  HILC (weights vary) CeT v

HILC (weights fixed) C/7  HILC (weights fixed) ng

corresponds to a mean multipole of £ = 138). We show the
values of f, for the region of parameter space around the
fiducial ACMB =1= AftSZ'

We also show the analytic expressions output by the
regressor for bin 5 in Table III. From these expressions, we
see that the regressor may be slightly overfitting (for
example, this is apparent from the term involving Aygy
in the expression for NILC CZ?), but this is not important
for our purposes here. We simply require expressions that
give smooth and accurate parameter dependence around the
fiducial ACMB =1= AﬂSZ'

NILC ¢¥?

HILC (weights vary) C¥7

HILC (weights fixed) C¥?

1.2

Agsz
o
o

1.0 1.2
AcmB

1

ACMB

ACMB

FIG. 10. Visual representation of the parameter dependence of ILC component map power spectra obtained via symbolic regression
for NILC power spectra (top row), HILC power spectra with weights determined separately for each simulation (middle row), and HILC
power spectra with weights determined from a fiducial template and then applied to every simulation (bottom row). Parameter

dependence is shown for the different elements of the data vector: C;T (left), C? (middle), and C? (right). In particular, we plot
ff‘?(ACMB,AﬂSZ) from Eq. (27), where b = 5 here, corresponding to a mean multipole #Z = 138.
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TABLE III. Parameter dependence of ILC power spectra obtained via symbolic regression for NILC power
spectra, HILC power spectra with weights determined separately for each simulation, and HILC power spectra with
weights determined from a fiducial template and then applied to every simulation. Parameter dependence is shown

for the different elements of the data vector: C ZT, C ;‘ , and C?. In particular, we show the resulting expressions for

ff;"?(ACMB,AﬁSZ) from Eq. (27), where b = 5 here, corresponding to a mean multipole £ = 138.

Spectrum Expression

NILC CI7, 0.57870084Acyp — 1.53680702801541 x 1075 (Agsz)? + 0.42053628
75 Acmp—1/Ansz

NILC C,:A:5 exP(ACMB/Aﬁsz+/2737616)

NILC CJY 0.03574537Acwp — 0.03574537(Agsz)? + Ansy,

HILC (weights vary) CZZS
HILC (weights vary) CZiS
HILC (weights vary) Civz s
HILC (weights fixed) C/Z
HILC (weights fixed) C}’
HILC (weights fixed) Ci‘: 5

exp{[(Acwp)* — Ansz] X exp(—2Acue) }
exp{0.229318024cypp — 0.22931802 x SPlam—Awsz)y

ftSZ

0.036737457Acyp — 0.036737457(Apsz)? + Agsz

0.5588486A ¢y + 0.4411514A 57
0.24519494Acyp + 0.75480506A 7

0.076038094388331Acpp + 0.923961905611669A s,

APPENDIX C: RESULTS ON GAUSSIAN
RANDOM FIELDS

In this appendix we present the same results as in
Sec. IX, but evaluated on simulations containing only
Gaussian random fields. The CMB and noise remain the
same as described in Sec. IV, but the ftSZ field is now a
Gaussian random field as well. Specifically, we take the

I Multifrequency LFI
B HILC (weights once) LFI
I HILC (weights vary) LFI
Il NILC LFI

T : T
1.02 F g
Lot [ N\ g
N [
£ 100F | ) E
< ‘ Il
0.99 \ ))
0.98 |- g
1 1 1 1
096 100  1.04  0.98 1.00 1.02
AcmB Agisz,

FIG. 11.

power spectrum of one tSZ map generated via HALOSKY,
where the map is amplified by a factor of 150. Then for
each simulation, we generate a Gaussian realization of that
power spectrum. With all Gaussian random fields, we
expect that the posterior distributions should be nearly
identical for all of the methods considered in this work. In
particular, the Gaussian likelihood should be equivalent to

Multifrequency

- Gaussian Likelihood
HILC (weights once)
B Gaussian Likelihood
(Analytic)
HILC (weights once)
- Gaussian Likelihood (SR)
HILC (weights vary)
- Gaussian Likelihood
_ NILC
1.02 - Gaussian Likelihood
1.01F 1
N
L 100} g
<
0.99 - —
0.98 - —
1 1 1 1 1 1
0.95 1.00 1.05 0.98 0.99 1.00 1.01
Acmb Atrsz,

Parameter posteriors obtained via LFI (left) and Gaussian likelihoods (right) using simulations containing only Gaussian

random fields (here the ftSZ field is a Gaussian realization of an amplified template tSZ power spectrum). In both figures, we compare
the results using various summary statistics: multifrequency power spectra (described in Sec. V), harmonic ILC (HILC) power spectra
(with a few variants based on weight determination and parameter dependence determination that are described in Sec. VI), and NILC
power spectra (described in Sec. VII). For LFI, we use 30000 simulations for each pipeline. For the Gaussian likelihood, we use 2000
simulations and show the distribution of maximum-likelihood estimates from each simulation.
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FIG. 12. Comparison of posteriors from LFI to those from a Gaussian likelihood for all the summary statistics considered in this work,
computed on simulations consisting only of Gaussian random fields. The Gaussian likelihood is a reasonable assumption when every

field in the simulation is a Gaussian random field.

likelihood-free inference since the Gaussian likelihood
assumption must hold when every field in the problem
is Gaussian random.’ Moreover, without the presence of
large non-Gaussian fields, we would expect that there is no
additional information for NILC to extract that is not
already encompassed by the two-point functions contained
in the multifrequency power spectra. Thus, we also expect
that using multifrequency power spectra, HILC power
spectra, and NILC power spectra as summary statistics
should all yield nearly identical results. We use this fact to

®Strictly speaking, this is only true for sufficiently high Z—at
low ¢ there can still be deviations from Gaussianity in the
likelihood due to the small number of harmonic modes, as
described in, e.g., Ref. [89].

validate all of the methods presented in this paper and to
assess the significance of 2D posterior area reductions in
the full non-Gaussian ftSZ field case.

The posterior distributions for both LFI and the Gaussian
likelihood (with posteriors computed via MLE here) are
shown in Fig. 11. From these plots, we see that multi-
frequency, HILC, and NILC power spectra yield nearly
identical posteriors. Figure 12 compares the posteriors from
LFI and the Gaussian likelihood for each of the pipelines,
validating the LFI procedure by showing that it recovers the
same results as the Gaussian likelihood in this situation
where we know that the Gaussian likelihood should hold.
Table IV shows the 1D marginalized posteriors for each of
the methods discussed in this work, evaluated on this setup
of only Gaussian random fields.
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TABLE IV. Parameter constraints for all the methods considered in this work, as applied to simulations containing only Gaussian
random fields (here the ftSZ field is a Gaussian realization of an amplified tSZ power spectrum template). See Secs. V-VII for
information on using multifrequency power spectra, harmonic ILC power spectra, and needlet ILC power spectra as summary statistics,
respectively. We present 1D marginalized posterior values obtained with the different summary statistics using both likelihood-free
inference (with 30000 simulations) and a Gaussian likelihood (with 2000 simulations). For the Gaussian likelihood, we compute
posteriors using maximum-likelihood estimation (MLE), Fisher matrix calculation, and a Markov chain Monte Carlo (MCMC)
algorithm. Note that we do not quote a central value for the Fisher matrix calculation since it only predicts the error bars (which are

assumed to be symmetric in the Fisher calculation).

Pipeline (using only Gaussian random fields)

ACMB

AftSZ

Multifrequency PS
-Gaussian likelihood
-Analytic parameter dependence

Multifrequency PS
-Likelihood-free inference

Harmonic ILC

-Fixed weights

-Gaussian likelihood

-Analytic parameter dependence

Harmonic ILC

-Fixed weights

-Gaussian likelihood

-Parameter dependence from symbolic regression

Harmonic ILC

-Fixed weights
-Likelihood-free inference
Harmonic ILC

-Varying weights
-Gaussian likelihood
-Parameter dependence from symbolic regression
Harmonic ILC

-Varying weights
-Likelihood-free inference
Needlet ILC

-Gaussian likelihood
-Parameter dependence from symbolic regression

Needlet ILC
-Likelihood-free inference

MLE: 1.000 +0.016
Fisher: __40.016
MCMC: 0.999 4+ 0.015

1.002 £0.016

MLE: 1.000 + 0.016
Fisher: _ +0.016
MCMC: 0.999 £0.016

MLE: 1.000 4+ 0.016
Fisher: _ +0.016
MCMC: 0.9997 £0.016

1.001 +£0.016

MLE: 1.001 + 0.015
Fisher: _ +0.015
MCMC: 1.002 +0.015

1.000 +0.014

MLE: 1.001 £0.015
Fisher: _ +0.015
MCMC: 1.000 +0.016

1.001 £ 0.015

MLE: 0.99998 4 0.0064
Fisher: __40.0065

MCMC: 0.99997 + 0.0064

0.9994 £ 0.0068

MLE: 0.99998 £ 0.0064
Fisher: __£0.0065

MCMC: 1.0001 £ 0.0064

MLE: 1.0000 + 0.0064
Fisher: __4+0.0065

MCMC: 1.0006 £ 0.0062

0.9996 £ 0.0065

MLE: 0.99995 £ 0.0064
Fisher: __+0.0064

MCMC: 0.9995 £ 0.0064

0.9995 £ 0.0062

MLE: 1.0000 + 0.0064
Fisher: _ +0.0064

MCMC: 1.0002 + 0.0064

0.9997 £ 0.0065

APPENDIX D: EFFECTS OF VARYING
FREQUENCY CHANNELS

In Sec. IX we consider a toy model in which we use two
frequency channels: 90 and 150 GHz. In this appendix, we
consider various other combinations of frequency channels
to forecast the impact of NILC on parameter constraints.
Our physical sky model is identical to that in Sec. IX,
comprising the CMB and ftSZ fields, but we evaluate these
at different sets of frequencies here. In particular, we
consider the following sets of channels (all in GHz): 90,
120; 90, 150; 90, 280; 90, 120, 150; 90, 150, 280; 90, 150,

220; 280, 353; and 280, 353, 400. The noise models and
beams are the same in each frequency channel. We compute
the results for both the Gaussian likelihood and likelihood-
free inference using each summary statistic (multifre-
quency power spectra, HILC with fixed weights, HILC
with varying weights, and NILC), for each set of frequen-
cies. We then estimate the area of the resulting 2D poste-
riors by extracting the covariance matrix and assuming an
elliptical posterior (a crude approximation but sufficient for
the rough estimation performed here). As described in
Ref. [90], the ellipse parameters are then given by
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TABLE V. Area of 2D posteriors multiplied by a factor of 1000 for clarity (assuming elliptical posteriors) for various frequency
combinations, using likelihood-free inference. We note that the elliptical approximation is crude in some cases.

Frequencies (GHz) Multifrequency PS HILC (weights once) HILC (weights vary) NILC
90, 120 36.0 35.2 30.6 18.8
90, 150 16.0 14.2 12.2 6.3
90, 280 55 53 5.1 5.0
90, 120, 150 16.0 13.4 11.9 7.2
90, 150, 280 53 54 5.0 53
90, 150, 220 6.0 6.1 5.7 4.6
280, 353 11.4 10.3 8.5 4.6
280, 353, 400 10.8 8.3 8.2 53

I Mult. PS LFI 90, 120 B Mult. PS LFI 90, 150 B Mult. PS LFI 90, 280
B HILC (weights once) LFI 90, 120 BN HILC (weights once) LFI 90, 150 B HILC (weights once) LFI 90, 280
B HILC (weights vary) LFI 90, 120 B HILC (weights vary) LFI 90, 150 B HILC (weights vary) LFI 90, 280
BN NILC LFI 90, 120 BN NILC LFT 90, 150 Bl NILC LFI 90, 280
+ 5\\- + \-\ u + u
1.2 g 1.2 R 12 1
1.0 g 1.0 g 1.0 1
N N N
2 ) 2 2
< 08 4 < 08 1 < 08 |
0.6 4 0.6 J 0.6 1
L L L L L L L { L L L L d L L
09 1.0 11 1.2 06 08 1.0 12 1.00 1.05 06 08 1.0 12 0.98 1.00 1.02 06 08 10 12
Acms Agesz Acms Agesz Acus Agesz
I Mult. PS LFI 90, 120, 150 I Mult. PS LFI 90, 150, 280 I Mult. PS LFI 90, 150, 220
B HILC (weights once) LFI 90, 120, 150 B HILC (weights once) LFI 90, 150, 280 B HILC (weights once) LFI 90, 150, 220
B HILC (weights vary) LFI 90, 120, 150 B HILC (weights vary) LFI 90, 150, 280 B HILC (weights vary) LFI 90, 150, 220
I NILC LFI 90, 120, 150 I NILC LFT 90, 150, 280 I NILC LFI 90, 150, 220
12F 121 B 1.2
1.0F B 1.0k
< LOF o0 o0
< osf < 08 b < 08f
0.6 0.6 b 0.6 F
L L L L L
0.98 1.00 1.02 06 08 1.0 1.2 0.98 1.00 1.02 06 08 1.0 1.2
Acme Agesz Acme Ansz

I Mult. PS LFI 280, 353, 400
B HILC (weights once) LFI 280, 353, 400
I HILC (weights vary) LFI 280, 353, 400
I NILC LFI 280, 353, 400

B Mult. PS LFI 280, 353
B HILC (weights once) LFI 280, 353

I HILC (weights vary) LFI 280, 353
BN NILC LFI 280, 353
L

121 I b
1.0 b
P
< 0sf e
0.6 B
0,;}6 1.;]0 1.;)4 0.6 ofs lfO 1.2 0,;}6 1.‘00 1..04 0?6 0?8 1?0 1.2
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FIG. 13. Posteriors using various summary statistics and frequency combinations with LFL
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o2+ 0% (62 — 62)?
a’ = s+ . 02, (D1)
o2+ af (02 - 0'3)2
b = > T 0%y (D2)
and the area of ellipse is then
A = nabAy?, (D3)

where Ay? = 2.3 for the 68% confidence interval.

Table V details the 68% confidence ellipse areas for each
of the frequency sets for each summary statistic, using
likelihood-free inference, and Fig. 13 shows the posteriors,
comparing the various summary statistics for each indi-
vidual set of frequencies. Notably, the 2D posterior
obtained using NILC power spectra as a summary statistic
(blue contours in Fig. 13) is the same or smaller than the 2D
posteriors obtained using multifrequency power spectra as
a summary statistic (green contours in Fig. 13) for every set
of frequencies. Table VI and Fig. 14 show the analogous
information obtained using a Gaussian likelihood instead
of LFL

Using harmonic ILC with fixed weights, “HILC (weights
once),” often yields smaller 2D posterior areas than using
multifrequency power spectra in the LFI case. From an
information perspective, both methods contain the exact
same information, as the former just rescales the latter by

TABLE VI

some fixed constants that are applied to every simulation in
the same way. This indicates that the LFI may not yet have
converged for the multifrequency power spectrum case.
Thus, this simple rescaling into HILC power spectra may
aid in the algorithm’s ability to learn parameters by trans-
forming the data into a space that is more immediately
connected to the parameters of interest.

Also of note is that, in most cases, adding additional
frequency channels increases the constraining power of a
given summary statistic, where the constraining power is
estimated by the area of the Fisher ellipse. As can be seen in
Table V, there are a few exceptions to this trend. From an
information content standpoint, adding frequency channels
can only add information and thus increase constraining
power. Thus, we attribute minor deviations from the expec-
ted trend to lack of full LFI convergence (or need for more
simulations in the Gaussian likelihood case) and the crude
approximation that the 2D posteriors are elliptical.

In our setup, we have selected the amplification factor of
the Compton-y field specifically such that the resulting ftSZ
power spectrum would have comparable magnitude to that
of the CMB. Thus, depending on the frequency used, the
tSZ SED could make the ftSZ power spectrum either larger
or smaller than that of the CMB. This would play a role in
which parameter is most well constrained. We observe this
effect in the NILC posteriors in Fig. 15, where the
orientation of the posterior interestingly flips, for example,
when switching from using 90 and 150 GHz channels to
using 90, 150, and 280 GHz channels.

Area of 2D posteriors multiplied by a factor of 1000 for clarity (assuming elliptical posteriors) for

various frequency combinations, using Gaussian likelihoods. For the HILC (weights once) case, we use the analytic
parameter dependence. We note that the elliptical approximation is crude in some cases. In particular, for the case of
280, 353, and 400 GHz, it appears that the HILC (weights once) posterior is significantly smaller than the
multifrequency PS posterior. However, the 1D marginalized posteriors are Acyg = 1.000 £ 0.010 and Aggy =
1.007019 in the HILC (weights once) pipeline, and Acyp = 1.000 £0.010 and Aggz = 0.9991017 in the
multifrequency PS case, and thus, the two methods actually produce nearly identical numerical posteriors.

Frequencies (GHz) Multifrequency PS HILC (weights once) HILC (weights vary) NILC
90, 120 46.8 46.5 254 19.1
90, 150 19.5 19.5 11.2 8.3
90, 280 7.9 7.9 7.8 7.9
90, 120, 150 19.1 19.4 12.4 10.2
90, 150, 280 7.5 7.7 7.8 7.7
90, 150, 220 8.5 8.7 9.0 6.6
280, 353 14.4 14.4 12.3 5.8
280, 353, 400 14.2 11.8 11.7 7.6
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FIG. 14. Posteriors using various summary statistics and frequency combinations with Gaussian likelihoods. For the HILC (weights
once) case, we use the analytic parameter dependence.
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