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Detecting midinfrared (MIR) radiation has significant astronomical applications, although limited by
unsatisfactory MIR detectors. Here we reported on the realization of a MIR up-conversion interferometer
based on synthetic long base-line in the laboratory. The experimental system consisted of an interferometer
and subsequent up-conversion detection part of midinfrared signal, which streamlined the structure and
enhanced the reliability of the system. By using a tungsten filament lamp as an imitated star, we not only
achieved the single target angle resolution of 1.10 × 10−4 rad, but also obtained the field angle resolution of
3.0 × 10−4 rad of double star targets. The angular resolution is in inverse proportion to the length of
baseline. The maximum length of simulated baseline in the laboratory is about 3 cm. In a Keck
interferometer liked program, the base line can reach up to 85 m leading to a corresponding angular
resolution of 3 × 10−9 rad (about 1.8 mas). The study will offer potential benefits in extending the usage of
midinfrared light in astronomical exploration.
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I. INTRODUCTION

The optical/infrared interferometry revolutionized many
aspects in observational astronomy, i.e., active galactic
nuclei, exoplanet, Galactic Center, etc. For instance,
the GRAVITY instruments installed at the Very Large
Telescope Interferometer [1] with four 8-m telescopes, can
reach up to 200 m squared effective collecting area and
hence microarcsecond level astrometric accuracy. Keck
Interferometer with two 10 m telescope separating 85 m
away from each other, can achieve 5 mas resolution in
astrophysical observations [2]. Such high resolution ena-
bles the reevaluation of the super massive black hole mass
in the center of active galactic nuclei, resolution of the
planetary disc as well as star diameter measurement.
The midinfrared (MIR) radiation, ranging from

2.5 to 25 μm, holds notable value in the fields of spectros-
copy and imaging for astronomical studies. It is particu-
larly useful for observing the formation or evolution of
active galactic nuclei, young stellar objects, and planetary
systems [3–7]. To measure abundant information of celestial

bodies using MIR light, high sensitive MIR detectors with
extremely high angular resolution are required. The atmos-
pheric transparent windows of 3–5 μm and 8–14 μm
enables the ground-based interferometry observations with
less scattering effect due to the long wavelength of MIR
photons.
Traditional MIR semiconductor detectors have some

disadvantages in terms of detection sensitivity, noise level,
response time, and cost compared to detectors working in
visible or near-infrared band. Common used detectors
working in MIR band, based on narrow bandgap materials,
such as mercury cadmium telluride and indium arsenide,
as well as superconducting detection technologies,
have achieved high sensitivity and quantum efficiency.
However, they heavily rely on the deep cooling to reduce
dark noise which limit their applications in some practical
environments. In order to achieve high angular resolution
of observing a stellar object, the stellar interferometers
based on synthesizing long baseline are used. By increas-
ing the distance between two receivers to increase the
baseline length, the resolution can be improved by orders
of magnitude.
The combination of the synthetic long baseline stellar

interferometer and the up-conversion detection (UCD) is an
effective solution to detect the MIR radiation with high
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sensitivity and high angle resolution. Using UCD can
convert MIR signal light into visible/near-infrared band
through sum-frequency generation (SFG) process, then the
high-performance detectors based on broadband gap mate-
rials, such as silicon, can be used for detection [8]. UCD
offers fast response speed and room temperature operation,
which has been applied in fields like quantum information
or optical imaging [9–13]. The method also achieved some
progress in astronomy both in laboratory and practical
applications in the H-band [14–17] and is gradually
developing toward the MIR band [18–20].
This article presents a detailed study on the long

baseline Michelson stellar interferometer with UCD under
laboratory conditions. The relationship between the lin-
earity and field angle of the interference curve of the
experimental configuration has been theoretically ana-
lyzed. A calculation method for the conversion efficiency
of the SFG process is also provided. The size of a series of
simulated stars is measured in the laboratory, along with
the field angle of star, radius, and distance between two
stars. The maximum spacing between the two observers of
the interferometer in our laboratory is only 34 mm, an
angular resolution of 1.10 × 10−4 rad is obtained at a
distance between the star and observer of 4.98 m, with
an average error rate of about 3% and a signal-to-noise
ratio (SNR) of over 3. The center wavelength used for
detection is 3.27 μm.
Compared to previous works, an interference-first struc-

ture followed by up-conversion detection is used. This
approach offers several benefits, including the reduction of
system complexity and the elimination of the need for
multiple up-conversion systems. Additionally, the use of a
single nonlinear crystal allows for convenient adjustment of
bandwidth (corresponding coherence length), central wave-
length, and quantum efficiency to meet the requirements of
various application scenarios. In addition, the system’s
ability to resist jitter is enhanced by using MIR light with
longer wavelengths for interference, which is beneficial for
more accurate target measurement.

II. THEORETICAL ANALYSIS

A. Interference curve and visibility

For an ideal Michelson Stellar interferometer with
infinite long coherence length, its intensity can be
expressed as [21]

I ¼ 2I0

�
1þ cos

�ðk⃗þ k⃗0Þ · ð⃗r1 − ⃗r2Þ
2

�
cos

�
παd
λ

��
ð1Þ

where I0 is the intensity of a single path of the interfer-

ometer; k⃗ and k⃗0 ðjk⃗j ¼ jk⃗0j ¼ 2π
λ Þ are wave vectors of

radiation from both ends of the celestial body; ⃗r1 and ⃗r2
are the displacements from the center of the celestial body to
the two slits of the interferometer; d ¼ j⃗r1 − ⃗r2j is the

distance between two slits; α is the full field angle of the
celestial body to the interferometer; λ is the working
wavelength of the interferometer. However, due to the
spatial size of the double slits of the interferometer and
the celestial body, it can disrupt the spatial coherence of the
detected radiation. The accurate form of its intensity of the
interference curve can be written as [22]

I ¼ 2I0½1þ γ cosðΔφÞ� ð2Þ

where γ ¼ ksincðπαdλ ÞÞ is the interference visibility, k is the
interference coefficient which is affected by system stability,
slit width, wavelength bandwidth, etc. When the distance
between two slits is increased so that the phase difference
between the two channels of the interferometer exactly
reaches π, the interference visibility γ becomes 0, and there
is no interference phenomenon in the interferometer, the
corresponding full field angle of a celestial body can be
calculated as

α ¼ λ

d0
ð3Þ

Where, d0 is the distance between two slits when interfer-
ence disappears.

B. Up-conversion detection

The quantum theory of the sum frequency generation
(SFG) pumped by continuous wave in a second-order
nonlinear crystal is shown as follows. Under the condition
of undepleted pump, an SFG photon at frequency ðωSFG ¼
ωp þ ωsÞ is produced by the simultaneously annihilation of
a signal photon at frequency ωs and a pump photon at ωp.
Under the phase matching condition, the Hamiltonian of
the SFG can be written as [23]

bHTWM ¼ iℏξâsâ
†
SFG þH:c: ð4Þ

where âi and â
†
i ði ¼ s; SFGÞ represent the annihilation and

creation operators of the signal and SFG photons, respec-
tively; ξ ¼ gEp is a constant, which is proportional to the
amplitude of the strong pump Ep and the coefficient of
second-order polarization tensor g. In the Heisenberg’s
picture,

âsðLÞ ¼ âsð0Þ cosðgEpLÞ − âSFGð0Þ sinðgEpLÞ
âSFGðLÞ ¼ âSFGð0Þ cosðgEpLÞ þ âsð0Þ sinðgEpLÞ ð5Þ

Here L is the length of the nonlinear crystal. When
gEpL ¼ π

2
, âSFGðLÞ ¼ âsð0Þ, representing that all the

signal photons are converted into SFG photons. The
quantum efficiency of SFG can be obtained by comparing
the numbers of SFG photons to input signal photons,
η ¼ N̂SFGðLÞ=N̂sð0Þ ¼ sin2ðgEpLÞ where N̂j ¼ hâ†j âji
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and N̂SFGð0Þ ¼ 0. The general expression for the con-
version efficiency can be defined as [24]

η ¼ sin2
 
π

2

ffiffiffiffiffiffiffiffiffiffi
P

Pmax

s !
ð6Þ

Where Pmax is the pump power required when the
quantum conversion efficiency reaches 100%.

III. EXPERIMENT SETUP

The experimental setup is presented in Fig. 1, which
consists of three parts: MIR stimulated star source,
Michelson stellar interferometry and SFG module. The
green area shows the MIR stimulated star source. Where,
radiation from a tungsten halogen light source (SLS202L/
M, Thorlabs), is collimated and input through an aperture
acting as radiation from a celestial body. A band-pass filter
with a bandwidth of 2000 nm centered at 4000 nm has been
inserted in the tungsten halogen light to filter out visible
light. The celestial body can be regarded as a point light
source due to the fact of over long distance from the earth. A
Michelson stellar interferometry is placed in the pink area in
Fig. 1. We use two 1 mm slits to act as the receiving end of
the Michelson stellar interferometer. S2 and M2 are posi-
tioned on the displacement plate, allowing for adjustment of
the distance d between the two slits. M7 and M9 are placed
on another displacement plate as a delay to adjust the path
length difference between two arms of the interferometer.
The path difference in the experiment should be less than the
coherence length of the radiated light. Two light beams
intersect and interfere on the beamsplitter (BS) (BP145B4,

Thorlabs), and then pass into the UCD system via mirror
M10. The SFG module is placed in the blue area in Fig. 1
and is used for UCD. The size of the type-0 phase matched
periodically poled lithium niobate (PPLN) crystal for SFG is
0.5 × 0.5 × 40 mm, poling period is of 22.4 μm. The
signal MIR photons, after passing through L1 with a focal
length of 75 mm, are injected into the crystal. The CW
pump light outputs from a Yb-doped fiber amplifier at
1065 nm. The lens L2 has a focal length of 150 mm.
Ultimately, the upconverted photons at 803 nm are colli-
mated, filtered and coupled into a single-mode fiber, which
is fed to the silicon single photon avalanche photodiode
(SPCM-AQRH-14-FC, Excelitas) for detection. The lens L3
has a focal length of 150 mm and the filter system consists
of a dichromatic mirror and a band-pass filter centered at
800 nm and a bandwidth of 10 nm.

IV. RESULT

A. Interference intensity and visibility

We first evaluated the performance of the synthetic long
base-line (SLBL) stellar interferometer combined with the
MIR up-conversion. A 0.45 mm wide slit is placed in front
of the tungsten halogen light source as an aperture to
measure the maximum intensity and visibility of the
interference against the distance between S1 and S2.
When S2 moves, the photon counts of either path remain
stable. The positions of the silver mirrors M7 and M9 also
need to be adjusted according to d to ensure that the
difference between two arms is less than the coherent
length. The experimental results are shown in Fig. 2. As
the distance between the two slits increases, the maximum

FIG. 1. Schematic diagram of the experimental setup. S terms: the slits; L terms: the lenses; M terms: the sliver mirrors; F terms: the
flitters; HWP: half-wave plate; QWP: quarter-wave plate; DM: dichromatic mirror; PPLN: periodically poled lithium niobate crystal;
OC: optical coupler.
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interference intensity and visibility of the interferometer
decreases. At the maximum adjustable distance between
double slits of 34 mm, weak interference is still observable
with the visibility of only ð3.02� 0.82Þ%. The signal
photon counts is 35.3 kHz, slightly higher than the sum of
the counts of either path of 35.1 kHz. During the
measurement process, the average noise photon count is
10.0 kHz, and the signal-to-noise ratio (SNR) at the
point of interference maximum is greater than 3.5.
The two experimental results are fitted by using the equat-
ion γ ¼ k sin cðπαdλ Þ function, where 0.0832 mm−1 and
0.0823 mm−1 are the fitting results of πα=λ, respectively.
The calculated theoretical coefficient is 0.0868 mm−1,
which is slightly greater than our experimental results.

B. Measurement of simulated stellar size

Then we use various apertures as simulated stars and
measure their corresponding field angles by observing the
positions where interference disappears, rather than by
measuring the maximum interference intensity and visibility
at different double slit distances. This method is both
convenient and accurate. In this case, a two-dimensional
adjustable slit is used in front of the tungsten halogen source
as the stimulated star. The slit’s length and width can be
changed between 0 and 10 mm. We measure the width of
the slit when interference disappears while distance between
the double slits is kept unchanged, the length of the slit is
consistently set to 10 mm to enable the receiving end to
collect more signal photons. The adjustable slit is positioned
4.98 m away from the double slits and the center wave-
length of the conversion bandwidth of the PPLN crystal
is 3.27 μm. For the double slits distance, we selected 12
points as d0 between 9 and 31 mm by each step of 2 mm
to measure the corresponding stimulated stellar field
angle, which change from ð3.38� 0.04Þ × 10−4 rad to

ð1.10� 0.02Þ × 10−4 rad. The calculation of the corre-
sponding field angles for different values of double slits
distance and the angles corresponding to the selected
distance in experiment are shown in Fig. 3(a) by the sky
blue lines and points. The measurement results show an
average error rate of only 2.73%. Additionally, a function
α ¼ λf=d is used to numerically fit the measurement results,
which is also shown in Fig. 3(a) as the red dash line. The
fitted coefficient λf is 3.17 μm, slightly smaller than the
center wavelength selected in the experiment, with an error
rate of only 3.06%. The circular hole target is a simulated
target that closely resembles the actual celestial body. A
small hole with a diameter of 1023.179 μm is measured.
The circular hole permits the more few light passing through
compared to the adjustable slit, resulting in a significant
reduction in the counts of signal photons that can be
received and detected, which leads a subsequent decrease
in the SNR. During this measurement process, the average
noise count is 10.7 kHz, and the minimum total photon
count is 16.6 kHz, resulting in the SNR of only 0.55. The
interference visibility is measured by moving the slit S2
and sliver mirror M2 by a step of 1 mm at each time.
When the distance between double slits reaches 15 mm, the
lowest interference visibility is found to be 0.35%. It is
believed that this distance d0 is the location where inter-
ference disappears. In this experiment, the field angle
corresponding to the circular hole is measured to be
2.18 × 10−4 rad, which is slightly larger than the actual
angle of 2.05 × 10−4 rad.
This system can also be applied to the field angle

measurement of two stars to interferometer. We drill two
pinholes with a spacing of 1.53 mm on the aperture, and the
diameter of the pinholes is much smaller than the spacing.
We observe that the interference phenomenon disappears

FIG. 2. Interference characteristics of the system when a 0.45 mm slit is used as the aperture of MIR source. (a) Photon counts rate of
maximum interference intensity at different distance d between double slits. The noise photon counts have been subtracted.
(b) Interference visibility at distance d between double slits. The experimental results are represented by the black square, while the
fitting curve are represented by the red dashed line in both two images.
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when the double slits distance reaches 10.9 mm, at this
time, the field angle measured is about 3 × 10−4 rad. Please
refer to Appendixes A–C for detailed calculations of
conversion efficiency, bandwidth, and photon counting.

C. Future astronomical application

The Event Horizon Telescope has obtained the 25
microarcsecond resolution of the central super massive
black hole of M87 at 1.3 mm wavelength [25] which is the
highest resolution so far that can image the very close
vicinity of the super massive black hole. This well studied
source has also been observed by infrared instruments with
0.2–0.3 arcsecond resolution based on HST [26]. The
infrared photometric and structural observations from the
disc can provide valuable information for the AGN mecha-
nism. The JWST F323N narrow band can achieve a
resolution of 0.1 arcsecond [27], the WISE telescope with
W1 filter has the resolution of 2 arcsecond [28] with
broader response curve. Assuming a Keck-like instrument
separating 85 m installing our interferometric setups, and
the filter response is shown in Fig. 4 as purple line which is
broader than our original set. This can be achieved by
applying shorter length crystal [29]. The WISE W1 filter
(pink line) and JWST F323N (brown line) are also plotted
as comparison. Suppose we take M87 infrared radiation
with 3.3 × 10−3 Jy at frequency of 137 THz wavelength
2.19 μm which is the closest data point to then central
wavelength of our experiment, it can achieve 1.8 milliarc-
second resolution, 0.077 pc in physical unit (corresponding
to 120 time Schwarzschild radius of M87 central black
hole) of the central region at SNR 9.2 according to
Appendix D at 120 sec exposure without considering the
CO2 emission from the earth atmosphere.

V. CONCLUSION

In summary, we set up a first-order amplitude SLBL
interferometer in the laboratory, by which we can measure
the field angle of the celestial bodies with the aid of
nonlinear frequency up-conversion technique. Our system
provides an effective alternative to detect and measure the
midinfrared signals emitted by celestial bodies with the
advantages of room-temperature operation and real-time
conversion. We measure the target with a corresponding
field angle of 1.10 × 10−4 rad at a distance of 4.98 m by
moving the double slits spacing and measuring interfer-
ence visibility with the help of the SLBL. On the contrary,
the minimum angle that is measured using a 1 mm slit at
the same distance is only 4 × 10−3 rad, is more than
one order lower than the SLBL stellar interferometer with
up-conversion. We have verified that there is an inverse
proportional relationship between the resolution of the
interferometer and the baseline length. In the actual meas-
urement process, the resolution can be further improved 2 or
even more order of magnitude by increasing the spacing
between telescopes to lengthen the SLBL. The complexity
of the system is simplified by interference first and then up-
conversion, compared to Ref. [20]. Up-conversion acts also
as a good narrowband filter, which will further improve the
equivalent coherence length of midinfrared signal. The
coherence length of our experimental configuration is
mainly determined by the conversion bandwidth of the
PPLN crystals. Although natural light with an extremely
wide bandwidth interferes on BS, the limited bandwidth that
PPLN can convert will greatly increase the coherence length
of the system. It can be theoretically calculated that central
wavelength of the PPLN crystal is 3271.16 nm, and the
conversion bandwidth is 4.28 nm at 25 °C, resulting in a
corresponding coherence length of 2.56 mm. Altering the

FIG. 3. Measurement results of simulated stars prepared with different apertures. (a) The field angle measured by different double slits
distances by using an adjustable width slit as the aperture, including experimental results (black points), theoretical curves (sky blue
line), fitting curves (red dashed line), and error rates (blue-black points). (b) Measurement of interference visibility and field angle for a
circular small hole as target. The microscopic image and size of the small hole are also provided in the upper right corner.
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length of the crystal can change its acceptance bandwidth to
adjust the coherence length. The center wavelength of the
SFG process can be adjusted by changing temperature of
the crystal and the wavelength of the pump. Additionally,
the wavelength of midinfrared light is longer. The same size
of jitter causes less phase change in the MIR interferometer,
which leads better antijitter characteristics. As for interfer-
ence visibility, the maximum interference visibility of the
experimental configuration is affected by two main factors.
First, the splitting ratio of BS is not well controlled at 1∶1
due to the immaturity of midinfrared devices. In the
experiment, we used the BS with a splitting ratio of nearly
3∶1 at 3.27 μm for p-polarized light, which significantly
affects interference visibility. The width of the double slits at
the receiving end is the second factor affecting interference
visibility. Increasing the slit width will decrease interference
visibility. The Michelson interferometer in the midinfrared
band with up-conversion detection will further enhance its
application in star target recognition and provide a more
sensitive and accurate detection method. This work provides
a new platform for MIR band in astronomical interferom-
eter. Future work will continue to investigate its practical
application, the up-conversion interferometers of other new
systems and their regulatory characteristic.
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APPENDIX A: QUANTUM EFFICIENCY OF SFG

We first evaluate the quantum efficiency of this SFG
under different pump power. We measure the visible beam
power output by a MIR laser and a strong pump laser
through the nonlinear crystal after up-conversion. The
conversion efficiency of SFG can be written as

ηpower ¼
Pvisible

Pmir
× 100%; ðA1aÞ

ηquantum ¼ νmir

νvisible
ηpower ¼

λvisible
λMIR

ηpower; ðA1bÞ

Where, ηpower and ηquantum represent power efficiency and
quantum efficiency, respectively. Pmir is the input power of
MIR light, and Pvisible is the output power of visible light. νi
and λiði ¼ mir; visibleÞ represent the frequency and wave-
length of two light, respectively.
The MIR classical source is generated by a difference-

frequency generation process with power of 0.18 mW at
3270 nm, which is much smaller than power of pump at
1065nm. This can meet the approximation of nondepleting
pump, which means that the pump power in SFG does not
change. The maximum power of the CW pump output from
the Yb-doped fiber amplifier is 15 W. We measure that the
output power of visible light at 803 nm is 0.089 mW under
the condition of pump power of 15 W, achieving a power
conversion efficiency of 49.4% or a quantum conversion
efficiency of 12.1%.
Within the range of pump light power less than 15 W,

there is a linear relationship between visible light power
and pump power, which means that our pump power is
much smaller than Pmax in Eq. (6) in the main text.
Therefore, the quantum conversion efficiency per Watt
of pump power can be calculated to be 0.8% W−1. The test
result in this condition can be applied to the up-conversion
detection of MIR light in the single photon level in our
experiment for prediction and calculation.
Our subsequent experiments are conducted at a pump

power of 5 W, at which the laser output power can remain
stable for a long time, corresponding to a quantum
conversion efficiency of 4% inside the crystal.

APPENDIX B: BANDWIDTH OF LIGHT SOURCE
AND SFG

Tungsten halogen light source is a form of incandescent
lamp, which is filled with halogen gas inside that can
suppress the sublimation of tungsten wire to heat up to
around a couple of thousand of Kelvin. It can be

FIG. 4. This figure shows the comparison among the MIR
filters of three instruments. The WISE W1 filter (pink solid line),
JWST F323N filter (brown solid line), and the response of our
instrument (purple solid line).
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approximated as a black body radiation source and is very
suitable for simulating stellar luminescence.
The Tungsten halogen light source we use (SLS202L/M,

Thorlabs) generates output from 450 to 5500 nm. A band-
pass filter with a bandwidth of 2000 nm centered at
4000 nm (11–998, Edmund) has been inserted in the
tungsten halogen light to filter out visible light and ensure
that the emitted light retains the thermal radiation field
characteristics. Therefore, the actual output of the MIR
source has a wavelength range from 3000 to 5000 nm. The
output power decreases with wavelength, which approx-
imately satisfies the black body radiation law.
As for the bandwidth of the up-conversion process, the

output power of SFG process is related to phase mismatch
and crystal length, which can be expressed as

P ∝ sin c2ðΔkL=2Þ ðB1Þ

where Δk ¼ 2πðnvisλvis
− nnir

λnir
− nmir

λmir
− 1

ΛÞ is the phase mismatch;
ni and λiði ¼ vis; nir;mirÞ represent the refractive index
and wavelength of visible light converted by SFG, near-
infrared (NIR) pump and MIR signal respectively; Λ
represents the length of crystal polarization period; L is
the length of crystal. The full width at half maximum of the
SFG in our experiments can be theoretically calculated as
4.28 nm, resulting in a corresponding coherence length of
2.50 mm. The coherence length can be measured by
moving the displacement tables where M7 and M9 are
located in our experiment, which can reflect our conversion
bandwidth. In the experiment, when we move the dis-
placement table 1.2 mm, the interference disappeared,
corresponding to a coherence length of 2.4 mm, which
is consistent with our theoretical calculation result.
In summary, the actual detected MIR bandwidth is

determined by our up-conversion process, which is approx-
imately 4 nm, corresponding to an R ¼ λ=Δλ ∼ 800. At
present, the spectral width we are using is relatively small.
In fact, we can simply increase the conversion bandwidth
by reducing the crystal length while ensuring a reasonable
coherence length, thereby further improving the energy
utilization efficiency.

APPENDIX C: BRIGHTNESS
AND PHOTON COUNTS

For our entire up-conversion interferometer system, the
actual observed net photon count rates is only 5.9 kHz when
measuring the diameter of the stimulated stellar body which
is generated by using a single circular hole. Our entire
system has a detection efficiency of 1.1% (with 4% up-
conversion quantum efficiency when the pump power is
5W, 58% visible photons coupling efficiency, 62% detect
efficiency for our detector at 803 nm, 18% loss introduced
by reflection and transmission mirrors, and about 6% of
photons passing through another path at maximum position
caused by the 3∶1 splitting ratio of BS), resulting in about

5.35 × 105 MIR photons per second in the conversion
bandwidth coming from the stimulated stellar body can
be received by our system. The total energy corresponding
to these photons is about 32 fW, and the corresponding
energy density is 7.6 fWnm−1. Our average noise count rate
in the experiment is 10.7 kHz, which mainly comes from the
photons introduced by our laboratory environment and
pump light. We only used one 750 nm long-pass filter
and two 1000 nm short-pass filters at the detection end.
Therefore, these noise photons can be reduced by selecting
more suitable narrow band-pass filter and packaging the
system.
For the brightness of our MIR light source, its spectral

energy density output near 3270 nm is approximately
0.22 μWnm−1. The transmittance of the filter (4000-
2000 band-pass filter) we use is about 85% near
3270 nm. And we use its matching kit to collimate the
output light of the lamp, and its all band output power will
be reduced from 700 mW for free space output to 15 mW
for collimated output with a diameter of about 10 mm,
which can be found in its manual. We assume that the losses
at each wavelength are consistent, but in reality, due to the
lens material, longer wavelengths will suffer more losses. In
order to allow more power to pass through our 1 mm
diameter circular hole, we focus the beam using a CaF2 lens
with a focal length of 50 mm and placed the hole on the
back focal plane of the lens. The diameter of the beam on
the back focal plane of the lens is 4 mm, which means only
about 1

16
of the energy from source after collimation kit can

pass through the hole. MIR light will reach our receiving
end after being transmitted about 5 m through the back focal
plane of the CaF2 lens, with a distance of 100 times our
focal length. Through simple geometric relationships, it can
be estimated that the energy at our receiving end will be
uniformly distributed within a circle with a diameter of
approximately 1000 mm. The circular hole only changes the
size of the light spot distribution, but does not alter the
energy density distribution in the receiver plane. Our
receiving ends are two 1 mm slits with a length of
25 mm, resulting in that we can only utilize about
6.4 × 10−6 of the energy from the hole. In summary, we
can estimate that the spectral density we can receive is about
16 fWnm−1, which is consistent with the brightness derived
from our experimental results.

APPENDIX D: SIGNAL TO NOISE RATIO

In our experiment, the signal-to-noise ratio can be
expressed as

SNR ¼ Nsignal

Nnoise
¼ Nall − Nnoise

Nnoise
ðD1Þ

Where, Nall is the total photon count, Nsignal is the target
signal photon count, and Nnoise is the noise count, mainly
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derived from unfiltered pump light, environmental noise,
and detector dark count.
All the analysis below is based on our current exper-

imental results, which are measured with an exposure time
of 1 sec. Average total noise photon count rate in our
experiment is 10.7 kHz, where the photon count caused by
environmental noise is 7.7 kcps which measured by
recording the photon count after turning off the pump
light. We place three filters (2 of FESH1000, 1 of
FELH750 from Thorlabs Inc.) in front of the coupling
system. The coupling efficiency of our system to the pump
light is tested to be 10.1%, and the detection efficiency of
the detector at the pump light wavelength is 3%. Under the
power of 5Wof the pump light, the noise count introduced
by the pump light is about 2.8 kcps, which can be
calculated by N ¼ P

hνT
2
SP1000TLP750ηcηd. And the dark

noise of our detector is about 100 cps.
The photon count follows a Poisson distribution, there-

fore the fluctuation of noise photons is approximately
100 cps. We believe that when the counts of signal photons
is one order of magnitude larger than the noise fluctuation,
we can accurately identify the signal. As shown in Fig. 5,
under our current experimental conditions, we only need a
signal photon count of 1 kcps to identify the target,
corresponding to a signal-to-noise ratio of about 0.1.
The total energy that needs to be collected is 5 fW, and
the power spectral density is only 1.17 fWnm−1.
By analyzing the sources of noise, we can find that the

system’s noise mainly comes from the environment and

unfiltered pump light. Therefore, some methods can be
used to further improve the signal-to-noise ratio.
First, directly increasing the pump light power to

improve conversion efficiency. The conversion efficiency
is proportional to the pump light power within a certain
power range. Increasing the pump light power will
synchronise the increase in the signal photon count with
the noise count caused by strong pump light, but does not
change the noise introduced by the environment, thus
reducing the effect of environmental noise on detection.
According to the results of our article [29], the linear
relationship within 45W is still good. Based on this result,
at 45 W pump light power, the environmental noise count
is still 7.7 kcps, the noise introduced by the pump light is
25.2 kcps, the total noise is about 33 kcps, the corre-
sponding fluctuation is 180 cps. Thus, the number of
photons that can clearly detect the signal is 1.8 kcps. By
increasing the pump light power by a factor of 9, the
conversion efficiency should also improve by a factor of 9.
At this point, the signal-to-noise ratio corresponding to
1.8 kcps of signal photons is 0.0545, and the total energy
that needs to be collected can be as low as 1 fW, with a
power spectral density of only 0.23 fW nm−1. In addition,
for our experiment of detecting small circular hole,
increasing the pump light power will improve SNR as
shown in Fig. 6. The number of detected signal photons
can be reach to 53.1 kcps under 45W pump power, and the
signal-to-noise ratio is 1.6, which is 2.9 times higher
than now.
Second, replacing with a more suitable filtering system.

Strong pump light can still be further filtered out. At
present, there are still 2.8 kcps under the condition of 5 W.
For example, after adding another FESH1000 low-pass

FIG. 5. The relationship between signal-to-noise ratio and
signal light intensity. The red dashed line represents the sig-
nal-to-noise ratio requirement for signal recognition. The blue
star represents signal exactly equal to noise fluctuations, indicat-
ing that the signal cannot be recognized at all. The purple triangle
is the current position of our system (with a total detection energy
of approximately 32 fW).

FIG. 6. Numerical calculation results of the relationship be-
tween SNR and pump light power. The red triangle represents our
current experimental result.
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filter, the strong pump light will hardly introduce noise
counting. Switching to band-pass filters can also improve
the signal-to-noise ratio. At present, the FELH750 long-
pass filter still allows many noise photons with wavelengths
above 750 nm, which happens to be the wavelength range

of many semiconductor lasers used in our laboratory
passing through the filter system. And suitable band-pass
filter, such as FBH800-10, can be selected to greatly reduce
environmental noise and thus greatly improve the signal-
to-noise ratio.
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