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Fixing the dynamical evolution of self-interacting vector fields
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Numerical simulations of the Cauchy problem for self-interacting massive vector fields often face
instabilities and apparent pathologies. We explicitly demonstrate that these issues, previously reported in
the literature, are actually due to the breakdown of the well posedness of the initial-value problem. This is
akin to shortcomings observed in scalar-tensor theories when derivative self-interactions are included.
Building on previous work done for k-essence, we characterize the well-posedness breakdowns,
differentiating between Tricomi- and Keldysh-like behaviors. We show that these issues can be avoided
by “fixing the equations,” enabling stable numerical evolutions in spherical symmetry. Additionally, we
show that, for a class of vector self-interactions, no Tricomi-type breakdown takes place. Finally, we
investigate initial configurations for the massive vector field which lead to gravitational collapse and the

formation of black holes.
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I. INTRODUCTION

The detection of gravitational waves (GWs) from the
merger of black holes (BHs) and neutron stars (NSs) [1-4]
has undoubtedly opened an exciting new window for testing
fundamental physics in extreme conditions and for under-
standing the nature of compact objects [5]. Moreover, next-
generation GW detectors [6-8] will be capable of probing
modifications to general relativity (GR) with higher pre-
cision and will provide new data that may prove crucial for
unveiling fundamental questions about the internal structure
of NSs, the validity of the Kerr hypothesis [9-11], and the
possible existence of “exotic” compact objects, many of
which have been proposed in the literature [12—18].

An example of the latter are boson stars (BSs) [19-23],
defined as regular gravitating solitons [24]. While BSs often
refer to spin-0 scalar Bose-Einstein condensates [25-29],
spin-1 vector BSs, commonly referred to as Proca stars
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(PSs), have also been put forward as models of “black-hole
mimickers” [30-33]. In fact, shadows and lensing around
PSs have been simulated and are compatible with current
constraints from the Event Horizon Telescope [34,35]. In
addition, dynamical mechanisms for the formation of PSs
via gravitational cooling have also been put forward in the
literature [36-38].

The simplest models for compact exotic stars are given by
a complex scalar or vector field minimally coupled to
gravity, and they lead to peculiar stability properties. For
instance, scalar BSs are generally stable under nonspherical
perturbations, but static, spherical PSs might display generic
instabilities [36]. Although some of these issues can be
resolved for stationary rotating stars [32], the situation
notably changes when accounting for self-interactions.
This fact has motivated deeper investigations on more
general FEinstein-Proca systems (see, for instance, [31]).
Additionally, explorations on self-interacting massive vec-
tor fields reported superradiant instabilities due to expo-
nential amplification of bound state modes and energy/
angular momentum extraction from spinning BHs [39-41].

A numerical study of self-interacting Proca fields on a
Kerr background was performed in [42], also in the context
of superradiance, but reporting instabilities which were

© 2024 American Physical Society
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attributed to the development of ghost (or tachyonic) modes.
Similar issues were found afterward, e.g., in [43—45]. In
Ref. [46], some of us pointed out that these pathologies are
actually due not to ghost/tachyonic modes but to the
breakdown of the well posedness of the corresponding
Cauchy problem. Indeed, although the principal part of
the equations of motion governing massive vector theories
might at first seem the same as for Maxwell equations (and
therefore innocuous), self-interactions drastically modify it
and potentially make the Cauchy problem ill posed. This
was confirmed by further studies [47-51], which report
instabilities occurring when the dynamical fields reach a
point where the initial-value problem is mathematically no
longer well defined.

Another key point raised by Ref. [46] is that the well
posedness of the Cauchy Problem of self-interacting massive
vector fields is completely analogous to that of k-essence
theories (i.e., scalar theories with first-order derivative self-
interactions), which was thoroughly studied and character-
ized in the last few years [52-57]. Reference [46] showed that
this analogy becomes evident when restoring the U(1) gauge
symmetry via a Stiickelberg transformation. Indeed, this
transformation highlights that vector field self-interactions
actually hide derivative self-interactions of the Stiickelberg
scalar field (which corresponds to the longitudinal mode of
the vector field), radically modifying the principal part of the
evolution system. As a result, strategies similar to those
successfully adopted for k-essence could also be imple-
mented for simulating self-interacting vector fields, avoiding
the aforementioned breakdown of the initial-value problem.

In this work, and following [46], we carry out numerical
investigations of massive vector fields in the Stiickelberg
formulation and study the well posedness of the associated
initial-value problem. In particular, we show an explicit
example of a Tricomi-type evolution (i.e., one leading to a
change of character of the equations from hyperbolic to
parabolic or elliptic) and two ways of avoiding it. The first
one is provided by the fixing-the-equations technique [58],
which consists of modifying the principal part of the
evolution system by introducing extra dynamical fields
satisfying ad hoc differential equations. This approach has
already been applied with success to several gravitational
theories [55,59-63]. It was also considered in Ref. [64],
in the context of massive fields with quadratic self-
interactions, performing evolutions in flat space and in
one spatial dimension. The second alternative explored in
the present work is to account for a cubic self-interaction
in the Lagrangian, without having to “fix” the equations. In
both cases, we perform full numerical relativity simulations
in spherical symmetry. We also explore configurations
leading to gravitational collapse and the formation of black
holes in theories with cubic self-interactions.

The outline of the paper is the following: in Sec. II,
we revisit the theory of self-interacting massive vector
fields in the Stiickelberg language, its corresponding

Cauchy problem, and the fixing-the-equations technique.
In Sec. III, we describe our numerical setup, initial data,
and boundary conditions in detail. The main results of the
paper are reported in Sec. IV, which is divided into three
parts. First, we show numerically an example of a Tricomi-
type breakdown of the Cauchy problem and present how
the fixing approach restores the well posedness during the
evolution. Second, we allow for a cubic self-interaction in
the Lagrangian and show that no Tricomi-type breakdown
is developed during the whole evolution. Finally, we study
gravitational collapse in the case of cubic self-interactions,
reporting an explicit example of an initial configuration
whose evolution leads to the formation of a black hole. An
overall discussion of our results is left for Sec. V.
Throughout this work, we use the mostly plus signature
for the spacetime metric (—, +, +, +), while the employed
units are specified at the beginning of Sec. IV.

II. PRELIMINARIES

A. Massive vector fields

We study the dynamics of a self-interacting real vector
field A# with mass m, coupled to GR. The corresponding
action is given by

R 1
= [ dxy=g|———~F, F"
S /dx g[l67zG 4t

m2
- jAﬂAﬂ + V(AﬂA”)] , (1)

where F,, =V, A, —V, A, is the vector strength, and the
self-interaction potential is

V(A,A) = g (A,A")2 — 8% (A,Am)3, (2)

Here, A is the energy scale suppressing the higher-order
interactions, whereas f and y are O(1) dimensionless
coupling constants for the quadratic and cubic interactions,
respectively. The field A, propagates two transverse and
one longitudinal modes. Although action (1) lacks the U(1)
gauge symmetry A, — A, +V,f of Maxwell electrody-
namics, it is possible to restore it at the cost of introducing
an extra dynamical field. In fact, by performing the
Stiickelberg transformation

1
A” —)AM—%V}‘QS, (3)
the product A,A* transforms as

2 1
AN = A =D AV, G,V ()
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and this particular mixing between A, and ¢ remains
invariant under the gauge transformation

(5)- (i)
¢ ¢+ mf
Thus, the theory obtained by replacing (3) into the action (1)
results invariant under (5). This symmetry induces a gauge
freedom in the choice of the dynamical fields, which can be
fixed in different ways. By adopting, for instance, the
“unitary gauge” (i.e., ¢ = 0), one would recover the original
Lagrangian. The “Lorenz gauge” (i.e., V,A* = 0) is instead
useful for decoupling the vector and scalar degrees of
freedom at high energies.

It is worthwhile to introduce the gauge invariant deriva-
tive of the scalar field

(5)

D,¢ =V, ,p—mA,, (6)
so that, under the transformation (3), one has
m*A,A* — D,pDV'p = X. (7)

Then, after the Stiickelberg’s procedure, the action (1) can
be rewritten as

R 1
S= | d*x/=g|———-F, F** + K(X)|, (8
[ vy K0 ®
where
1 p Y
KX)=—-=-X+-—"X%— X3. 9
(X) 2 +4m4 8AZm° ©)

Variations of (8) with respect to the dynamical fields
{9+ A¥, ¢} lead to the equations of motion

G,, = 82G (T,(}EM) + T,(fﬁ)),

Vb = J’(¢)’
V,[K'(X)D] = 0, (10)
where G/w is the Einstein tensor,
™ _p Fp - LE, e (11)
My — fupt v 4 po g/w

is the energy-momentum tensor associated with F,,, and
T\ = K(X)gu = 2K'(X)D,¢D,p  (12)

is the one associated with the Stiickelberg field. The source
of the equation for F* is

Jﬂ

(@) = ~2mK (X)D"¢,

(13)
where a prime denotes a derivative with respect to X.

Notice that, because D, ¢ in Eq. (6) contains the vector
field, the action (8) still retains the full mixing between ¢
and A*. However, written in this form, it becomes easy to
single out the respective principal parts, which correspond
to the high-energy/momentum decoupling limit. Because
this limit determines the well posedness of the correspond-
ing initial-value problem, one can see from the action (8)
that the scalar sector exhibits first-order derivative self-
interactions (as in k-essence theories), which may lead to
pathologies during dynamical evolutions [46,52-55,61].
This calls for a full well-posedness analysis of Egs. (10),
particularly the scalar sector.

B. The Cauchy problem of k-essence theories

We will now briefly review the initial-value problem for
k-essence theories, following Refs. [52,53,55,57].

Generally, we refer to the Cauchy problem of a system of
partial differential equations as “well-posed” [65] if, for any
given initial dataset (e.g., at r = 1), there exists a time
interval I = [t,, T] in which (i) a solution exists; (ii) it is
unique; (iii) it is a continuous function of the initial
data (with respect to the topologies where the data and
solutions are defined). The evolution is governed by the
“principal part” of the system of equations, as it contains
all the information about the propagation speeds of the
different modes [66,67]. An algebraic strategy to assess
these nontrivial mathematical conditions is provided by
the concept of “hyperbolicity” [66-69]; that is, a set of
algebraic conditions that the principal part must satisfy for
the system to admit a well-posed (sometimes said hyper-
bolic) initial-value formulation. In the particular case of
system (10), the scalar sector governs the hyperbolicity of
the system and might be the cause of a possible change
of character during the evolution. In fact, its principal part
can be recast as a modified Klein-Gordon equation, with an
effective metric y#* given by

2K"(X)
K'(X)

="+ o DD, (14)

Thus, the system is strongly hyperbolic if and only if
det(y**) < 0. Nevertheless, nothing prevents this condition
from potentially failing during the evolution, even when
starting from regular initial datasets. The highly nonlinear
evolution could cause the determinant of the effective metric
to become zero (implying that the equations become para-
bolic), or it could give rise to very large (or even diverging)
characteristic speeds. The breakdown of the Cauchy prob-
lem due to these shortcomings is usually referred to as
“Tricomi” and “Keldysh” types, respectively [52,53,70,71].

Let us analyze under which conditions these pathologies
could appear, in the particular case of a spherically
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symmetric configuration. The corresponding line element
can be expressed as

ds* = —a(t,r)?dt* + g,.(t, r)dr* + r’gg(t, r)dQ?, (15)

where « is the lapse function, g, and ggy are positive fields,
and dQ? is the line element of the unit sphere. As pointed
out in Ref. [53], the determinant of the effective metric
reads

1
det(y) = —— <1+

A" Grr

2K (X)
e ) 0o

and its dynamical evolution can be assessed by examining
the eigenvalues of y*¥, namely,

1
/1:|: — E |:ytt + },rr + \/(},tt _ 7/rr)Z + 4<yrr)2:| . (17)

The characteristic speeds of the scalar equation of system
(10) are given by

y" — det(y")
V.= - + e (18)

The hyperbolicity condition det(y**) < 0O restricts the pos-
sible values of the coupling constants for the function K (X)
givenin Eq. (9). As an example, looking at Eq. (16) one can
see that the choice f > 0 and y = 0 could give rise to the
Tricomi pathology for certain initial data. On the other hand,
choosing, for instance, f = 0 and y > 0 avoids it altogether,
although a Keldysh-type behavior [i.e., y* — 0 in Eq. (18)]
can still occur. Nonetheless, we stress that the diverging
speeds characterizing the Keldysh-type behavior do not
violate hyperbolicity. The system remains hyperbolic, but in
practice numerical evolutions become impossible as the
Courant-Friedrichs-Lewy (CFL) condition forces the time
step to vanish if the evolution is performed with an explicit
method. We also notice that Keldysh-type behaviors depend
on gauge; i.e., they can be (in principle) avoided with a
judicious gauge choice [53,56]. In this sense, Keldysh-type
breakdown of well posedness could be a practical problem
but not a fundamental pathology. In this work, we numeri-
cally explore how these issues appear in the context of self-
interacting massive vector fields and show possible ways to
cure them.

C. The fixing-the-equations approach

An operational method to deal with the “ill-suited”
evolutions reviewed before (which generally appear in
the context of modified theories of gravity) is through
the so-called fixing-the-equations approach [58,60,72].
This possibility has been proven to be useful in the strong,

nonlinear, and highly dynamical regime of k-essence
theories [55,61].

Inspired by relativistic theories for dissipative fluids
[73-75] and by numerical methods to deal with interfaces
between touching numerical grids [76], the idea of the
fixing-the-equations approach is to modify ad hoc the
evolution equations (with particular focus on their higher-
derivative contributions), so that the high-frequency
modes are controlled. In this way, the norm of the
solution remains finite and bounded at all times, render-
ing the system well posed. To do so, one introduces new
auxiliary variables and a timescale on which they settle to
their true/physical values through a driver equation. This
method allows for capturing the main features of the
nonlinear behavior of the system and can be easily
implemented numerically.

In [61], this method has been utilized for simulating
spherical collapse in quadratic k-essence after a Tricomi-
type breakdown occurs. In [64], it was also implemented for
evolving massive vector fields with quartic self-interactions
in one spatial dimension in flat space. With a similar spirit,
here we introduce a variable X, a timescale 7, and a driver
equation in order to replace the evolution for the Stiickelberg
field in (10) by the system

V,(ED*¢) = 0, (19)
0,2+ w = 0. (20)

This modification damps all the modes with frequencies
larger than 1/7 and forces £ — K'(X) as z — 0, resulting in
a strongly hyperbolic evolution. In fact, for the spherically
symmetric Ansatz (15), and for £ # 0, the system admits the
characteristic speeds

a

Ve

which agree with the ones of the (spherically symmetric)
Klein-Gordon equation in GR.

It is worthwhile to mention at this point that an
alternative approach for resolving the Cauchy problem of
self-interacting massive vector fields is provided (when
known) by a well-posed ultraviolet completion of the
original theory [77,78]. This extension for higher energies
is obtained by coupling the vector to a complex scalar field
and letting it acquire a mass through a Higgs-like mecha-
nism. With this approach, a highly nonlinear dynamics is
expected as well. In fact, it evolution has been already
explored numerically in previous works [63,64,79]. Here,
nonetheless, we explicitly report on the pathologies of the
original theory leading to a breakdown of the corresponding
Cauchy problem and show that they can be amended, like
in k-essence, with the fixing technique. The comparison of

Vto'lxed = O’ Vtilxed == (21)
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the evolutions given by the fixed theory and the ultraviolet
complete one is left for a future investigation.

III. NUMERICAL IMPLEMENTATION

In this section, we give details about the methodology
used for the numerical simulations, including the evolution
equations in spherical symmetry, the initial data, and the
implemented boundary conditions.

We performed evolutions of both the original (10)
and the fixed (19) systems introduced in the previous
section. For doing so, we extended our previous code used
in [53,55,61] by including the equations for the electro-
magnetic sector. This code implements a high-resolution
shock-capturing (HRSC) finite-difference scheme, origi-
nally developed in [80]. It was used for simulating black
holes and for studying the dynamics of boson stars,
fermion-boson stars, and anisotropic stars [81-83]. The
numerical scheme can be considered as a fourth-order
finite-difference one plus a third-order adaptive dissipation,
with the dissipation coefficient given by the maximum
propagation speed at each grid point. Time evolution is
performed using the method of lines, with a third-order
Runge-Kutta scheme. In the context of this paper, the choice
of an HRSC method is motivated by the fact that k-essence
theories might develop caustics/shocks during evolution,
even from smooth initial data, as reported in [84—87].

A. Evolution equations

In order to set up evolution equations, we perform a
(3 + 1) decomposition by introducing a foliation {Z, }, c g of
spatial hypersurfaces with normal n, = (—a,0). We define
the extrinsic curvature of each ¥, as K;; = =L, h;;/2, where
h;; is the induced metric.

By taking the spherically symmetric ansatz (15) for the
spacetime metric, the trace of K;; reads

K=K, +2K,°. (22)
We denote the parallel and orthogonal projections of A,
(with respect to n*) as

A= —n'Ay,

AL =51A, (23)

respectively.

1. Metric evolution

All the simulations were performed using the Z3
formulation [88], which is a strongly hyperbolic first-order
reduction for Einstein’s equations. It can be obtained from
the Z4 formulation by a “symmetry breaking” procedure.
We made use of the spherically symmetry version devel-
oped in [81,82] and written in flux-conservative form [89].

The dynamical variables for the metric evolution are
{a,,D,,",D,s’,Z,,K,", Ky°}, where a, = 0,a/a,

g
D' = Eargiiv

(24)
and Z, is the radial component of Zi.l Finally, we fix the
gauge freedom by setting a “1 + log” slicing condition [90]
in normal coordinates (with zero shift).

2. Scalar sector

We do a first-order reduction of the scalar field equation,
by introducing the variables

I = D = 0,4.

0,
R (25)

It is also useful to define the auxiliary “shifted” variables

M=11-mA|, (26)
O=0b-mA,, (27)

as they allow one to express the kinetic term as
X = I + g @2, (28)

In order to deal with shocks, we write the evolution
equations in flux-conservative form,

0, Uy) + 0, F(4)(Uiy)) + S5 (Ugy)) =0, (29)
where
¢
Uy = o , (30)
L vV gerHHK,<X)H
i 0
Fy(Uyg)=| ol |, (31)
K (X)D
and

'We stress that the Z3 formulation considers an additional
evolution field, Z;, which accounts for the momentum constraint,
and thus it should remain close to zero throughout the whole
numerical evolution. In spherical symmetry, only the radial
component Z, is dynamical. We refer the reader to Refs. [81,82],
where the explicit set of field equations in this formulation is
displayed.
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all

S (U) = 0 : (32)
229w K7(X)D

"' \/Grr

Finally, the projections of the energy-momentum tensor
(12) associated with the scalar field are

1@ = —K(X) - 2K'(X)IT?, (33)

SO = g7 K (X)1®, (34)
S@,r = K(X) - 2¢"K'(X)®2, (35)
5@),0 = K(X) (36)

3. U(1) vector sector

The equations for the electromagnetic sector are usually
given in terms of the electric and magnetic fields E* =
—t"F # and B* = —t"*F}, respectively. These are mea-
sured with respect to an Eulerian observer determined by a
timelike, unitary, and future-pointing frame . It is,
however, natural to consider the evolution of A, such that
F,, =2V,A,. In spherical symmetry, the only nontrivial
components are A and A |, introduced in (23). This choice
automatically implies that B’ = ¢/*D;A; =0, and the
only nontrivial component for the electric field is the radial
one, namely, E”. Moreover, since the scalar equation in
system (10) is coupled with the vector field, we also need to
provide evolution equations for it. Like we did for the scalar
sector, we express them as

0,Ug + 0,Fg(Ug) + Sg(Ug) = 0, (37)

for the variables

Er
U= | 4|, (38)
Ay
with radial flux
0
Fg(Ug) = | ;-AL |, (39)
(XA”

and sources

a(4rxj, — KE")
SE(UE) = % (% + 2Dr€9 + Drrr) - CIKA” . (40)
ag, E"

The Gauss constraint D;E’ = 4zp, reads
2 0
0,E'+ (=+2D,’ + D, |E"—4mp, =0, (41)
r

and the electromagnetic sources are explicitly given by
4rp, = —2mK'(X)1I, (42)

4rj, = —2mK'(X)g" ®. (43)

B. Boundary conditions

We consider approximate outgoing Sommerfeld condi-
tions for the outer boundary of our numerical domain, for
which a detailed analysis of the characteristic structure of
the system is required. The electromagnetic sector admits
the eigenfields {E”, A}, where

1
Ai = E (AL + V grrAH)a (44)
and with respective eigenvalues {0, +a/,/g,,}. Inverting
Eq. (44), we get

A —A
A :%’ (45)

Al =A, +A_ (46)

Following a similar idea implemented in [91], we apply
outgoing boundary conditions by requiring

OA_+v 0,A + A =0, (47)
r
where v_ = —a/./g,,, and rewriting it in flux-conservative

form. For the rest of the system, we impose maximally
dissipative boundary conditions, for which all incoming
fields at the outer boundary are suppressed, thus damping
spurious reflections as much as possible.

C. Initial data

For the initial dataset, we need to prescribe values for all
the dynamical fields in such a way that the Hamiltonian,
momentum, and Gauss constraints are satisfied at r = 0.
For the metric fields, we set a(r = 0, r) = 1, we write the
spatial metric in isotropic coordinates, yielding the line
element dh* = y*(r)(dr?* + r*dQ?), and solve for the
conformal factor y(r) from the Hamiltonian constraint.
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We consider a stationary initial configuration for which
K,” = K, = I1 = 0 and set up the scalar field in two ways:
(1) ID type I: we consider a pulse in ® = d,.¢) given by

®(1=0,r) = Aexp [-“:77;)1 cos <%r>; (48)

(i) ID type II: we set the pulse in the scalar field itself,
with the form

t =30

0.0030 —
original
0.0025 A .
---- fixed (r=0.1)
0.00204  f N seeas

fixed (1=0.5)

290 295 30.0 30.5 310 315
T

t=30

T
28.0 28.5 32.0

0.003 -

original
- fixed (7=0.1)
fixed (t=0.5)

0.002
0.001 -

0.000 -

TA”

—0.001 4

—0.002

—0.003

30 40 50 60 70 80 90

t=30
original

- fixed (7=0.1)

fixed (7=0.5)

0.0030 -

0.0025

0.0020

<T 0.0015 A
-

0.0010

0.0005
0.0000 +
T T T T T T T

30 40 50 60 70 80 90

FIG. 1.

$(1=0,r) =Aexp {— (r;zr“)z} sin (r\}zra) (49)

and thus ®(t =0, r) = 9,¢|,_-

While the first configuration was used in [61] to induce a
Tricomi-type breakdown in quadratic k-essence, the second
one was implemented in [53] for simulating gravitational
collapse when cubic derivative self-interactions are taken
into account.

For the electromagnetic variables, we choose the simplest
possible initial configuration, given by E" = Ay = A, =0,

t=59.9
0.0015
0.0010
0.0005 -
- 0.0000 4
~
E ~0.0005 - -
original
000107 o~ fixed (r=0.1)
—0.00157 wuuns fixed (1=0.5)
~0.0020 . T T . . .
0.0 0.2 0.4 0.6 0.8 1.0 12
r
t=259.9
0.006
original
0.004 1
===+ fixed (r=0.1)
00024 fixed (1= 0.5)
<€ 0.000 1
~
~0.002 -
~0.004 -
_0006 _I T T T T T T
0 20 40 60 80 100 120
T
t=59.9
0.006
original
0.004 - ===+ fixed (r=0.1)
..... fi —0.
B ixed (7=0.5)
<t 00021
~
0.000 -
—0.002
0 2 40 60 80 100 120

Dynamics of the Stiickelberg scalar and vector fields. Comparison between the evolutions of the theory in the original (solid

black curve) and fixed versions, with parameters z = 0.5 (dotted red) and 7 = 0.1 (dashed blue). Left column: Derivative of the scalar
field (top); time and radial components of the vector field (middle and bottom) at = 30. Right column: same fields, but at t = 59.9 in
which the Tricomi-type breakdown holds. Although a small discrepancy in the scalar profiles is observed between the approximations
given by the fixed solutions, the profiles of the components of the vector remain almost unaltered. The parameters of the initial pulse for
the radial derivative of the scalar field are A = 10*, ¢ = 0.4, and r. = 60.
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for which the Gauss constraint is automatically satisfied, as
p. = 0 [see Eq. (42)]. With this choice for the initial fields,
the momentum constraint is trivially satisfied, while the
Hamiltonian constraint yields a second-order elliptic equa-
tion for the conformal factor y(r), given by

Lo/ ,op
2P —22GK(X )y = 0.
35, (r ar) aGK(X)y> =0 (50)

We solve this equation by shooting in y(r = 0), requiring
regularity at the origin, and imposing a Robin boundary
condition at infinity; i.e.,

im0, fim (w+r%> =1 (51)

r—0 or r—oo

Finally, for the fixed evolution, we set the initial value of
the auxiliary field X to

2(t=0,r) = K'(X)|,—o- (52)

IV. RESULTS

In this section, we show the results of our simulations.
For computational convenience, we employ code units such
that c = 1 and #,, = t,, = m~2k~'/? for length and time,
where ¥ = 87G.

We take A = 100 for all the simulations, m = 0.1 in
Secs. IVA and IVB, and m =1 in Sec. IVC, in the
above units.

A. Fixing a Tricomi-type breakdown

We present an example of the dynamical evolution of the
Proca field in the Stiickelberg formulation. We take f = 1
and y = 0 for the coupling constants. For this choice, a
Tricomi-type breakdown of the strong hyperbolicity is
expected (for a wide variety of initial data) from previous
studies in k-essence [52,53,61]. In fact, this is exactly the
example case where pathologies were initially reported in
[42,43,45]. We adopt type I initial data, which corresponds
to a localized Gaussian pulse for the radial derivative of the
scalar field, with amplitude A = 107, width ¢ = 0.4, and
centered at r, = 60. The time and radial components of
the vector potential, as well as the radial component of the
electric field, are all set initially to zero. In particular, the
Gauss constraint (41) is initially exactly satisfied. For
the numerical simulations, we consider a radial domain
of length L = 300, a spatial resolution Ar = 0.01, and a
CFL factor C = 0.25, so that At = CAr.

Figure 1 shows a comparison of the dynamics yielded by
the original theory (solid black) and the fixed one, with two
values of the timescale: 7 = 0.5 (doted red) and 7 = 0.1
(dashed blue). The profiles of the scalar and vector fields
are displayed at two different times. The first column
corresponds to ¢ = 30 and represents initial stages of the

1.0 y— \ B '.‘H-Q "__-_-_.4....;_:. PR
0.5 \ 2
. i
0.0 \ |
H 0.5
~
-10 —_— T G e ey
\\ N .:‘)"‘
-1.5 1 L S
AN
201 \; /
58 59 60 61 62 63
—-== original = e fixed (7=0.5)

—_— — GR
fixed (7=0.1) )\(i )

FIG. 2. Eigenvalues of the effective metric. Minimum and
maximum of the eigenvalues of y** for the original (dashed red)
and fixed theories, with 7 = 0.1 (dot-dashed green) and 7 = 0.5
(dotted blue). A Tricomi-type breakdown is observed at approx-
imately frycomi ~ 60, for which 1, — 0 (upper red). The dotted
blue and dash-dotted green curves approach the eigenvalues of
the fixed equations (dashed orange) after a short transient time.

evolution; i.e., far from the hyperbolicity breakdown. As
expected, the profiles corresponding to the original and
fixed theories perfectly agree, showing the robustness of
the fixing, at least during the initial evolution. The second
column, on the other hand, displays the dynamics of the
fields at (approximately) the time in which a Tricomi-type
breakdown occurs, which is frcomi ~ 60. A small discrep-
ancy is observed in the scalar profile, between the fixed and
original evolutions, while no major discrepancies are
reported for the vector profiles. It is expected that the
fixing may give rise to discrepancies in the evolutions close
to the time in which the breakdown of hyperbolicity
happens. Nevertheless, we can assess the robustness of
this approximation by noticing that, as z decreases, the
fixed evolution becomes closer to the physical solution.
This trend is shown in the top panel of the second column.

Figure 2 exhibits the evolution of the minimum and
maximum of the eigenvalues 1. of the effective metric y**
governing the dynamics of the scalar field. In analogy with
Fig. 1, we compare the evolution of the original theory
with the fixed approximations, taking the same values for
the parameter z as before. The dashed red curve corre-
sponds to the evolution of the original theory, which ceases
at approximately ? ~ fricomi> 1-€., Where the breakdown of
hyperbolicity occurs. In particular, we observe that A, — 0,
meaning a Tricomi-type behavior. In order to verify that
this is actually the case, the evolution is followed up with
more time resolution, by decreasing the CFL factor. On the
other hand, the dotted blue and dot-dashed green curves
correspond to the evolutions with the fixed equations. Once
again, an agreement on the behavior of the eigenvalues is
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Characteristic evolution with a cubic self-interaction. Left: maximum and minimum of the eigenvalues of the effective metric

as a function of time. From top to bottom: max(A, ) (dashed blue); min(4, ) (solid blue); max(A_) (dashed green) and min(A_) (solid
green). A comparison with the case with only a quadratic self-interaction is shown in dashed brown for the minimum of the
corresponding eigenvalues A1. Right: maximum and minimum of the characteristic velocities V. of the scalar evolution system. From
top to bottom: max(V ) (dashed orange); min(V ) (solid orange); max(V_) (solid blue) and min(V_) (dashed turquoise).

observed until a few time steps before the breakdown takes
place, while a better approximation is reached for the
smaller value of the timescale (i.e., for 7 = 0.1). The lapse
evolution was also monitored, observing that its value
remains very close to unity until fr.omi- This shows that,
even for a weak initial pulse, a Tricomi-like breakdown of
hyperbolicity can arise.

For times greater than fr.omi, the evolution continues if
followed with the fixed equations (19). Now, the character-
istic structure of the (fixed) scalar evolution corresponds
to the one for the wave equation in GR, yielding the
eigenvalues

(53)

After a short transitional time once the Tricomi-type
breakdown has taken place in the original theory, the
prediction for the minimum and maximum of the eigen-
values provided by the fixed evolution approaches their
expected behaviors (dashed orange lines).

B. Evolution with a cubic self-interaction

We also study the evolution of the Proca field with a
cubic self-interaction, taking f# = y = 1 for the couplings.
We evolve an initial dataset very similar to the one
considered in the previous section. Although we set the
same parameters for the Gaussian pulse, the elliptic
equation (50) needed to obtain the initial metric fields
depends on K(X), which now includes a cubic term. The
numerical domain, spatial resolution, and CFL factor are
taken as in the simulation showed before. From Eq. (16), it
is straightforward to see that, for this choice of the coupling
constants, there cannot be a breakdown of hyperbolicity of
Tricomi-type, since det(y*”) < O for all X, in agreement
with [46,53]. We have confirmed this fact numerically, i.e. a

Tricomi-type failure, which can arise from the action
considered in [42,43,45], can be easily avoided by adding
a cubic term. Moreover, we numerically find that a
Keldysh-type behavior does not occur either.

Figure 3 illustrates essential aspects of the characteristic
structure of the evolution system. The left panel represents
the maximum and minimum values of the eigenvalues of
the effective metric y** as a function of time (light blue
dashed and blue continuous lines for, respectively, the
maximum and minimum of A,; light green dashed and
green continuous lines for, respectively, the maximum and
minimum of A_). Also, and for illustrative purposes only, a
comparison with the case y = 0 is included (brown dashed
curves). The eigenvalues remain far from zero, exhibiting a
well-posed and stable evolution. The right panel displays
the maximum and minimum values of the characteristic
velocities of the scalar equation in (10), verifying that no
Keldysh divergence of the characteristic speeds was found
during the whole evolution.

1
-] == Gauss |
Hamiltonian *
—13 |
~ 10 2y // )
~ A i
= 1073 4 —
Q p——— - :
1077 i
1
1
19 |
1o} 1
10 H
1
+
0 20 40 60 80 100
t

FIG. 4. Constraint propagation. L? norm of the Gauss (dashed
brown), Hamiltonian (dash-dotted salmon), and Z3 (solid orange)
constraints as a function of time, when considering a cubic
self-interaction.
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The time evolution of the norm of the Gauss (dashed
brown), Hamiltonian (dashed orange), and Z3 (dot-dashed
salmon) constraints is displayed in Fig. 4. In particular, they
remain less than 1074, up to 7~ 60, where the pulse
reaches r = 0. For that value of time, the norm grows to
approximately 10~'!, which is expected from the boundary/
regularity conditions considered. After that, although the
73 constraint considerably decays, the Hamiltonian and
Gaussian constraints remain bounded around 1074,

C. Gravitational collapse with
a cubic self-interaction

We report here an example of the dynamical evolution of
the Proca field with a cubic self-interaction leading to
gravitational collapse, particularly in the formation of a
black hole. For the coupling constants we take f = 0 and
y = 1, afresh preventing the determinant (16) from ever
becoming zero.

We considered the type II initial data given by Eq. (49),
with amplitude A = 0.093, width ¢ = 0.942, and center
r. = 55. This configuration yielded an Arnowitt-Deser-
Misner (ADM) mass M apy = 1.590. At the first stages of
the simulation, the scalar pulse splits into two modes: one
moving toward the origin with an amplitude that increases,
approximately, as 1/r (as expected) and the other toward
the outer boundary. The spatial resolution, the CFL factor,
and the size of the numerical domain were all taken to be
the same as in the cases presented earlier.

By letting the system evolve until #5,, ~ 100, the scalar
field collapses and a black hole forms. This is signaled by
the formation of an apparent horizon (i.e., the outermost
trapped surface) at ¢ ~ 68.5, whose position continuously
increases in our coordinates. To keep track of the dynamics
of this surface, we considered the largest value of r for
which the expansion of the outgoing null-ray congruence
vanishes, physically indicating a confinement of the latter.

1 g
._._______._;—__-___-.-w.--n--'-
0.8 . ’____.-----
L
06"~ /,’
3 //_/,l
0.4 /
;5] —= t=T75.0
0.2 === t=60.0 === t=85.0
-== t=068.0 — t=100.0
0.0 -

0.0 2.5 5.0 75 10.0 12.5 15.0 17.5 20.0
T

FIG. 5. Gravitational collapse with a cubic self-interaction.
Profiles of the lapse function for different values of time.
Although it is initially set to one, the 1 + log slicing condition
forces the lapse to vanish close to the origin. The collapse occurs
around f,y ~ 68.5, where the first apparent horizon is formed,
and the lapse reaches zero soon after 7,y.

In spherical symmetry, this condition reads [92]

1
D,g’ + P VI Kg® =0, (54)

where the function D,,? is defined in Eq. (24). The results
for the lapse evolution are presented in Fig. 5, showing
profiles at different times. Starting from a = 1, the lapse
vanishes at approximately ¢ ~ 69, and the front propagation
speed grows in time due to our gauge choice. Also, in this
particular gauge the singularity is avoided, allowing one to
proceed with the simulations after the appearance of the
first apparent horizon. The areal radius ry = r,/ggg is also
computed during the evolution. We estimate a black hole
area of Agy ~ 13.854 and a mass of Myy ~0.525. The
latter represents approximately 33% of the total ADM mass

o
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0.0 1 \d
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-0.50 4 i
1"
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t=2385.0 — t=95.0
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0 g Fe—————————
|
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1
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s
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FIG. 6. Dynamics of the collapse. Top: Snapshots of the scalar
field (multiplied by r) in the region close to the apparent horizon,
for different times after the collapse takes place. The location of
the apparent horizon at each time is shown with a vertical line.
Bottom: minimum and maximum values of the characteristic
velocities V. of the scalar equation as a function of time. From
top to bottom: max(V ) (dashed blue); min(V ) (solid orange);
max(V_) (solid green) and min(V_) (dashed red). The maximum
of the determinant of the effective metric y** is represented in
dotted black, and the time at which the first apparent horizon is
formed is meant by the dashed gray vertical line.
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of the system. This apparent mass loss is consistent with the
initial configuration: just one half of the total scalar energy
of the initial pulse takes part of the physical process leading
to collapse, while the other half gets rapidly radiated away.

The top panel of Fig. 6 shows profiles of the Stiickelberg
field close to the horizon for different time values after the
black hole has formed. The dashed vertical lines show the
location of the apparent horizon at these times, which are
meant by different colors. In the bottom panel, we display
the maximum and minimum values of the characteristic
speeds of the scalar equation, as well as the maximum of the
determinant of the effective metric (dotted black). The latter
remains always bounded and different from zero, assuring
no breakdown of the Cauchy problem during evolution.
After the black hole has formed, our gauge choice “freezes
out” the region within the apparent horizon, thus not giving
any physical insights on the dynamics at the interior.
Alternative and more sophisticated numerical approaches
to horizon formation would also be possible, e.g., excision of
the interior region from the numerical domain (at the cost of
putting boundary conditions at the horizon, which moves
during the evolution) or another gauge choice.

V. CONCLUSIONS

In this paper, we conducted numerical simulations of
self-interacting massive vector fields coupled to general
relativity, in spherical symmetry. We investigated the
hyperbolicity of the corresponding Cauchy problem, dis-
playing numerical evidences that the breakdowns faced by
the theory are analogous to those occurring in scalar-tensor
theories with first-order derivative self-interactions (usually
known as k-essence theories).

In particular, we gave an explicit example leading to a
Tricomi-type breakdown, when only quadratic self-
interactions are accounted for. We showed that this

pathology can be avoided by suitably deforming the
evolution equations by means of a fixing-the-equations
approach. We also explored the dynamics of the vector
field when cubic self-interactions are taken into account.
As expected, no Tricomi-type breakdown of the Cauchy
problem occurred. For the latter case, we also explored
gravitational collapse. We found suitable initial data
giving rise to well-posed and stable evolutions toward
a black hole final state.

To conclude, we stress the advantage of our approach for
performing numerical simulations of massive vector fields,
as it singles out the Stiickelberg mode, taming derivative
self-interactions. In particular, it can also be implemented
in massive gravity (i.e., a massive spin-2 field breaking
diffeomorphism invariance, which can be restored by a
Stiickelberg transformation), with potential applications to
the study of instabilities around black holes, as done in [93],
or in the context of black hole superradiance [94,95]. We
leave these explorations for future work.
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