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Time delay interferometry (TDI) is a key technique employed in gravitational wave (GW) space
missions to mitigate laser frequency noise by combining multiple laser links and establishing an equivalent
equal arm interferometry. The null frequencies will be introduced in noise spectra and GW response when
the periodical signal/noise is canceled in synthesized laser links. These frequencies are characteristic
frequencies of a TDI which related to its geometry of combination. In this work, we implement a second-
generation TDI configuration referred to as hybrid relay to perform noise suppressions and data analysis,
whose characteristic frequencies are only one-quarter that of the fiducial second-generation Michelson
observables. We examine the performance of TDI configuration in laser noise cancellation and clock noise
suppression and justify its essential capabilities. To assess its robustness for signal extraction, we simulate
data containing GW signals from massive black hole binaries and perform parameter inferences with
comparisons against the fiducial Michelson TDI configuration. The results demonstrate that the alternative
TDI solution could be more robust than Michelson in fulfilling data analysis.
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I. INTRODUCTION

LISA is scheduled to be launched in the mid-2030s with
a mission to observe gravitational waves (GWs) in the
milli-Hz band [1,2]. The detector comprises three space-
craft (S/C) forming a triangular constellation, utilizing laser
interferometry between S/C to monitor the distance fluc-
tuations caused by GWs. However, due to orbital dynamics
and laser stability limitations, laser frequency noise may
dominate GW signal in inter-S/C measurements.
To address this challenge and achieve the target sensi-

tivity, time-delay interferometry (TDI) has been developed,
synthesizing multiple laser links to form an equivalent
equal-arm interferometer [3]. Various TDI configurations
have been devised with different abilities to suppress laser
noise. The first-generation TDI cancels laser noise in a
static unequal arm constellation ([3–11], and references
therein), while the second-generation TDI further sup-
presses laser noise in time-varying arm lengths ([12–18],
and references therein). Modified TDI formulations driven
by data analysis have been developed to comprehensively
resolve laser noise and/or signals [19–23]. Furthermore,
advancements in inter-S/C measurement designs have
enabled the reduction of clock noise in TDI [24–28].
Current TDI studies primarily focused on the Michelson

configuration, which mimics the original Michelson and
employs four laser links in two interferometric arms, syn-
thesizing the measurements recurrently. However, the sym-
metric geometry introduces null frequencies or characteristic

frequencies (CFs) where the periodic signals and noises are
significantly canceled. Additionally, differences between
unequal arms result in nonidentical observables from differ-
ent two arms. These properties ofMichelson TDI could raise
numerical challenges for data analysis.
In this study, we implement an alternative TDI configu-

ration referred to as hybrid relay to perform noise sup-
pressions and data analysis. Wang [29] first developed this
TDI configuration in 2011 and analyzed its average
sensitivity in 2020 [30]. Muratore et al. [31] also identified
this configuration in 2020. One merit of these observables
is that they have only one-quarter CFs of second-generation
Michelson, resulting in smoother noise spectra and GW
response functions. As a second-generation TDI configu-
ration, the new observables could sufficiently suppress
laser frequency noise and clock noise as the Michelson
observables. Another advantage is that the optimal TDI
channels from the alternative configuration would be more
robust than Michelson, avoiding susceptibility to unequal
arm lengths during orbital motion. To validate the perfor-
mance of the proposed TDI configuration, simulation and
analysis are conducted using SATDI [32]. With the data
containing GW signals from massive binary black holes,
the hybrid relay demonstrates a stable capability to yield
reliable results. Further investigation shows that the hybrid
relay also exhibits a more robust ability to characterize the
instrumental noises compared to the Michelson configu-
ration [33]. These advantages make it a promising TDI
candidate for space missions GW data processing.
This paper is organized as follows: We introduce the
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In Sec. III, the capabilities of laser noise suppression and
clock noise cancellation are examined for proposed TDI
observables, and the averaged sensitivities are evaluated for
the ordinary and optimal channels. The data simulation and
GW analysis are presented in Sec. IV. Postanalysis further
reveals the disadvantages of the Michelson configuration
and the advantages of the hybrid relay. A brief conclusion
and discussion are given in Sec. V. (We set G ¼ c ¼ 1 in
this work except as specified in the equations.)

II. TIME DELAY INTERFEROMETRY
OF HYBRID RELAY

The first-generation TDI configurations were developed
to mitigate laser noise caused by static unequal arm
interferometry, as specified in references [3,4,34]. These
configurations consist of five groups: Sagnac (α, β, γ),
Michelson (X, Y, Z), Relay (U, V, W), Monitor (D, F, G),
and Beacon (P, Q, R). Of particular relevance to this study
are the Michelson and relay, and their first observables are
expressed as

X¼ ðD31D13D21η12þD31D13η21þD31η13þ η31Þ
− ðη21þD21η12þD21D12η31þD21D12D31η13Þ;

U¼ ðη13þD13η21þD21D13η32þD32D21D13η23Þ
− ðη23þD23η32þD32D23η13þD13D23D32η21Þ; ð1Þ

where Dij is a delay operator, Dijy ¼ yðt − LijÞ, ηij is
measurement combination in a laser link from S/Ci to S/Cj
as specified in [32]. Three additional observables (Ū; V̄; W̄)
could be derived by adjusting the path of relay, and the first
channel could be formulated as

ŪðtÞ ¼ ðη32 þD32η23 þD32D23η12 þD32D23D12η31Þ
− ðη12 þD12η31 þD12D31η23 þD12D31D23η32Þ:

ð2Þ

More lucid expressions of three TDI observables are
illustrated through geometric diagrams in Fig. 1 [29,30].
The vertical lines represent the trajectories of three S/C ( i�
(i ¼ 1, 2, 3), and duplicated S/C2 and S/C3 are plotted in
the relay-U and -Ū diagrams to prevent intersections
around noninteger delay ticks. The blue and magenta lines
depict the combined links for the virtual interferometer of
two beams. The δt represents the mismatches for the two
beams due to the orbital dynamics.
Numerous second-generation TDI observables can be

constructed from first-generation or other methods
[18,35,36]. As the fiducial configuration, the second-
generation TDI Michelson observables (X1, Y1, Z1) are
derived by combining two of its first-generation TDI
observables with a proper delay. For instance, X1 could
be expressed as

X1ðtÞ ≃ Xðt − 4LÞ − XðtÞ; ð3Þ

and its diagram is shown in the left plot of Fig. 2. Y1 and Z1
could be obtained through cyclical permutation of links’
indexes. The first hybrid relay observable could be gen-
erated by combining U and delayed Ū, denoted as UŪ
[29,30], and vice versa. They can be expressed as

UŪðtÞ ≃ UðtÞ þ Ūðt − 4LÞ; ð4Þ

ŪUðtÞ ≃ ŪðtÞ þ Uðt − 4LÞ: ð5Þ

The diagram of UŪ is shown in the right plot of Fig. 2.
These observables could further suppress the laser noise
during S/C motion and should be categorized as a second-
generation TDI. Triple observables originating from three
different S/C will be denoted as (UŪ, VV̄, WW̄) or
(ŪU, V̄V, W̄W). Considering the performances of these
two sets are effectively identical, the former group is
elected for comparison with the fiducial Michelson observ-
ables (X1, Y1, Z1).
The hybrid Relay is chosen to minimize null frequencies

as a second-generation TDI configuration and is applied to
reduce clock jitter with current method. Second-generation
TDI channels are typically formed by combining two
identical first-generation TDI channels with a time shift
[12,18]. These configurations introduce null frequencies at
n=ðmLÞ, where n ¼ 1; 2; 3…; L is the arm length, and mL
is the relative time shift between two combined TDI paths.

FIG. 1. The geometric diagrams for selected first-generation
TDI channels. The vertical lines indicate the trajectories of three
S/C ( i� (i ¼ 1, 2, 3), and the horizon is the separation between
S/C. The blue and magenta lines depict two groups of combined
laser links TDI.
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For instance, the time shift in X1 is 4L as exemplified in
Eq. (3), resulting in null frequencies at n=ð4LÞ, as shown in
next section. More second-generation TDI observables
could be composed by synthesizing first-generation TDI
channels at different S/Cs as developed in [35], and the
interferometric beams are assembled with multiple beams.
These observables may require a modified method for
clock-jitter noise reduction, as current clock noise miti-
gation is applicable for two continuous beams [27]. The
hybrid relay is combined with two distinct relay channels,
which can counteract their path mismatches, thus avoiding
additional null frequencies due to time shift. Additionally, it
can reduce clock noise using the current algorithm without
any modification, as demonstrated in following section.
From three ordinary TDI observables ða; b; cÞ, three

(quasi)orthogonal or optimal observables (A, E, T) can be
constructed [37]:
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The A and E are expected to the science channels which can
respond to GW signals effectively, while the T channel will
be a noise-dominated data stream used to characterize
instrumental noises. To distinguish the optimal channels
from different TDI configurations, a subscript of the first
ordinary TDI is added to A/E/T. For instance, AX1 indicates
the A channel generated from (X1, Y1, Z1).

III. NOISE SUPPRESSIONS AND SENSITIVITY

A. Suppressions of laser noise and clock noise

The primary objective of TDI is to suppress the dominant
laser noises. To assess the effectiveness of TDI observables,

the lasers are assumed to have a stability of 30 Hz=
ffiffiffiffiffiffi
Hz

p
which corresponds to a noise power-spectral density (PSD)
of 1 × 10−26=Hz. By employing a numerical orbit for
LISA, the mismatches, δt, for X1 and UŪ are within the
ranges of [−10, 10] and [−6, 6] ps, respectively [30,38,39].
These mismatches are sufficiently small to theoretically
meet the requirement for laser noise suppression. However,
another critical factor influencing laser noise cancellation is
the ranging error between two S/C. The post-processing
ranging time between S/C could have a noise with PSD of
10−15 Hz

f s=
ffiffiffiffiffiffi
Hz

p
and an additional bias of 3 ns (0.9 m)

[40,41]. With these noise assumptions, the residual laser
noises in X1 and UŪ are evaluated and shown in the upper
panel of Fig. 3. The secondary noises, including accel-
eration noise and optical metrology noise, are plotted in the
plot for comparison. The noise budgets for acceleration
noise Sacc and optical path noise Sop are as follows [1]:

ffiffiffiffiffiffiffiffi
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: ð7Þ

From the plot, it is evident that the residual laser noises in
two TDI channels are orders of magnitude lower than the
secondary noises, indicating that the TDI solutions are
effective for laser noise suppressions.
After the laser noise is suppressed, the clock noise

becomes the key noise affecting sensitivity. Following
the method developed in [27], clock noise is assessed
for both X1 and UŪ by assuming a clock noise of 4 ×
10−27=f in fractional frequency deviations. The results,
depicted in the lower panel of Fig. 3. demonstrate that
the clock noise can be significantly reduced for both
Michelson and hybrid relay. Hence, the current approach
to clock noise cancellation is applicable to the new TDI
configuration.
From Fig. 3, we can notice that CFs of X1 for either laser

noise, secondary noise, or (original) clock noise emerge at
n=ð4LÞ ≃ 0.03nHz, n ¼ 1; 2; 3;… and L is the arm length
of constellation. In contrast, the CFs of UŪ only appear at
the n=L ≃ 0.12nHz. With only one-fourth of CFs, the
noise spectra of hybrid relay are smoother and more stable
than those of Michelson. On the other side, the frequencies
fc ¼ n=L imply that the noise/signal cancellation occurs
with a factor of sin πfL resulting from by a relative time
delay of multiple L. Except the ordinary channels of first-
generation TDI Sagnac, this factor commonly included in
the noise PSD and GW response function of TDI channels,
and we deduce that fc ¼ n=L would be the minimum CFs
for these TDI observables. And hybrid relay observables
(UŪ, VV̄, WW̄) only have these minimum CFs.

FIG. 2. The geometric diagrams for X1 and UŪ [29,30].
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B. Average sensitivities

The average sensitivity over all sky directions indicates
the detectability of a TDI observable. The sensitivities of
UŪ and the corresponding optimal channels are evaluated
by using the algorithm in [30], and the results are shown in
Fig. 4. The PSDs of secondary noises are depicted in the
upper panel, and the coefficients of acceleration noises and
optical metrology noises for the PSD and cross-spectral
density (CSD) are provided in Tables II and III in the
Appendix. The separated illustrations of optical metrology
noise and acceleration noise in three TDI channels are
presented in Fig. 10. As aforementioned, the CFs of UŪ
and AUŪ=EUŪ occur around integral multiples of 1=L ¼
0.12 Hz. In addition to these shared CFs, the TUŪ has extra
CFs, with the lowest frequency being 1=ð8LÞ ≃ 0.015 Hz.
The averaged GW responses over all sky directions at a

given time are depicted in the middle panel of Fig. 4. As
observed from the plot, the CFs in the responses align with
the noise PSD. In comparison to the other two observables,
the response of TUŪ is significantly poorer for frequencies
lower than 50 mHz, and the response becomes comparable
at higher frequencies. The average sensitivities are obtained
by weighting the noise PSD with GW response,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PSD=R

p
,

and the curves are shown in the lower panel of Fig. 4.

We emphasize that these sensitivities are instantaneous, the
noise PSD and the response are calculated at a selected time
point, and the spikes of CFs in the PSDs and responses
could be counteracted numerically. In a realistic scenario,
the noise PSD is estimated from a chunk of data during the
detector’s orbit, and the actual response to a specific source
varies with time, resulting in time-dependent sensitivities.
The sensitivities of fiducial Michelson TDI channels are

also calculated and depicted using dashed curves for
comparison. The sensitivities of AUŪ and AX1 are identical,
and the sensitivities of E channels from two TDI configu-
rations are consistent with their A channels. However, the
sensitivities of T differ from the science channels. In the
frequency band higher than 50 mHz, the TUŪ could be

FIG. 3. The laser noise (upper) and clock noise (lower)
suppressions in X1 and UŪ observables. (A log scale is used
for frequencies lower than 0.1 Hz, and a linear scale is employed
for frequencies higher than 0.1 Hz. This mixed x axis scale is
utilized in the following frequency-domain plots).

FIG. 4. The noise PSDs (upper), average GW responses over
sky directions (middle), and average sensitivities (lower) of
hybrid Relay TDI channels. An average sensitivity is obtained
by weighting the noise PSD with the corresponding GW
response,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PSD=R

p
.
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slightly more sensitive than other observables. Due to the
unequal arm, TX1 diverges from TUŪ at 15 mHz and
becomes as sensitive as the A/E for frequencies lower
than 0.3 mHz, as analyzed in [42,43].

IV. SIMULATION AND ANALYSIS

A. Data simulation

The data simulation is performed by using SATDI [32].
Noise data are generated with a sampling rate of 4 Hz for
30 days, and TDI is implemented by using interpolation
[44]. The noise sources include acceleration noises and
optical metrology noise by assuming that laser noise and
clock noise are sufficiently suppressed. Simulations are
carried out for second-generation Michelson (X1, Y1, Z1)
and hybrid relay (UŪ, VV̄, WW̄). Optimal observables are
generated by using Eq. (6) and employed to evaluate their
analytical capabilities.
The GW signals of massive binary black holes are

calculated for 25 days preceding their coalescences. Two
sources are simulated with different masses: source1 is a
binary with m1 ¼ 6 × 105M⊙ and m2 ¼ 105M⊙ in the
source frame, and source2 is less massive with m1 ¼ 1.2 ×
104M⊙ and m2 ¼ 2 × 103M⊙. The GW signal of source1
evolves from 0.2 to 20 mHz in 25 days in the detector
frame, and the chirp of source2 lasts from 2.3 mHz to
0.5 Hz. These two sources correspond to the signals in the
low- and high-frequency bands, respectively. The spins of
the black holes are ignored in this simulation. Both two
binaries are assumed to originate from an ecliptic longitude
λ ¼ 4.6032 rad and ecliptic longitude β ¼ π=10 rad at
redshift z ¼ 1, corresponding to a luminosity distance of
dL ¼ 6791.8 Mpc [45,46]. The polarization angle is set to
be ψ ¼ 0.55 rad, and the inclination angle between the
binaries’ rotation and the line-of-sight is ι ¼ π=3. The
merger time tc is set to be at the 56th day of mission orbit
with reference phase ϕc. The time-domain waveforms are
generated by using the SEOBNRv4HM model [47].
The waveforms of source2 approaching the merger are

depicted in Fig. 5. The x axis is the barycentric dynamical
time with respect to the merger at the solar-system
barycentric (SSB) center. The grey curve illustrates the
GW signal arriving at the SSB center, and the blue and
orange curves represent the responded waveforms in AX1
and AUŪ observables, respectively. As displayed in the plot,
the amplitudes of waveforms are modulated by the TDI
response functions. In AX1, the signal amplitude is signifi-
cantly suppressed around its CFs. Benefiting from the
minimal CFs, the waveform in AUŪ is less restrained.
Additionally, phase aliasing occurs at high frequencies due
to the longer time spans of TDI compared to the GW
periods. Frequency-domain waveforms are obtained via
Fourier transform and presented in the lower panel of
Fig. 5. The noise PSDs of AX1 and AUŪ are plotted for
comparison, revealing clearer suppression of waveforms at

their CFs. In the Michelson observable AX1, the waveform
amplitude quickly drops at each CF, as does its PSD. The
waveform in AUŪ channel is subjected to a only few CFs.

B. Parameter inferences

The parameters of injected binaries are estimated by
using Bayesian algorithm. The inferences are conducted
utilizing the optimal observables from second-generation
hybrid relay (AUŪ, EUŪ, TUŪ) and Michelson (AX1, EX1,
TX1) to compare their performances. The likelihood func-
tion of parameter estimation is given by [48]

lnLðdjθ⃗Þ ¼
X
fi

�
−
1

2
ðd̃ − h̃ðθ⃗ÞÞTC−1ðd̃ − h̃ðθ⃗ÞÞ�

−
1

2
ln ðdet 2πCÞ

�
; ð8Þ

where d̃ is frequency-domain TDI data obtained via Fourier
transform, h̃ðθ⃗Þ denotes modeled GW signal described by
the parameter vector θ⃗∈ ½Mc; q; dL; ι; λ; β;ψ ; tc;ϕc�. The
responded waveform synthesizes the TDI response

FIG. 5. The time-domain (upper) and frequency-domain
(lower) waveforms of source2 (m1 ¼ 1.2 × 104M⊙, m2 ¼ 2×
103M⊙) in AX1 and AUŪ. In the upper plot, the grey curve is the
original GW signal arrived at the SSB center. The x axis is the
barycentric dynamical time with respect to the merger. In current
simulation setups and source selection, the merger signal arrives
at the detector earlier than it reaches SSB center.
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function and frequency-domain waveform generated from a
reduced-order model of SEOBNRv4HM [49]. The C is the
correlation matrix of noises from three optimal channels,

C ¼ Tobs

4

2
64
SAA SAE SAT
SEA SEE SET
STA STE STT

3
75; ð9Þ

where Tobs is the duration of data, and PSD Sxx and CSD
Sxy are estimated by using the algorithm detailed in [50].
The priors for parameters are provided in Table I.

TABLE I. Priors for parameter estimation.

Variable Prior Range Unit

Mc Uniform M⊙
q Uniform [0.1, 0.2]
dL Comoving [5000, 8000] Mpc
ι Sin [0, π] Rad
λ Uniform [0, 2π] Rad
β Cos [− π

2
; π
2
] Rad

ψ Uniform [0, π] Rad
tc Uniform [tc − 180, tc þ 180] Second
ϕc Uniform [0, 2π] Rad

FIG. 6. The inference results for source1 (m1 ¼ 6 × 105M⊙ and m2 ¼ 105M⊙) from three TDI combinations. Three gradients show
the 1σ, 2σ, and 3σ regions from darker to lighter.
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The redshifted chirp massMc ¼ ðm1m2Þ3=5=ðm1 þm2Þ1=5
and mass ratio q ¼ m2=m1 are inferred instead of inferring
individual component masses. The parameter estima-
tions are implemented employing the nested sampler
MultiNest [51,52].
The inferred distributions for parameters of source1 are

shown in Fig. 6, and results from three TDI combinations
are presented. The green colors represent the inferred
parameter distributions from (AUŪ, EUŪ, TUŪ), the blue
hues signify estimation from (AX1, EX1, TX1), and the
magenta hues depict the result of (AX1, EX1). Among these
three combinations, with the exception of (AX1, EX1, TX1),
the inferences from other two combinations are consistent,

and injected parameters fall within sensible ranges. The
discrepancy between (AX1, EX1) and (AX1, EX1, TX1)
suggests that the TX1 undermines the parameter estimation.
The inferred distributions for source2 are illustrated in

Fig. 7. The result from the dataset (AX1, EX1, TX1)
noticeably deviates from the injected values. After the
TX1 data is removed, the science data streams (AX1, EX1)
yield a reasonable result that agrees with the distributions
from (AUŪ, EUŪ, TUŪ). This further confirms that TX1 data
is problematic for signal analysis. Additionally, we can
notice that inferred mass parameters (Mc; q) are (almost)
beyond the creditable regions for the (AUŪ, EUŪ, TUŪ)
group, and this could be caused by the discrepancies

FIG. 7. The corner plots for source2 (m1 ¼ 1.2 × 104M⊙, m2 ¼ 2 × 103M⊙) from three TDI combinations. Three gradients show the
1σ, 2σ, and 3σ regions from darker to lighter.
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between the time-domain waveform model and frequency-
domain waveform approximant [53]. For more massive
sources1 binary, its waveform has fewer cycles than
source2 over the span of 25 days. As a result, the current
faithfulness between time-domain waveform and fre-
quency-domain waveform models may allow for reason-
able estimation of the mass parameters for source1, but they
might not meet the matching requirements for estimating
the masses of source2. In the results from two sources, the
hybrid relay demonstrates robust outcomes with its full
optimal dataset, while the Michelson configuration is
susceptible to bias introduced by its T channel. When
comparing the results of Michelson across two sources, it
appears that source1 exhibits less bias than source2,
possibly because the A and E exert greater contributions
than the T channel in the low-frequency band.

C. Postanalysis

A further investigation and comparison are performed
for the Michelson and hybrid relay TDI configurations.
Three optimal channels utilized are (quasi)orthogonal. By
ignoring their cross-correlations, the determinations of
inference from data streams are associated with their
optimal signal-to-noise ratio (SNR) [50],

ρ2TDI ¼ 4

Z
∞

0

jh̃TDIðfÞj2
STDIðfÞ

df

¼
Z

∞

0

�
2jh̃TDIðfÞj

ffiffiffi
f

p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
STDIðfÞ

p
�

2

d ln f: ð10Þ

By employing the waveform of source2, the values of
2jh̃TDIðfÞj

ffiffi
f

pffiffiffiffiffiffiffiffiffiffiffi
STDIðfÞ

p for the optimal TDI channels are shown in

Fig. 8. The upper left panel shows the curves for (AUŪ,
EUŪ, TUŪ), and the upper right plot presents the results for
(AX1, EX1, TX1). Gray vertical lines mark the CFs of each
TDI configuration. The curves illustrate the science chan-
nels, A and E, dominate the SNR in the lower frequencies.
The TUŪ makes a trivial contribution in the low frequency
band, while the TX1 exhibits a moderate SNR contribution
in the same range. Our previous analysis showed that this
gain is produced by the difference between the ordinary
channels (X1, Y1, Z1). In other words, the signal in TX1
arises from the imperfect cancellation of X1, Y1, and Z1
[43], rendering it susceptible to variations in interferometer
arms over time. And this residual signal in T channel is
tricky to be accurately modeled in frequency domain.
Consequently, inaccurate signal subtraction in the TX1
channel could introduce bias into the analysis. In this

FIG. 8. The ratio
2jh̃ðfÞj

ffiffi
f

pffiffi
S

p for source2 in the optimal TDI channels. The upper left shows the ratios from (AUŪ, EUŪ, TUŪ), the upper
right is the result from (AX1, EX1, TX1), and their CFs are marked by gray vertical lines. The lower plot is the square root of quadratic
sums of optimal data streams. (In principle, the plots should use a log-scale x axis to reflect the SNR contributions at different
frequencies, the linear scale is utilized at high frequencies to show the CFs more clearly.)
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analysis, PSDs are estimated by averaging data over
30 days, which may also leading to inaccurate estimations
in TX1. As a result, including the TX1 data stream biased the
inference results.
In the higher frequency band, the ratios shapely drop at

the CFs due to significant suppression of the GW signal and
the overestimation of PSD at the CFs caused by smoothing
of averaging. The hybrid relay family is subject to minimal
CFs, and the second-generation Michelson suffers from
more CFs. To compare the joint SNR from three observ-
ables, the square root of quadratic sums over A, E, and T,ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

A;E;T
4jh̃ðfÞj2f

S

q
, are calculated and shown in the lower

panel. The curve of hybrid relay configuration is smoother
and more robust, whereas the Michelson observables may
slightly lose SNR around the CFs.
For the Michelson channels, another potential problem is

the slight difference in CFs between the science channels,
A and E. The PSD ratios of A and E, SA=SE, for Michelson
and hybrid relay, are depicted in Fig. 9. Below 50 mHz, the
PSD of AX1 and EX1 are closely equal, but, as the frequency
increase, their PSDs diverge especially around their CFs. In
this data chunk, the CF of AX1 is slightly lower than EX1
which causes the ratio jumps from low to high at each CF.
The rhythm of CFs in the hybrid relay is more stable, the
two channels have the same CFs. The ratios are dropped at
each CF due to the PSD of AUŪ is lower than the EUŪ s in
the current case. The asynchronous CFs in Michelson result
from the different unequal arms involved in the channels.
Optimal observables from the hybrid relay have the same
CFs, potentially enhancing the stability of their covariance
matrix and thus benefiting the robustness of data analysis.

V. CONCLUSION AND DISCUSSION

In this work, we present a hybrid relay second-gener-
ation TDI configuration with minimal characteristic

frequencies. We compare its capability to the fiducial
second-generation TDI Michelson configuration, focus-
ing on laser noise suppression, clock noise cancellation,
and GW signal inference as crucial aspects. To evaluate
their performance in data analysis, we simulate and
analyze data containing GW signals from massive binary
black holes. The results demonstrate that new TDI
observables effectively satisfy the requirements for laser
noise and clock noise suppressions as the Michelson
configuration. The hybrid relay configuration also exhib-
its robust performance in parameter inference, with noise
spectra and GW response function less modulated ben-
efiting from fewer characteristic frequencies. In contrast,
the TDI observables from the Michelson configuration
would suffer from unequal arm lengths during orbit
motion, particularly affecting the T channel at low
frequencies which undermines parameter inference.
Additionally, the Michelson observables will suffer from
more characteristic frequencies where GW signals and
noises are significantly suppressed. On the other side,
other TDI configurations with asymmetric geometries
could also have minimal characteristic frequencies.
The hybrid relay should be one of the most straight-
forward options to implement and readily compatible
with current noise solutions of the fiducial Michelson
configuration.
We specifically focus on GW signals from massive

binary black holes to illustrate our analysis. The science
data streams, A and E, dominate the inference outcome,
and the T channel is insignificant and negligible in the
analysis for such sources. However, the Tobservable, being
noise dominant, is crucial for characterizing instrumental
noises and separating stochastic GW [54–56]. The T data
from Michelson is susceptible to time-varying arms and
contamination by GW signal, rendering it ineligible for
this task. The T channel from the hybrid relay, being
genuinely noise-dominating data, could be more suitable
for noise characterization. On the other side, the selected
chirp signal quickly sweeps over the high frequency
band which weakens the impacts of characteristic fre-
quencies. For a slowly evolved GW signal, such as the
early inspiral of stellar mass binaries, the signal will last
much longer around TDIs characteristic frequencies, and
then the signal will be dramatically suppressed and
modulated. Observables with fewer null frequencies will
promote signal recoveries by reducing modulations and
suppressions.
Machine learning techniques have been employed to

boost the efficiency of GW identifications and estimations
([57–65], and reference therein). The concept of global fits
has been proposed to simultaneously resolve various GW
signals [66,67]. TDI observables with stable PSDs and GW
response functions are essential for these analyses. The
proposed hybrid Relay could be the eligible configuration

FIG. 9. The PSD ratios of A and E channels for Michelson
(blue) and hybrid relay (orange) configurations. The disconti-
nuities in the ratio of Michelson indicate that the CFs of AX1 and
EX1 are slightly different resulting from the different unequal
arms involved in the channels. The PSDs from AUŪ and EUŪ are
more identical and stable in the sensitive band except at their CFs.
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to fulfill these requirements, and we are committed to
further studies in future work.
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APPENDIX: PSD AND CSD OF HYBRID RELAY
TDI OBSERVABLES

The PSDs of secondary noises separating the acceler-
ation noise and optical metrology noise are depicted in
Fig. 10. The coefficients of acceleration noises and optical
metrology noises for both PSD and CSD are provided in
Tables II and III, respectively. In the UŪ channel, optical
metrology noise predominates over acceleration except
within the frequency range of [1, 4] mHz. In the AUŪ
channels, acceleration noise surpasses optical path noise in
the lower frequency band, while optical noise becomes a
dominant factor at higher frequencies. In the TUŪ channel,
optical metrology noise overwhelms acceleration noise
across the entire frequency band.

FIG. 10. The PSDs of UŪ, AUŪ, and TUŪ observables with separating acceleration noises (acc) and optical metrology noises (op). In
the UŪ channel, optical metrology noise dominates over acceleration except within the range of [1, 4] mHz. The acceleration noise is
higher than the optical path noise in low frequencies for AUŪ, and optical noise becomes the dominant noise in higher frequencies. In the
TUŪ channel, the optical metrology noise overwhelms acceleration noise across the entire frequency band.
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TABLE II. The coefficients of noise components for PSD (power-spectral density) of UŪ and their optimal TDI channels (x ¼ 2πfL).

UŪ AUŪ

Sacc12 64 cos2 x sin4 x 32 cos2 xð5þ 6 cos xÞ2 sin4 x
2

Sacc21 16 sin4 x 32 sin4 x
2
ð5 cos xþ 2 cos 2xþ cos 3xþ 3Þ2

Sacc13 64 cos2 x sin4 x 8 sin4 xð1 − 2 cos xÞ2
Sacc31 16ð1þ 2 cos 2xÞ2 sin4 x 8 sin4 xð−2 cos xþ 2 cos 2xþ 1Þ2
Sacc23 64 cos2 xð3þ 4 cos xÞ2 sin4 x

2
32 sin4 x

2
ð5 cos xþ 2 cos 2xþ cos 3xþ 3Þ2

Sacc32 64 cos2 x sin4 3x
2

32 sin4 x
2
ð6 cos xþ 3 cos 2xþ cos 3xþ 3Þ2

Sop12 4 sin2 x 8 sin4 x
2
ð46 cos xþ 30 cos 2xþ 14 cos 3xþ 4 cos 4xþ 27Þ

Sop21 4 sin2 x 8 sin4 x
2
ð46 cos xþ 30 cos 2xþ 14 cos 3xþ 4 cos 4xþ 27Þ

Sop13 4 sin2 x 8 sin2 x
2
sin2 x

Sop31 4 sin2 x 8 sin2 x
2
sin2 x

Sop23 2ð2 − cos xþ cos 2x − 2 cos 3x − cos 5xþ cos 6xÞ 8 sin4 x
2
ð58 cos xþ 42 cos 2xþ 24 cos 3xþ 10 cos 4xþ 2 cos 5xþ 33Þ

Sop32 2ð2 − cos xþ cos 2x − 2 cos 3x − cos 5xþ cos 6xÞ 8 sin4 x
2
ð58 cos xþ 42 cos 2xþ 24 cos 3xþ 10 cos 4xþ 2 cos 5xþ 33Þ

TUŪ EUŪ

Sacc12 64
3
sin4 x

2
ðcos xþ cos 2xþ cos 3xÞ2 32

3
sin4 x

2
ð5 cos xþ 5 cos 2xþ 2 cos 3xþ 3Þ2

Sacc21 64
3
sin4 x

2
ðcos xþ cos 2xþ cos 3xÞ2 32

3
sin4 x

2
ð7 cos xþ 4 cos 2xþ cos 3xþ 3Þ2

Sacc13 64
3
sin4 x

2
ðcos xþ cos 2xþ cos 3xÞ2 32

3
sin4 x

2
ð11 cos xþ 5 cos 2xþ 2 cos 3xþ 6Þ2

Sacc31 64
3
sin4 x

2
ðcos xþ cos 2xþ cos 3xÞ2 32

3
sin4 x

2
ð10 cos xþ 7 cos 2xþ cos 3xþ 6Þ2

Sacc23 64
3
sin4 x

2
ðcos xþ cos 2xþ cos 3xÞ2 32

3
sin4 x

2
ð5 cos xþ 2 cos 2x − cos 3xþ 3Þ2

Sacc32 64
3
sin4 x

2
ðcos xþ cos 2xþ cos 3xÞ2 32

3
sin4 x

2
ð4 cos xþ cos 2xþ cos 3xþ 3Þ2

Sop12 4
3
ðsin x

2
− sin 7x

2
Þ2 8

3
sin4 x

2
ð74 cos xþ 54 cos 2xþ 34 cos 3xþ 16 cos 4xþ 4 cos 5xþ 43Þ

Sop21 4
3
ðsin x

2
− sin 7x

2
Þ2 8

3
sin4 x

2
ð74 cos xþ 54 cos 2xþ 34 cos 3xþ 16 cos 4xþ 4 cos 5xþ 43Þ

Sop13 4
3
ðsin x

2
− sin 7x

2
Þ2 16

3
sin4 x

2
ð103 cos xþ 72 cos 2xþ 38 cos 3xþ 14 cos 4xþ 2 cos 5xþ 59Þ

Sop31 4
3
ðsin x

2
− sin 7x

2
Þ2 16

3
sin4 x

2
ð103 cos xþ 72 cos 2xþ 38 cos 3xþ 14 cos 4xþ 2 cos 5xþ 59Þ

Sop23 4
3
ðsin x

2
− sin 7x

2
Þ2 8

3
sin4 x

2
ð38 cos xþ 18 cos 2xþ 4 cos 3x − 2 cos 4x − 2 cos 5xþ 25Þ

Sop32 4
3
ðsin x

2
− sin 7x

2
Þ2 8

3
sin4 x

2
ð38 cos xþ 18 cos 2xþ 4 cos 3x − 2 cos 4x − 2 cos 5xþ 25Þ

TABLE III. The coefficients of noise components for CSD (cross-spectral density) of UŪ and their optimal TDI channels (x ¼ 2πfL).

CSD(UŪ;VV̄)

Sacc12 32 sin4 xð2 cos xþ cos 3xÞ
Sacc21 32 sin4 x cos x
Sacc13 −64 sin4 x

2
ð3 cos x

2
þ 2 cos 3x

2
þ cos 5x

2
Þ2

Sacc31 2ð− cos 2xþ cos 4xþ 2 cos 5xþ cos 6x − 2 cos 7x − 1Þ
Sacc23 −64 sin4 x

2
ð4 cos xþ 3Þðcos x

2
þ cos 3x

2
Þ2

Sacc32 −128 sin4 x
2
cos xð2 cos x

2
þ cos 3x

2
Þ2

Sop12 4 sin2 x cos xþ 4i sin3 x
Sop21 4 sin2 x cos x − 4i sin3 x
Sop13 ðcos 4xþ cos 5x − cos 7x − 1Þ − ið2 sin x − sin 4x − sin 5xþ sin 7xÞ
Sop31 ðcos 4xþ cos 5x − cos 7x − 1Þ þ ið2 sin x − sin 4x − sin 5xþ sin 7xÞ
Sop23 4 sin2 xð− cos xþ cos 2xþ cos 4xÞ þ iðsin x − sin 2xþ sin 3xþ sin 4x − sin 6xÞ
Sop32 4 sin2 xð− cos xþ cos 2xþ cos 4xÞ − iðsin x − sin 2xþ sin 3xþ sin 4x − sin 6xÞ

CSD(AUŪ, EUŪ)

Sacc12 16ffiffi
3

p sin4 x
2
ð106 cos xþ 83 cos 2xþ 52 cos 3xþ 25 cos 4xþ 6 cos 5xþ 58Þ

Sacc21 16ffiffi
3

p sin4 x
2
ð112 cos xþ 83 cos 2xþ 46 cos 3xþ 20 cos 4xþ 6 cos 5xþ cos 6xþ 62Þ

(Table continued)
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TABLE III. (Continued)

CSD(AUŪ, EUŪ)

Sacc13 − 64ffiffi
3

p sin4 x
2
cos2 x

2
ð6 cos xþ 8 cos 2xþ 3 cos 3xþ 2 cos 4xþ 5Þ

Sacc31 − 64ffiffi
3

p sin4 x
2
cos2 x

2
ð2 cos xþ 8 cos 2xþ 4 cos 3xþ 6 cos 4xþ cos 5xþ 3Þ

Sacc23 16ffiffi
3

p sin4 x
2
ð−88 cos x − 61 cos 2x − 30 cos 3x − 8 cos 4xþ 2 cos 5xþ cos 6x − 50Þ

Sacc32 − 16ffiffi
3

p sin4 x
2
ð82 cos xþ 58 cos 2xþ 30 cos 3xþ 13 cos 4xþ 4 cos 5xþ cos 6xþ 46Þ

Sop12 8ffiffi
3

p sin4 x
2
ð56 cos xþ 42 cos 2xþ 24 cos 3xþ 10 cos 4xþ 2 cos 5xþ 31Þ þ iffiffi

3
p ð6 sin x − sin 2x − sin 5x − sin 6xþ sin 7xÞ

Sop21 8ffiffi
3

p sin4 x
2
ð56 cos xþ 42 cos 2xþ 24 cos 3xþ 10 cos 4xþ 2 cos 5xþ 31Þ − iffiffi

3
p ð6 sin x − sin 2x − sin 5x − sin 6xþ sin 7xÞ

Sop13 − 64ffiffi
3

p sin4 x
2
cos2 x

2
ðcos xþ 2 cos 2xþ cos 3xþ cos 4xþ 1Þ − iffiffi

3
p ð6 sin x − sin 2x − sin 5x − sin 6xþ sin 7xÞ

Sop31 − 64ffiffi
3

p sin4 x
2
cos2 x

2
ðcos xþ 2 cos 2xþ cos 3xþ cos 4xþ 1Þ þ iffiffi

3
p ð6 sin x − sin 2x − sin 5x − sin 6xþ sin 7xÞ

Sop23 − 8ffiffi
3

p sin4 x
2
ð2 cos xþ 1Þ2ð6 cos xþ 4 cos 2xþ 3Þ þ iffiffi

3
p ð6 sin x − sin 2x − sin 5x − sin 6xþ sin 7xÞ

Sop32 − 8ffiffi
3

p sin4 x
2
ð2 cos xþ 1Þ2ð6 cos xþ 4 cos 2xþ 3Þ − iffiffi

3
p ð6 sin x − sin 2x − sin 5x − sin 6xþ sin 7xÞ

CSD(AUŪ, TUŪ)

Sacc12 −16
ffiffi
2
3

q
sin4 x

2
ð17 cos xþ 16 cos 2xþ 14 cos 3xþ 8 cos 4xþ 3 cos 5xþ 8Þ

Sacc21 16
ffiffi
2
3

q
sin4 x

2
ð16 cos xþ 17 cos 2xþ 13 cos 3xþ 8 cos 4xþ 3 cos 5xþ cos 6xþ 8Þ

Sacc13 64
ffiffi
2
3

q
sin4 x

2
cos2 x

2
ðcos 2xþ cos 4xþ 1Þ

Sacc31 −64
ffiffi
2
3

q
sin4 x

2
cos2 x

2
ð2 cos x − cos 2xþ cos 3xþ cos 5xÞ

Sacc23 16
ffiffi
2
3

q
sin4 x

2
ð20 cos xþ 17 cos 2xþ 15 cos 3xþ 10 cos 4xþ 5 cos 5xþ cos 6xþ 10Þ

Sacc32 −16
ffiffi
2
3

q
sin4 x

2
ð19 cos xþ 19 cos 2xþ 15 cos 3xþ 10 cos 4xþ 4 cos 5xþ cos 6xþ 10Þ

Sop12 −8
ffiffi
2
3

q
sin4 x

2
ð4 cos xþ 3 cos 2xþ 3 cos 3xþ 2 cos 4xþ cos 5xþ 2Þ

− iffiffi
6

p ð3 sin xþ 2 sin 2x − 3 sin 3x − 3 sin 4x − sin 5xþ 2 sin 6xþ sin 7xÞ
Sop21 −8

ffiffi
2
3

q
sin4 x

2
ð4 cos xþ 3 cos 2xþ 3 cos 3xþ 2 cos 4xþ cos 5xþ 2Þ

þ iffiffi
6

p ð3 sin xþ 2 sin 2x − 3 sin 3x − 3 sin 4x − sin 5xþ 2 sin 6xþ sin 7xÞ
Sop13 32

ffiffi
2
3

q
sin4 x

2
cos2 x

2
ðcos xþ 2 cos 2xþ cos 3xþ cos 4xþ 1Þ − 16i

ffiffi
2
3

q
sin3 x

2
cos2 2xð2 cos x

2
þ cos 3x

2
Þ

Sop31 32
ffiffi
2
3

q
sin4 x

2
cos2 x

2
ðcos xþ 2 cos 2xþ cos 3xþ cos 4xþ 1Þ þ 16i

ffiffi
2
3

q
sin3 x

2
cos2 2xð2 cos x

2
þ cos 3x

2
Þ

Sop23 −8
ffiffi
2
3

q
sin4 x

2
ð2 cos xþ 1Þ2 cos 2xþ iffiffi

6
p ðsin 2x − 3 sin 4x − 2 sin 5xþ sin 6xþ 2 sin 7xÞ

Sop32 −8
ffiffi
2
3

q
sin4 x

2
ð2 cos xþ 1Þ2 cos 2x − iffiffi

6
p ðsin 2x − 3 sin 4x − 2 sin 5xþ sin 6xþ 2 sin 7xÞ

CSD(EUŪ, TUŪ)

Sacc12 − 16
3

ffiffiffi
2

p
sin4 x

2
ð2 cos xþ 1Þ2ð3 cos xþ 3 cos 3xþ 2 cos 4xþ 2Þ

Sacc21 16
3

ffiffiffi
2

p
sin4 x

2
ð22 cos xþ 21 cos 2xþ 17 cos 3xþ 12 cos 4xþ 5 cos 5xþ cos 6xþ 12Þ

Sacc13 − 16
3

ffiffiffi
2

p
sin4 x

2
ð2 cos xþ 1Þ2ð3 cos xþ 6 cos 2xþ 3 cos 3xþ 2 cos 4xþ 2Þ

Sacc31 16
3

ffiffiffi
2

p
sin4 x

2
ð37 cos xþ 33 cos 2xþ 29 cos 3xþ 18 cos 4xþ 8 cos 5xþ cos 6xþ 18Þ

Sacc23 − 16
3

ffiffiffi
2

p
sin4 x

2
ð14 cos xþ 15 cos 2xþ 13 cos 3xþ 6 cos 4xþ cos 5x − cos 6xþ 6Þ

Sacc32 16
3

ffiffiffi
2

p
sin4 x

2
ð13 cos xþ 15 cos 2xþ 11 cos 3xþ 6 cos 4xþ 2 cos 5xþ cos 6xþ 6Þ

Sop12 8
3

ffiffiffi
2

p
sin4 x

2
ð8 cos xþ 9 cos 2xþ 7 cos 3xþ 4 cos 4xþ cos 5xþ 4Þ þ iffiffi

2
p ðsin x − sin 3xþ sin 4xþ sin 5x − sin 7xÞ

Sop21 8
3

ffiffiffi
2

p
sin4 x

2
ð8 cos xþ 9 cos 2xþ 7 cos 3xþ 4 cos 4xþ cos 5xþ 4Þ − iffiffi

2
p ðsin x − sin 3xþ sin 4xþ sin 5x − sin 7xÞ

Sop13 16
3

ffiffiffi
2

p
sin4 x

2
ð2 cos xþ 1Þ cos2 2xþ 4i

ffiffiffi
2

p
sin3 xðcos xþ 2 cos 2xþ cos 3xþ cos 4xþ 1Þ

(Table continued)
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TABLE III. (Continued)

CSD(EUŪ, TUŪ)

Sop31 16
3

ffiffiffi
2

p
sin4 x

2
ð2 cos xþ 1Þ cos2 2x − 4i

ffiffiffi
2

p
sin3 xðcos xþ 2 cos 2xþ cos 3xþ cos 4xþ 1Þ

Sop23 − 8
3

ffiffiffi
2

p
sin4 x

2
ð10 cos xþ 9 cos 2xþ 8 cos 3xþ 5 cos 4xþ 2 cos 5xþ 5Þ þ 8i

ffiffiffi
2

p
sin3 x

2
cos x

2
ð2 cos xþ 1Þ2 cos 2x

Sop32 − 8
3

ffiffiffi
2

p
sin4 x

2
ð10 cos xþ 9 cos 2xþ 8 cos 3xþ 5 cos 4xþ 2 cos 5xþ 5Þ − 8i

ffiffiffi
2

p
sin3 x

2
cos x

2
ð2 cos xþ 1Þ2 cos 2x
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