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Method of moments for a relativistic single-component gas
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We derive the equations of motion for all the irreducible moments of the single-particle distribution
function. We find that these moment equations of motion are highly coupled, with the dynamics of lower-
rank moments always being coupled to those of a higher-rank, leading to an endless tower of equations.
Considering a massless gas in Bjorken flow, we investigate how this hierarchy of differential equations can

be properly truncated and solved.
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I. INTRODUCTION

For the past decades, relativistic fluid dynamics has
been successfully used in the description of cold atomic
gases [1,2] as well as of the quark-gluon plasma created in
ultrarelativistic heavy-ion collisions [3—5]. In order to obtain
an accurate description of these systems, it is indispensable
to take into account dissipative effects in the differential
equations that govern the relativistic fluid-dynamical evo-
lution. This has motivated a general discussion on the
derivation of relativistic dissipative fluid dynamics from an
underlying microscopic theory [5—7] and, furthermore, in
establishing the domain of applicability of such fluid-
dynamical formulations. In particular, this issue has been
widely investigated for relativistic dilute gases using the
Boltzmann equation as a starting point [7].

Chapman-Enskog theory [8—10] is the most widespread
method to derive fluid dynamics from the Boltzmann
equation. In this approach, a particular solution for the
single-particle distribution function is found in the form of a
gradient expansion. Different truncations of this expansion
lead to distinct fluid-dynamical theories: a truncation at
zeroth order leads to the Euler equations (ideal fluid
dynamics), while at first order it yields the Navier-Stokes
equations [11]. Unlike its nonrelativistic counterpart, the
relativistic Navier-Stokes theory is ill-defined, as its acausal
nature renders the global equilibrium state unstable [12,13].
Moreover, higher-order truncations of the Chapman-Enskog
expansion lead to Burnett and super-Burnett theories, which
suffer from the so-called Bobylev instability even in the
nonrelativistic regime [14]. These problems lead to the
conclusion that the traditional Chapman-Enskog method
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does not yield fluid-dynamical formulations that can
actually be employed for practical purposes.1

An alternative to obtain fluid-dynamical theories from
the Boltzmann equation that does not display nonphysical
features is the method of moments. It was originally
developed by Grad for nonrelativistic gases [18], intro-
ducing an expansion for the single-particle distribution
function in terms of a complete and orthogonal basis of
generalized Hermite polynomials [19]. Three decades
later, Israel and Stewart were the pioneers in extending
Grad’s work to relativistic systems [20]. In the absence of a
convenient orthogonal basis, they simply expanded the
single-particle distribution function using a basis of
4-momenta, 1,k,, k,k,,---. This expansion is then trun-
cated at second order, so that the distribution function is
described solely in terms of degrees of freedom that can be
matched to the independent fields appearing in the con-
served currents. The truncated distribution function is
finally inserted into the first three moments of the
Boltzmann equation, leading to the so-called Israel-
Stewart transient theory of relativistic fluid dynamics.
The derived equations are shown to be linearly causal
and stable as long as the transport coefficients satisfy
certain constraints, cf., Refs. [21-24]. We remark that a
major difference between the method of moments and the
Chapman-Enskog method is the fact that the first relies on
a truncation in degrees of freedom, while the latter
corresponds to a truncation in a small parameter, charac-
terized by gradients of the fluid-dynamical variables.

'In Ref. [15], a possibly convergent generalization of the
Chapman-Enskog expansion was proposed. However, its con-
vergence has only been investigated in Bjorken flow [16] within
the relaxation time approximation [17].

© 2024 American Physical Society
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In Ref. [25], the relativistic version of the method of
moments was generalized and the single-particle distribu-
tion function was expanded in terms of a basis of irreduc-
ible’ momenta, 1, kw, kwky), ---. In contrast to the basis
chosen by Israel and Stewart, the irreducible momenta form
a complete and orthogonal basis [7,10]. Hence, the expan-
sion coefficients can be obtained in exact form without
relying on a matching procedure, and their equations of
motion stem from the Boltzmann equation. In practice, one
replaces the Boltzmann equation by a set of coupled partial
differential equations for the moments of the single-particle
distribution function, and fluid-dynamical theories are then
obtained from a systematic truncation of these equations. As
a matter of fact, the method of moments, as proposed in
Ref. [25], has been consistently employed to obtain and
study causal fluid-dynamical theories from the Boltzmann
equation, cf. Refs. [26-41].

Nevertheless, the convergence of the moment equations
has never been fully explored in the relativistic regime. For
instance, the equations of motion for the moments are
highly coupled, with the dynamics of moments that are of a
lower order in the moment expansion coupling to those that
are of a higher order. How this hierarchy of equations can
be properly truncated and how this truncation quantitatively
affects the solutions for each moment is not well known.
One reason for this lack of studies is that the equations of
motion for the irreducible moments of the nonequilibrium
distribution function have only been obtained for a handful
of moments [25,34].3’4

In the present work, we bridge this gap by deriving the
equations of motion for all the irreducible moments of the
distribution function. Furthermore, we show how these
equations simplify in the highly symmetric configuration
of Bjorken flow [16]. In this case, we recover the results first
obtained in Ref. [7], where the method of moments was
developed employing the aforementioned symmetries from
the start. This shows the consistency of the derivations
developed in the present work. We then investigate the
convergence properties of the solutions for this hierarchy of
equations for a gas of classical massless particles in Bjorken
flow within the relaxation time approximation [17].

This work is organized as follows. In Sec. II we outline
the method of moments and, in Sec. III, systematically
calculate a hierarchy of equations of motion for the
irreducible moments of the distribution function. Then, in
Sec. IV, we derive the moment equations for a system
undergoing Bjorken flow and, in Sec. V, we thoroughly

2with respect to Lorentz transformations that leave the fluid
4-velocity unchanged, i.e., A¥, u* = u* [10].

3In Ref. [42], general equations of motion for the reducible
moments of the single-particle distribution function were thor-
oughly investigated for a system of electrically charged particles,
in the context of the Boltzmann-Vlasov-Maxwell equation.

4During the writing of this manuscript, general moment
equations were also derived in Ref. [43].

analyze the convergence of the solutions for these equations
for a classical massless gas undergoing a Bjorken expan-
sion. All our conclusions are summarized in Sec. VI. The
details of the derivation of the main results of this paper is
delegated to the appendices. Throughout this work, we
make use of natural units, ¢ = 4 = kz = 1, and adopt the
mostly minus convention for the Minkowski metric tensor,
G = diag(1,—1,—1,~1), unless stated otherwise.

II. RELATIVISTIC BOLTZMANN EQUATION
AND THE METHOD OF MOMENTS

The relativistic Boltzmann equation is an integrodiffer-
ential equation that describes the dynamics of the single-
particle momentum distribution of a dilute gas [9]

k0, fx = C[f]. (1)

where k* = (vVm? + k?,K) is the 4-momentum, with m
being the mass of the particles, fi is the single-particle
distribution function, and C[f] is the collision term.
Considering classical particles and taking into account
exclusively binary elastic collisions, it reads

Clf] :g / dK'dPAP' Wi pp (fpfo = [ifi).  (2)

Here, g is the degeneracy factor (for simplicity, hereon
we assume g = 1), dK = d°k/[(27)3k°] is the Lorentz-
invariant volume element in momentum space and
Wik opp 18 the (also Lorentz-invariant) transition rate.

It is convenient to decompose the single-particle dis-
tribution function into an equilibrium and a nonequilibrium
contribution,

fx = fox +0fx = fox(1 + i), (3)

where fo = exp (e —pEy) is the wusual Maxwell-
Boltzmann equilibrium distribution function [44], with
a = u/T (referred to as the thermal potential, where u is
the chemical potential and T is the temperature), f = 1/T,
Ey = u,k* being the energy of the particle in the local rest
frame of the fluid, and u* the fluid 4-velocity—a normalized
timelike 4-vector, u,u* = 1. The temperature and chemical
potential are defined via matching conditions [29]—in this
paper we employ the Landau matching conditions [11],
which will be specified later. Furthermore, 5f denotes the
deviation from local equilibrium of the distribution function,
with ¢y = 6fx/fok. In the method of moments, the non-
equilibrium distribution function is expanded using a
complete and orthogonal basis of irreducible momenta [25],

h = Z’Il?lm”f)k(m o 'kﬂf>’ (4)
£=0
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where AliHe) — AH1THe

[£/2]

A/Ij]‘ l/f/f = Z C<f’ Q) ZAM#Z . Aﬂzq—lﬂquylyz A
= £ prpt

*ON’

being the 2/-index projection operator symmetric under the
exchange of y- and v-type indices, traceless and orthogonal
to the 4-velocity in every index [7,10]. It is constructed in
terms of the 2-index projection operator onto the 3-space
orthogonal to the fluid 4-velocity, A*" = ¢" — u*u”. The
first sum runs up to the largest integer less than or equal to
£/2, while the second sum accounts for all possible
permutations of the indices. The factors C(Z,g) and
Ny, are defined as

- , (21 (22 -2q)!
C(¢.q) = (-1) (20)! g\ (€ = @)\ (¢ = 29)!"

=z ) ©

The former is essential to ensure the traceless property of
the projection operator,

Ney

Affll Vfgy i =0, AI;I Wgylu, 0, 1< <i7j) <7, (7)
while the latter is simply the inverse of the total number of
permutations given in the second sum in Eq. (5), in order to
avoid overcounting any particular term.

We remark that, in contrast to the basis chosen by Israel
and Stewart, the irreducible momenta satisfy the following
orthogonality condition [7,10]

..kmk(p] ek

Vi)

/ dKF(Ey )k

25 m a m
mAgf 5Z/dKF(Ek)(A Pkaks)™,  (8)

with F(Ey ) being an arbitrary function of Ej.
Following Ref. [25], the expansion coefficients 4/
are functions of Ey and are further expanded using a

complete basis of orthogonal functions, Pfjl),

[Se]

q) (p1- ﬂ/ (9)
=0

ﬂl He)

n

For the sake of convenience, P( )

of Ek,

are taken as polynomials

>For massless particles, they reduce to the associated Laguerre
polynomials [7].

v A1V denotes the irreducible projection of an arbitrary tensor A7, with

Aﬂ2q+l . A/Ijﬁ, (5)

Vag—1V2g —V2q+1

kn Zanr Er' (10)

Without loss of generality, we set Pfj]) = 1, so that a(%) =1

and all remaining coefficients can be obtained using the
Gram-Schmidt orthogonalization procedure [25]. In par-
ticular, these functions are constructed to satisfy the
following orthogonality condition

N@)

- arp\e (¢) p(?) _

(2{4_ I)H/dK(Aaﬂk k ) PknPkmfok - 5mn7 (11)
where V') = (=1)?/I,, ,—see Appendix E of Ref. [25]
or Ref. [7] for a detailed derivation—and I;; are thermo-
dynamic integrals defined as

_ (=1 i-2j arf\j
Iij — W dKEk (Aaﬁk k )]f()k' (12)
From the orthogonality condition (8), and using
Eqgs. (4)—(11), the expansion coefficients in Eq. (9) can
be expressed as

()
o NS g 1y

with p'"#* being the irreducible moments of the non-
equilibrium distribution function,

Pl _/dKElr(kO“ - KPS (14)

Finally, we have

w & ()
szfOk(1+zz 1 Rk k)
(15)

We have expressed the single-particle distribution func-
tion completely in terms of the irreducible moments of 61,
which are the only terms a priori unknown in the
expression above. In principle, the exact solution for fj
is obtained when all sums are taken to infinity, although this
is unfeasible in practice. Nonetheless, as more terms are
included in the expansion, one expects to obtain values of
the distribution function which are in better agreement with

=
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the exact solution of the Boltzmann equation, at least up to
a given energy scale. It is then necessary to determine the
time evolution of the irreducible moments in order to obtain
the single-particle distribution function itself, thus effec-
tively solving the Boltzmann equation. In general, this task
requires the inclusion of moments of arbitrarily high ranks
and not just those that appear in fluid-dynamical theories.

So far, equations of motion for the irreducible moments
have always been calculated separately (rank by rank), and,
to this day, only up to rank 4 [25,34]. Nevertheless, this task
becomes progressively more exhausting as one includes
moments of higher ranks in the expansion given by
Eq. (15). The main goal of this work is to calculate a
general equation of motion for an irreducible moment of
arbitrary rank #, from which the dynamics of any irreduc-
ible moment can be straightforwardly obtained.

III. EQUATIONS OF MOTION

First, it is convenient to define the irreducible moments
of a generic single-particle distribution function, f,

ot _/dKEkk< . (16)

We emphasize that the irreducible moments @}

are defined slightly different than p)'"*. They are inte-
grals of the single-particle distribution function, fx, rather
than integrals of its nonequilibrium component, Jf,
cf. Eq. (15). The latter prescription can be straightfor-
wardly recovered by simply factorizing fy as in Eq. (3).
We remark that only the scalar irreducible moments do not
|

. . cyer . 6
vanish in equilibrium,

/ dKE; k"

where we defined ¢,' as the equilibrium value of the
corresponding scalar irreducible moment.

We note that all the hydrodynamic variables can
be expressed in terms of the irreducible moments defined
in (16),

. .k/‘z”)fOk = Qstqéf() = O, Y ¢ > 0, (17)

= (18)

where 7 is the particle density in the local rest frame, ¢ is the
energy density in the local rest frame, P is the isotropic
pressure, n* is the particle diffusion 4-current, W# is the
energy diffusion 4-current, and 7z is the shear-stress tensor.

The Boltzmann equation, Eq. (1), can be expressed as

d 7C[f] 1
& T E BN

vﬂf k> (19)
where d/dr = u*d, is the comoving time derivative and
Vi = A*9, is the 4-gradient operator. Using this result, it
is possible to show that the irreducible moments of
arbitrary rank, ¢y, satisfy the following equations of
motion

Q<I4| C}u He + }"Q’ll Herlyy iy, — A/lf]l ﬁ;vut“gl;] 1W+1 +( I)Qirllzﬂmz Oy it +?/ﬂQr<”] He- la)/lf>
£ 1
[rm Q< = (r42¢ + 1), i [ ]um 4= [(r— m?g = (r+ ¢ +2)0" W]Q
20+ 1 " 3 "
£
2 — D\ 2o e 2 24 4 1)K He- sz Vi (2o e o)
27 13 [(2r = 2me T = (2r 20+ et 2y s =)
2 -1
+74(£2 1) [(r = D)m*Q5 "2 — (2r +2£ — 1)m2o)" " + (1 + 26) @5 ook, (20)
l
where 6 = d,u" is the expansion rate, o#* = Vi#u?) is the [£/2] £ C(¢,q)
shear tensor, @ = (V¥u¥ — V¥u*)/2 is the vorticity tensor kW1 - - i) = ) .

and C/'"" is the generalized collision term, defined
according to Ref. [25],

Rt = / dKE K" - - ko) C[f]. (21)

In the derivation of Eq. (20), we have used the following
identities,

albyq
Klee) +Z(Aaﬂk kP Yigi N,

q9=
X E AHIH2 L
7L

AH2q-1H24 k(ﬂqu) ce. k(llr?> ,

(22a)

SThis happens because, unless £ =0, it is not possible to
construct an Zth rank irreducible tensor solely in terms of 7', u,
u*, and ¢g".
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4
k(l/l cee kw)k(vtm) = k(l/l cee kl’f+l>
* 20 +1
X (Awk’lkﬁ)Ai’,‘lﬁZﬁA“ﬁ””fﬂk<“1 o ke)

(22b)

The calculations to obtain Egs. (20) and (22) are reported in
detail in Appendices A and B.

The result obtained in Eq. (20) is consistent with
previous calculations for £ =0, 1, 2 [25], as well as for
¢ =3, 4 [34], originally derived in the context of second-
and third-order theories of relativistic fluid dynamics,
respectively. In particular, we remark that this result is
the relativistic generalization of Eq. (8) from Ref. [45].
Furthermore, we note that Eq. (20) do not clearly display
the traditional Navier-Stokes terms, i.e., terms that are of
first-order in gradients of thermal potential and 4-velocity.
This happens because such terms stem solely from deriv-
atives of the local equilibrium distribution function, while
the irreducible moments ¢)' ** were constructed in terms
of the single-particle distribution function, without facto-
rizing its equilibrium component. In order to identify the
Navier-Stokes-like terms in the equations, the irreducible
moments must be separated into their equilibrium and
nonequilibrium parts. In particular, we remark that only the
equations of motion for the irreducible moments with Z < 2
have nonzero Navier-Stokes-like terms—these terms van-
ish for all moments of rank # > 3, as a consequence of
Eq. (17). Nevertheless, we remark that these terms were
explicitly calculated in Ref. [25].

In order to obtain an expression for f}, it is necessary to
compute the dynamics of the irreducible moments, which in
turn satisfy a hierarchy of coupled differential equations. In
particular, as previously discussed, the exact single-particle
distribution function is obtained when the sums in Eq. (15)
are taken to infinity, i.e., when the dynamics of all its
irreducible moments is taken into account. In practice,
however, we are required to truncate the expansion in
Eq. (15), including the number of moments required for
the series to converge. Nevertheless, the goal of this paper
will be different. We will not evaluate the distribution
function itself but will instead verify how one can effec-
tively truncate the moment equations derived above and
how well this truncation procedure converges. This will be
discussed in detail in the next section in the context of boost-
invariant expanding systems, where the moment equations
derived above can be solved to a very high order.

In the following we define the local equilibrium state
using Landau matching conditions [11]. In this case, the
values of temperature and chemical potential are defined
in such a way that the particle and energy densities are
fixed to their corresponding equilibrium values, ¢; = ¢}
and ¢, = 05", respectively. Furthermore, the 4-velocity
is defined so that the energy diffusion 4-current
vanishes, ¢ = 0.

IV. GAS OF MASSLESS PARTICLES
IN BJORKEN FLOW

Bjorken flow [16] is a simplified framework to study
ultrarelativistic heavy-ion collisions. It consists in assuming
that the bulk matter produced after the collision displays an
axial symmetry and is invariant under Lorentz boosts along
the collision axis. This highly symmetric flow profile
provides the simplest setup in which the fluid-dynamical
equations admit analytical solutions [46-48] and further
serves as a starting point to investigate solutions of the
Boltzmann equation [49-52].

The spacetime in Bjorken flow is more conveniently
described using hyperbolic coordinates, with a geometry
defined by the following metric tensor

9w = diag(gﬂ" Gxx> Gyy» gm.m) = dlag(l’ —-1,-1, _72)’ (23)

where 7 is the proper time and 7, is the spacetime rapidity.
These coordinates are related to the usual Cartesian
coordinates through

1. [t
=\ -2 nsz—ln<i>. (24)

2 t—z

In this coordinate system, the only nonzero Christoffel
symbols are

1
Lo, =17 o, = Tije = 7’ (25)

Therefore, all usual derivatives must be replaced by
covariant derivatives in the equations of motion for the
irreducible moments. In addition, we make the following
set of assumptions:

(1) The system is symmetric under reflections with the
respect to the 7, axis, i.e., 5, = —#;.

(2) The system is homogeneous, i.e., invariant under
translations, along the 5, axis. This implies the
system is boost-invariant and thus all fluid-dynamical
quantities depend solely on the proper time z.

(3) The system is homogeneous and isotropic (invariant
under translations and rotations) in the transverse
xy-plane.

These assumptions combined lead to a static fluid
velocity in hyperbolic coordinates, u* = (u®, u*, u’, u'>) =
(1,0,0,0). Naturally, the fluid itself is not static, as its
expansion is embedded in the metric tensor and thus
manifests itself via the covariant derivatives of the
4-velocity [7]. In particular, the expansion rate and shear
tensor are given by

1 1 1 2t
O=Du'=7. Ow=Dyu, (0’31’31’ 3) (26)
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Finally, the symmetry assumptions imply that the space-
time dependence of f is restricted to the time coordinate 7.
On top of that, the assumption of isotropy in the xy-plane
implies that the momentum dependence of f can be fully
determined by magnitude of the transverse momentum,
k =
particular, given the on-shell condition, k,k* = 0, k; can
be expressed solely in terms of k, and k,, via,

kO: 1/ki+k%J/T2.

particle distribution function can be written as,

K2+ kf, and the longitudinal component, k, . In

Then, in Bjorken flow, the single-

fr = f(z. ko k). (27)

At this point, it is convenient to define a normalized
spacelike 4-vector z, = (0,0,0,—17), such that 7,7 = -1,
that is orthogonal to the fluid 4-velocity, u,z* = 0, so that
Eq. (27) can be expressed in a covariant form,

fx = flz.u'k,, 2'k,,). (28)

The irreducible moments ¢,'"** are defined as integrals
of fy over momentum space. Thus, in Bjorken flow, they
can only depend on 7, u#, and z#, see Egs. (16) and (28). In
particular, their tensor structure must be constructed solely
from combinations of u#, z#, and the metric tensor, ¢**. The
only combination of these tensors that form an irreducible
tensor of rank £ is z% ---z#2) [7]. Thus, the irreducible
moments must have the following general form in Bjorken
flow,

G = F(r)zb ... ghe), (29)
where we identify,
P = () B 30
making use of the identity [7]
2y, ...ZMZWI coghe) = Flyﬁ_ (31)

The next step it to obtain the explicit form of F (7). First,
we note that [7]

£/ k” £-2q
A S B (%)
[£/2]
=ELY C(¢,q)(cos®)24,  (32)

where we have defined cos ® = k,, /(7k). In particular, we

remark that the Legendre polynomials can be expressed
as [53]

(/2]
P,(x) = @ Z C(n, q)x"~24, (33)
b=

thus leading to

£l
2y 2 KU ) = WE tPs(cos®). (34)
Wherefore, it follows that
1 He Z! n+¢
Ly 2y O = =Gr-nn dKk{™ P(cos ©) fy.
(35)

The system’s invariance under reflections around the
ny-axis further implies that f(z, kg, k, ) = f(z. ko, =k, ).
Moreover, the Legendre polynomials, P,(cos ®), are even
(odd) functions of k, , as long as ¢ is equally even (odd).
Therefore, irreducible moments of odd rank are identically
zero in Bjorken flow [7]. Taking £ — 2£, we have

Lty (22)!
It =g e B9

where we have defined the new fields’
ons = [ dKKGPro(cosO) (37)

In particular, taking f, = fok, we obtain the equilibrium
value of the irreducible moments, which vanish unless
¢ =0, as a consequence of the orthogonality of the
Legendre polynomials [53],

L(n+1)!
2

T

€4 _

oy = ge” T" 284, (38)

with g being the degeneracy factor, which we have
previously assumed to be 1. In summary, the irreducible
moments of a generic single-particle distribution function
in Bjorken flow can be written as

M1 Hoe (

On = Qn+2ffZ Hio... Zﬂzf>_

(39)

"We remark that the moments L, investigated in Refs. [37-41],
are a subset of the irreducible moments ¢, , for n = 2. Further-
more, what these references refer to as mode coupling theory is
equivalent to the traditional method of moments discussed here.
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In order to obtain the equation of motion satisfied by
Qn.¢» it is still necessary to provide an expression for the
collision term, C[f]. In general, obtaining a closed expres-
sion for C[f] is the most challenging part of solving the
Boltzmann equation with the method of moments. It
typically requires the computation of several integrals
involving the single-particle distribution function and the
transition rate that determines the scattering processes,
which can be rather cumbersome even in the linear
regime [54,55]. In this work, however, we adopt a rather
simple prescription for the collision term, known as the
relaxation time approximation [17]. In this approach, the
single-particle distribution function is assumed to relax to
its equilibrium value within a timescale 7, and the collision
term becomes simply

Clf] = - —1‘: (fx = fox) = CHowe)

(p/"fl"'ﬂ/ _plrl,le&”f)- (40)

1
=
Hence, all irreducible moments also evolve toward their
equilibrium values within the same timescale. In particular,
we assume this to be the shear relaxation time, 7 = 7, =
5n/(ey + Py) [25]. In order to be consistent with the
conservation of energy and momentum, this prescription
requires the imposition of Landau matching conditions
[56], which, as already mentioned, defines the values of the
temperature and chemical potential out of equilibrium so
that the particle and energy densities are fixed to their
equilibrium values, ¢ o = 01 and ¢ ¢ = 05, respectively.

We are now finally in position to obtain a set of coupled
equations of motion for the irreducible moments in the
framework of Bjorken flow. Replacing Egs. (39) and (40)
into Eq. (20) and contracting it with z(, ---z,,,), we obtain

1 Qnr-1 Onys Onr+1
DrQn,f = _a(gn,f_gi(,lf) _PnT_ Q :_ —RnT-i_,

(41)
where we have introduced the following coefficients
(n+26)(2¢-1)
=27 , 42
P= @) (422)
2026+ 1) +n(24% + 126 -3) 2
= = 42b
< 346 —1)(47 1 3) t3 (42
20+ 1)20 42

R=(n—2e—1)3EDR+2) (42¢)

(42 +1)(4¢ +3)

We recovered the set of differential equations previously
obtained in Ref. [7], where the method of moments was
directly constructed assuming the symmetries of Bjorken

flow within the relaxation time approximation. In the
present work, however, we followed a different path: we
constructed the method of moments for a general flow
configuration and only then employed the assumptions of
Bjorken flow and the relaxation time approximation.
Finally, contracting the equation of motion for ¢,' ** with
Zyu, """ Zu,)» We obtained the same result as in Ref. [7],
showing the consistency of the calculations developed here.

We note that the Denicol-Niemi-Molnar-Rischke equa-
tions of fluid dynamics [25] appear when the moment
equations (20) are truncated at rank 2, i.e., all moments of
rank higher than 2 are neglected. Moreover, the inclusion
of irreducible moments of rank 3 and 4 in the hierarchy of
equations (in Bjorken flow, this consists in including
irreducible moments ¢, ,) lead to third-order fluid dynam-
ics, as shown in Ref. [34]. As a matter of fact, if a
sufficiently large number of moments is included in the
hierarchy, one expects to obtain the exact solution for the
hydrodynamic fields. However, the behavior and conver-
gence of these solutions have not been fully explored. The
next step is to thoroughly analyze the behavior of the
irreducible moments and the convergence of this hierarchy
of differential equations.

V. CONVERGENCE OF THE SOLUTIONS

We solve Eq. (41) by imposing a truncation of the
moment expansion. In practice, this means that irreducible
moments of a given rank (or higher) will simply be
neglected in the calculations. In the highly symmetric flow
configuration considered in the previous section, this is
implemented by taking ¢,, =0, V ¢ > £, with the
parameter 7, quantitatively specifying our truncation.
Once this is done, Eq. (41) can be solved using the Runge-
Kutta algorithm. Unless stated otherwise, we consider the
system to be in equilibrium at an initial time 7, with a
temperature 7(zo) = 1 GeV and a vanishing chemical
potential. Also, we consider three distinct values of initial
time, always specified in units of 7z, 7y/7x = 0.01, 0.1,
and 1.

We first look at the convergence of solutions for the
temperature and thermal potential as a function of the
rescaled time, 7/ 7y, for £« = 2, 4, and 8. These quantities
are obtained by solving Eq. (41) and then using Landau
matching conditions to extract 7 and « from the particle
number and energy densities. In Fig. 1, we display solutions
for the temperature (upper panels) and thermal potential
(lower panels) as functions of the rescaled time. We note
that all the dependence on 77/ s is embedded in the relaxation
time, 7g, and, by plotting our results as a function of the
rescaled time, the magnitude of the dissipative effects is
solely determined by the initial value of 7/zp—that is, more
dissipative systems can be probed by considering smaller
values for the initial rescaled time. We observe that, as the
initial rescaled time is smaller, i.e. as the system becomes
more dissipative, more moments have to be included in the
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FIG. 1. Solutions for the temperature (upper panels) and thermal potential (lower panels) considering different truncations and values

for the initial rescaled time and assuming 7'(zy) = 1 GeV and n(zy) = T(zy)* /7.

hierarchy of differential equations (41) in order for the
solutions to converge.

Next we look at the convergence of certain irreducible
moments. In Fig. 2, we display ¢, /054 (Which is related to
the shear-stress tensor as 7z = =20, /3 [71), 025/05}
and ©,10/05 as functions of the rescaled time z/zg, for
several values of 7. It can readily be seen that, as more
moments are included in the hierarchy of differential
equations, the solutions for the irreducible moments gradu-
ally converge to a unique curve. Moreover, as the initial
rescaled time becomes smaller, the irreducible moments
become larger in magnitude and more moments have to be
included in order to observe convergence, i.e., a larger
value of 7., is required in order for the solutions to
converge. We remark that this behavior is also observed for
different values of n, which defines the power of energy in
Eq. (37), but we do not display these cases for the sake of
simplicity.

We now look at the irreducible moments, @,,,, fixing the
value of n and varying the parameter . We solve Eq. (41)

for Z .« = 100 and portray, in Fig. 3, the absolute value of
the irreducible moments normalized by their equilibrium
value, |p, ¢|/py - for n = 1 and £ = 1-10 as a function of
7/7x. Each panel of Fig. 3 displays solutions obtained for a
different choice of initial time. We observe that, for a fixed
n, the normalized irreducible moments become smaller
(in magnitude) as the value of Z is increased. This is
consistent with the apparent convergence observed for the
solutions of the moment equations obtained with our
truncation scheme—moments become smaller as the value
of 7 is increased and, for a sufficiently large value of 7, it
becomes a good approximation to simply set them to zero.
Naturally, the moments with £ <« £, are well approxi-
mated in this scheme, whereas those with £ ~ ¢, are
usually not. This is in agreement with the behavior
observed in Figs. 1 and 2.

Next, we analyze the behavior of the irreducible
moments, @,,, for £ = 1 and several values of n. We solve
Eq. (41) with £, = 10 (which is sufficiently large to
ensure the convergence of the solutions) and considering
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FIG. 2. Solutions for ¢, 1 /5 (upper panels), ¢ 5/¢5 (middle panels) and ¢, 19/ ¢35} (lower panels) considering different truncations
and values for the initial rescaled time and assuming T(zy) = 1 GeV and n(zy) = T(zo)*/7°.

n = 1-10 In Fig. 4, we display the absolute value of the
normalized irreducible moments |g,,;|/ QZ% as a function of
the rescaled time 7/7z. We observe that as the value of n is
increased, the magnitude of the normalized moments is also
increased, and this behavior becomes even more manifested

as the initial rescaled time is smaller. We remark that this
behavior is also observed for different choices of Z, but we
not display these results here for the sake of simplicity. This
behavior of the irreducible moments as one increases the
parameter n is significant, since it renders the task of
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FIG. 3.
T(zy) = 1 GeV and n(zy) = T(z0)*/n°.

determining the single-particle distribution function com-
plicated. In the method of moments, the single-particle
distribution function is expressed in terms of a sum of
irreducible moments, cf. Eq. (15), and it is generally
assumed that this series converges rapidly, at least for
relatively small values of momentum. However, here we
see that ¢,, grows significantly with n at intermediate
(rescaled) times, making it challenging to calculate the
moment expansion to a sufficiently high order and estab-
lishing its convergence. This will be thoroughly investi-
gated in an upcoming follow-up work.

Last, we compute the pressure anisotropy, defined as
Pr/Pr = (1+420,,)/(1 —0y2,), considering different val-
ues for the shear viscosity over entropy density, 7/s, and
initial temperatures calibrated to emulate the hot and dense

0.01 0.10 1 10 100 0.1 05 1

|Q1,(|/Qeq17[)

50 100 | 5 10 50 100

5 10
T/TR T/TR

Normalized irreducible moments for n = 1 and considering different values for ¢ and initial rescaled time and assuming

matter created at the Relativistic Heavy-Ion Collider (RHIC)
and the Large Hadron Collider (LHC). In the left panel of
Fig. 5, we display the pressure anisotropy as a function of
the proper time, calculated from Eq. (41) with £,,,,, = 6, and
compare them to semianalytical solutions for this quantity
derived in Ref. [5]. Three values of shear viscosity over
entropy density are considered: /s = 1/(4x), 3/(4x), and
10/ (4z)—here, since we do not display the solution as a
function of the rescaled time, the curves will depend on the
magnitude of the shear viscosity coefficient. For the sake of
comparison, we consider the initial conditions proposed in
Ref. [5], with the system being initially at equilibrium at an
initial time 7, = 0.25 fm, with an initial temperature of
T(z9) = 300 MeV. For this type of initial condition, we
observe that including 6 moments in the moment equations

|Qn., 1 |/Qeq,,,[]
lon11/0%,, o

0.7
0.6f
0.5f

0.4f

lon11/0%,.o

0.3f
0.2f

0.1f

.0 .
0.01 0.10 1 10 100 0.1 05 1

T/TR

0.0L
50 100 05 5 10 50 100

5 10

T/TR T/TR

FIG. 4. Normalized irreducible moments for £, = 10 considering different values for the initial rescaled time and assuming

T(zy) = 1 GeV and n(zy) = T(zy)*/n°.
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FIG. 5.
(right panel).

is sufficient to obtain a convergent solution. In the right
panel of Fig. 5, we compare our solutions to numerical
solutions of the Boltzmann equation obtained using the
BAMPS simulation code [57,58], in Ref. [59]. For the sake
of comparison, we now use the initial conditions employed
in Ref. [59], i.e., a system in equilibrium at 7 = 0.4 fm
with an initial temperature of 7 = 500 MeV. We note that
the solutions calculated with the method of moments are in
surprisingly good agreement with the numerical solutions
from BAMPS for practically all values of shear viscosity
employed. This did not have to be the case, since in our
solutions the collision term was simplified significantly by
imposing the relaxation time approximation. This indicates
that the relaxation time approximation, even though
extremely rudimentary, can still provide a reasonable
approximation for the pressure anisotropy. Nevertheless,
this may be a feature of the highly symmetric flow
configuration considered here.

A. Anisotropic distribution function

So far, we have restricted our analysis to systems that are
initially in equilibrium. For the sake of completeness, we
now solve the moment equations considering an aniso-
tropic initial distribution function. In Ref. [60], an aniso-
tropic distribution function is constructed by changing the
3-momentum of an isotropic distribution as follows

k| = /K> + &(k - )2, (43)
where £ > —1 is the anisotropy coefficient and f is an
unitary vector pointing in the direction of the anisotropy.
Naturally, if £ =0, one recovers the original isotropic
distribution. In Bjorken flow, the z-axis corresponds to the

B
I n/s = 0.053
0.8F ]
s =0211___
o6k N et ]
[ =0.422
;f i n/s
~ 0.4»» g
A~ L
0.2r /s = 3.168 1
0.0F g
[ — 6 moments ]
_oal * BAMPS
n n n n 1 n n n n 1 n n n n 1 n n n n
0 1 2 3 4

7 (fm)

Pressure anisotropy for T(z5) =300 MeV and 7, = 0.25 fm (left panel) and 7(zy) =500 MeV and 7, = 0.4 fm

anisotropic direction, and thus fi = Z. It follows that
k-h = k,z* =k, /7, and therefore

K2+ £(k -0)2 = kg\/1 + écos?@.  (44)

Here we apply this procedure over the equilibrium
Maxwell-Boltzmann distribution function, thus leading to

faniso = exXp (a* _ﬁ*Ek \% 1+ fcosz(‘)). (45)

We shall use the distribution above to compute the initial
value of the irreducible moments. In particular, we remark
that a* and f* do not necessarily correspond to the usual
thermal potential and inverse temperature, respectively.
They are simply free parameters that define the anisotropic
distribution function and, without loss of generality, we
take a* = 1 and f* = 1. The physical temperature and
chemical potential are then extracted by imposing Landau
matching conditions and used to compute the correspond-
ing equilibrium values for the irreducible moments.

We consider 75/t = 0.1 and assume three different
values for the anisotropy coefficient, namely & = 0.01, 0.1,
1. In Fig. 6, we display the resulting rescaled irreducible
moments. We observe that the irreducible moments slightly
increase in magnitude as we probe more anisotropic initial
conditions. Nevertheless, we note that the system does not
display a strong sensitivity on the magnitude of the
anisotropy coefficient. A similar behavior is observed
when we consider smaller initial rescaled times, but we
do not display these cases here. Overall, there are no
qualitative differences to the case of an isotropic initial
distribution displayed in Fig. 4.
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FIG. 6. Normalized irreducible moments assuming an initially anisotropic distribution function for #, = 10 considering
different values for the anisotropy coefficient, £ = 0.1, 1, 10. In all cases, we assume the initial rescaled time is zo/7z = 0.1,

T(zy) = 1 GeV, and n(zy) = T(zy)3 /7.

VI. CONCLUSIONS AND DISCUSSION

We have derived the equations of motion for all the
irreducible moments of the single-particle distribution
function. As expected from previous less general results
[25,34], the equations of motion for the moments are
coupled, with the particular challenging feature of the
dynamics of lower-rank moments being always coupled to
those of a higher-rank, leading to an endless tower of
equations. In this work we then investigated how this
hierarchy of equations can be properly truncated and
solved. This is a fundamental step in making it possible
to solve the Boltzmann equation using the method of
moments.

We have specifically investigated the solutions for the
irreducible moments considering a gas of classical mass-
less particles undergoing a Bjorken expansion, assuming
the relaxation time approximation for the collision term
[17]. In this flow profile, the dynamics of the irreducible
moments is entirely contained in the scalars g,,, which
then satisfy a simplified set of coupled differential
equations of motion. We observe that, as we increase
the truncation of the hierarchy of differential equations for
the irreducible moments, Eq. (41), i.e., as the dynamics of
more moments is taken into account, their solutions
gradually converge. In particular, we observe that for
more dissipative systems, the irreducible moments
increase in absolute value, as expected, and even more
moments must be included in order for the solutions to
converge. In addition, we computed the pressure
anisotropy taking #,.. = 6 and obtained results in rather
good agreement with numerical solutions of the
Boltzmann equation for initial conditions calibrated to
reproduce the hot and dense matter created at RHIC and

LHC considering a wide range of values for the shear
viscosity over entropy density. This serves as an important
test for the capability of the method of moments in
providing accurate solutions for moments of the single-
particle distribution function.

Finally, we observed that the magnitude of the moments
pae always increases with increasing n. This makes it a
challenge to calculate the single-particle distribution func-
tion using the method of moments, since higher-order terms
in the moment expansion will not be necessarily small.
Understanding the convergence of this series is an impor-
tant task and will be the primary scope of an upcoming
follow-up work.
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APPENDIX A: DERIVATION OF THE EQUATION
OF MOTION FOR THE IRREDUCIBLE
MOMENTS

In this appendix, we outline the details of the derivation
of the equation of motion for the irreducible moments of
arbitrary rank, given in Eq. (20). The starting point is
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dr
d
+ <E£E(k<yl kV/>)>

df
Er k(l/l ce kW) —= .
{0 ))

where we have employed the notation introduced in
Ref. [25], (---)= [dK(---)fx. In the following, we
compute each term in the right-hand side individually.

Qﬁur“m = AL (<ﬁ ko kvf>>

(A1)

1. First term

The first term is

dE?
A/ﬁl:::f/‘/ 2K gl fve) , A2
EAE (82)
where

dE}, .
di = rE; k) i, (A3)
|
AZIIZ:ZZ,AZ?T]/CWO e laen) — Azzl]léiAZii]l Kl .. gar) —

Here we make use of Eq. (5) to write the irreducible
4-momenta of rank ¢ + 1, where only the first two terms
provide nonzero contributions. In fact, all terms involving
two or more doubly contravariant (and the same number of
doubly covariant) rank 2 projection operators lead to
vanishing terms, since there is always a contraction of
the type

AL AN =0, with 0<(i,j)<¢, (A7)
which is zero, given the traceless property of the projection
operator, see Eq. (7).

Next, it is necessary to compute the number of non-
vanishing permutations accounted in the sums in Eq. (A6).
First, we look at the doubly contravariant projection
operator. One of its indices must necessarily be a,,,

C(£+1.1)

since the 4-momentum does not depend on spacetime.
Furthermore, it is possible to replace k* by its orthogonal
projection with respect to the 4-velocity, k), since the
4-acceleration of the fluid is orthogonal to its 4-velocity,

u, it = 0. Therefore,

dr
= rit,, ALL(EZES -k ko)),

Vet

AL <dE'r‘ k... k”f>>

(A4)

In order to obtain a result in terms of irreducible moments,
it is necessary to compute the irreducible decomposition of
the term k1 - - - k%) kven) | First, we write

kv pre) flven) — Ale:'_I;K/AWH kla) o plac)

Apt]

(AS)

Since the 4-momenta are all contracted with projection
operators introduced in Eq. (5), we have the freedom to
replace all of them by their orthogonal projection with
respect to the fluid 4-velocity. Then,

At Dy g, B,
£+

AL L P
12 Aﬂf—lk ke
prprt
a 8

Ny

(A6)

regardless of the other, otherwise leading to zero given
Eq. (A7). This index can be paired with ¢ other indices,
which corresponds to a total of # combinations. Second, the
doubly covariant projection operators are contracted with
the corresponding pair of 4-momenta, without restrictions
to be imposed on these indices. In this case, the number of
different combinations is simply a permutation of £ + 1

(Z41)! Last, the Z—1

20071

remaining 4-momenta are contracted with projection oper-
ators with one covariant and one contravariant index. For a
given a covariant (contravariant) index, there are # — 1
possible contravariant (covariant) indices it can be paired
with. Naturally, a different covariant (contravariant) index
can now be paired with # —2 contravariant (covariant)
indices, and so on. Therefore, the number of permutations
for these projectors is simply (£ — 1)!, thus leading to

elements taken in pairs, i.e.,
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k(”l c. k”f)k(”ﬂrl) = k(vl .. .k”f+l> — ¢ X

7)5+17);+]

4
= kWi gres) — ARV Aacven (ar) ..
ki) 4 by A A

l’ﬂ Vi Qs a a
= k(Vl ...kl/f+1> + kaAaﬂmaf/A ¢ {+]k< ... k f—l>’

which is exactly Eq. (22b). Note that we are able to replace k{1 - -

VyUp

(£ +1)!
21(2-1)!

x Z A%t Aﬂfﬂt’+l A

Clz+1,1)
Neiia
.. AZ::; Py fPen

x (£ —-1)'x

ViU
AL
a)
4

. k(%q)
1

1 (A8)

- klae=1) by Kkl ... k%-1) in the last equality since this term

is contracted with Ayl ..q,. Finally, plugging this result in Eq. (A4), we obtain

Aé‘;:::ﬁ;<dElr« o kw>> _ r|:er41_'i'ﬂ/+| .

dr

where we have used by, = m* — E3.

2. Second term

The second term on the right-hand side of Eq. (Al) is

d v, Ay
Aﬁ;...ﬁ;’<E{(—(k<’“l ...k’/f>)> = AL — (AR ) (Ef k™ - - ko),

dr

The task here is to calculate the time derivative of the 2£-index projection operator,

d
AP — (AQ
1 de( 1 a

— AHITHe i (C(fv O)
e dr Nf.() prpr

It can readily be seen that, except for the first term, there
will always be contractions either of the type given by
Eq. (A7), or

ADCD v

with 0<i<?, (A12)

which are identically zero since the projection operator is
traceless and orthogonal to the fluid 4-velocity by con-
struction. Therefore, the only nonvanishing contribution
comes from the first term. Analogously to the discussion
developed in the previous subsection, the sums account for
¢! possibilities to arrange the indices of the remaining
projection operators. In particular, all permutations lead to
the same result when contracted with k% ---k%, this
yielding a factor #. Furthermore, since the covariant
derivative of the metric is zero, we have

d
no_ . .
— Ay = —it*u, — v,

= (A13)

and thus

vy
Am

f U el o
Het + 2l/ﬂ—|— 1 (ngiﬂ_ll fe-r Qi’jrll He l)I/t!’> R (A9)
VyUy d’t (AIO)
c(,1 ) )
A(Dzi + ](V ) AvluZAalazAai "'Aa;“‘"'). (All)
S
|
g d ., C(€,0
Aé’}...’y‘jd—(Afg..ﬁi,) — Ag;...ﬁ;;]i)
T £.0
d
D A A =N, A A (AT4)
T
Using this result in Eq. (A10), we obtain
s - d ) )
A’;;...ﬁ;’<EkE(k< ok f>>>
= —fA’;::::f? <Eﬁ+1k<”1> .. k(vf)>l-4y,;_l
= —£AJY <E{(+1k<v1 o A
= =) i), (A15)

where we have used Eq. (22a) to obtain the second equality,
whose derivation is discussed in Appendix B.
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3. Third term
The last term on the right-hand side of Eq. (A1) is

) dfx

- (A16)

AL / dKE[ kW - - - ke

At this point, it is convenient to decompose the 4-momentum in terms of its longitudinal and transverse components with
respect to the fluid 4-velocity as k* = u*E, — k). Then, from the Boltzmann equation, Eq. (1), it is possible to express the
time derivative of the single-particle distribution function as

%k = E'C[f] — Eg'k"V, f. (A17)

Therefore, Eq. (A16) can be written as

d
ApL / dKE} k% ---kvd%: ApLe ( / dKE;™" kW - k2 ) C[f] - / dKEZ kW - kel keI, fk). (A18)

T

The first term on the right-hand side of this equation can be immediately identified as the generalized collision term, see
Eq. 1),

Abe / AKE[" kW -« k) Cf] = C¥1 7+, (A19)
We now look at the last term on the right-hand side of Eq. (A18).

— Af;:::gf‘j/dKElr(_lk@l ...kw>k<vf+1>vm1fk

_ —Aﬁtfﬁ; (vwﬂ <E{(—lk<v1 v kl/f>k<l/:’+1)> + A/;:5§<(VWHE]';—1)]{<D1 ‘e kU{’>k<Vl’+l>>
AL BTV, (K ROKE)) ). (A20)

In the following, we work each of these terms individually.

a. Part I
Using Eq. (AS8), the first term on the right-hand of Eq. (A20) can be written as

4

ALY 2+1

<E§‘1k<”l ...kl/f>k<’/f+l>> =—ALV (<El’;1k<”1 ...k’/f+1>> + AL Aeen <bkE{(_1k<al ...kaf_1)>>

Vet Vet

£ . . ,
= —Agll...zp,t;qu]Ql;l_]ny - mAfiiﬁiva"<bkEﬂ 1k<a1 .. -ka!_l>>

Vi 4 s
— _A/lfll"'l,/lffvl/(q,]grl—l t+1 _T—Hv(m (ngl:z_llld _ r2+1W>)’ (A21)

where we have used Ag! 7.V, . A% =0 and AL (Vo ATy ) = 0, since every term carries contractions either of the
type given by Eq. (A7) or by Eq. (A12).

b. Part II
We proceed to analyze the second term on the right-hand side of Eq. (A20). First, we note that

V.EZ" = (r=1)EZ2kY (V,u,). (A22)

Then, we use the relation
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1
V,u, =0, + 3 A0+, (A23)

to write

0
A’;;;;;g;f((vym Elr(—l)km .. .k’-’t’>k<”/+l>> = (r— 1)Af;lljjj;‘; <3 <bkElr(—2k<vl .. .kl’t’>> + <El’(‘2k<”' .. .kvf>k<vf+1>k<mz>>0m]ym>

r—l(

3 m2g" e — Q/;r-w)g +(r— 1)Al;]1_'_'j5/{<Elr(—2k<vl e kvf>k(vf+1>k<vf+z)>

O
Ver1Vesn

(A24)

The vorticity is contracted with a symmetric tensor, thus leading to zero. In order to express the second term on the right-
hand side of Eq. (A24) in terms of irreducible moments, we successively use Eq. (A8),

AL < E;2kW o e e felves) >0

Ver1Vesn

= ApL < E;? <k<v1 co o) Jlvea) by AL A% el ge-t) k(vm>> >0

4
2{_1_1 VepiVeqa
£+ 1
2¢ 43

b AL APevwvenfbr ... jbe) 1

= Aﬁ;fffff<Elr(—2 |:k<”1 o fren) 1 v 7 bkAle'_'_"I(/xf;Aaﬂ/ﬂrl

-1 e
% <k<a] o ke fres) 2—bkAle<../1:__]] Ade-1vea el L. k/lf—2>>:| >6Uf+1l/f+2

‘-1
A
= QI:I—2W+ZGW+1W+2 ﬁ (m40§/i]2 ez 2m29§”1 He-2 + Qi/jrlz Mf—2)6ﬂf_lﬂ/>
£+ 1 i
Yo (mzo'ff’é‘ pet gl ”f“)aﬁ” +373 ALTLEAG T (ng/jl_zﬂf _ ﬁf) A (A25)
Using Eq. (5), it is possible to write the term A}!%¢ AZII ".'.‘I//f/il] ot 65211 as
AL A T P ol = ALY % AL AL
HL0 - prripri
C(+1,1) . "
+ﬂ 2 ]ADMHAﬁfﬁHIAZ,‘I . A;‘ﬂ‘l IR 0/1 [fo{j;ill’ (A26)
4 ’P/+ P/Jr
v p

where the ellipsis denote all terms containing at least two covariant (and contravariant) projection operators, which are
identically zero since they involve contractions similar to Eq. (A7).
We analyze each term inside square brackets separately, starting with the first. All permutations containing the projector

AI/;:: are identically zero, since the shear tensor is traceless and orthogonal to the 4-velocity, and thus A;Z :'lagjj]' =0.

Therefore, in order to account exclusively the nonvanishing terms, we calculate the number of total permutations and
exclude those that contain the aforementioned operator. Hence, the number of contributing terms in the sum is simply

£+ 1) =£1 =2 (A27)

Then, the first term inside square brackets reduces to
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C(z+1,0) C(£+1,0) ) o
TR G b e S
’ 73+73‘+ .
v B
‘ T AU AR AN P Pe gl
f+1 Pei1 " P2 p.2p @ Oven
4
= e (A28)

The next step is to compute the number of nonzero permutations in the second term in square brackets. First, we note that
the doubly contravariant projection operator must be A*##+1 with 0 <i < ¢, which accounts for # different possibilities,
otherwise leading to vanishing terms analogous to Eq. (A7). Similarly, the doubly covariant projection operator can only be
of the type Ay 4, |, once again corresponding to ¢ different combinations. In particular, since the indices ., and v, | were
already used in constructing these projectors, there are no restrictions to be imposed on the projectors with one covariant and
one contravariant indices. Therefore, the first contravariant (covariant) index can be paired with any of the remaining £ — 1
covariant (contravariant) indices. The next can be paired with £ —2 indices and so on. Wherefore, the number of
permutations in this case is (£ —1) x (£ —=2) x---x 1 = (£—1)!, and thus

w AWWHA/}KWH 77'1 . ”fIQﬂ] ﬂfgﬁf“
£+1.1 ,PfH'PZH
cC(Z+1,1
:%mﬁx £x (€= 1) x Ay (AL A PPl
27

— _ avy - Vp_ I;K' A29
Z+rneer ¢ ° (429)

Then, from Eqs. (A28) and (A29), the last term on the right-hand side of Eq. (A25) becomes

£+1 AV p p ¢ -1) a iy )
Al Iljf | m2oPviPe _ /1 Pe U/jfﬂ _ m2 (urpe _ alprtery phe) A30
2643 M HATL e e e 3 e ¢ ) (430)
Finally, from Egs. (A24), (A25), and (A30), the second term on the right-hand side of Eq. (A20) is given by
( I)A’zf,‘ ;j;<(VWHEr 1)k< . .k’/f)k(’/t’+l>>
(-1
= (r - I)Qr 2”f+2 ﬂf+l/‘f+2 + (r - 1) 4(2/02 _ 1) <m4gilil He= —2m Q<ﬂl o + Q<ﬂl e 7)6"4[71"]*>
2¢ r—1
-1 ( 2 alpypen 7(/41---/4{»71)6/3) ( 20 _ ﬂf)e' A31
+(r )2f—i—3 0, Q + 3 m-Q,, —@Q ( )
c. Part 111
The final step is to compute the last term on the right-hand side of Eq. (A20). We have
ALCELCET V., (ke deed el )) = ARCEEV, (A A ) (BT R - e, (A32)
where
Vo, (AGTEAL) = Vo, AL — AL G g, 0. (A33)

Therefore, Eq. (A32) becomes
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AL, (MG A (B ke ey = AMTEO(V, AT (BT k- k) — AR (B R - k)0
= AUV AL (ET ke ko) — gl g, (A34)

The next step is to compute the term A7} (V. AGd)),

Uy c(,0
Allj;“'ﬁs(vamlAall-“fo) = Alljll“'g;vaﬂrl |: /E/fo) § :A;ll T AZL; +-- :| . (A35)
0 m

Once again, the ellipsis denote all vanishing terms. In fact, terms containing at least one doubly covariant (and one
corresponding doubly contravariant) projection operators are identically zero, since they always involve contractions
analogous to Eqs. (A7) and/or (A12). Furthermore, given the symmetry of the projection operator being contracted, all
terms yield the same result,

AP He C(f’ 0) ZAI;II N (v

Vyly Nf.o prs Ap—y AZ‘?)’ (A36)

Api1

where V,, Ad = —(u"V,, Ug, + Uy Vg, u"), with {i, j} €1, ..., £]. The £ — 1 remaining projection operators that are
not being derived are contracted with AJ!"%”. We remark that this is a symmetric tensor under the exchange of its covariant
and contravariant indices, and therefore all these terms are identical, hence the factor £, which comes from the product rule.
As it was already discussed, the number of different ways we can arrange the indices of the projectors A’ is simply ¢, thus

leading to

. C(£.,0)
£ He
e Nf,O

) v 1
Z Al A (Vg AG) = =LA - A Uy, <o§§+l +3 AL, 0+ wamvf> , (A37)
PIPL

where we have used Eq. (A23) to obtain the last equality. Using this result in Eq. (A34),

AV ATV ES R - ke

Aot

1
= AL A (B k) (G + A0 ) 0

Q,
3 £+1

Uy
3 41

1
= —fA}Ij]l'_‘ﬁ;<El’;k<”l> .. .k<w-1>k<v/+1>> (GZZ, LAY 9+ w”t’+lbf> —hte

= __A;jll_”/y‘t{(Eﬁk(vl) e k<”f>>9 — LAY <Elr(k<”1> .. .k<w_1>k<m1>>(ggg+] +w, Y)—of0

3 Veyn

Vet

¢
=— (1 + 3> QMO — AL L E KW ke e )Y (63 4w, V). (A38)

The final step is to determine the second term on the right-hand side of Eq. (A38). At this point, we make use of Eq. (22a)
to write

-1

ALUE W) e o) = AR e e 57

by Ave-ven ) o plve2) oL (A39)

As usual, the ellipsis contain all the terms that are zero when contracted with A’;,‘fff{f/f . In particular, we note that the doubly
contravariant projector must be A¥*#+2_ with i €[1, ..., ], corresponding to # — 1 different permutations, otherwise leading
to contractions analogous to Eq. (A7). Therefore, the last term on the right-hand side of Eq. (A38) can be cast in the
following form
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— fA/;]lff;<El’(k<”1) e k<”l’—l>k<l’f+l)> (GZ?H + waﬂw)

AR
— _A’jl‘...é’j <f<Elr(k<”‘ cee k”"-lk”f+1>> + %AUK—IUHI <Elr(bkk<l/1> . k(l/f-2>>> (GZZH 4 wl/(q,]l/{/)
s Uil » A - P Ui,
_ _{Agllmgggrl r-1Ve4 (GD;+| _ a)l/fl/f+1) _ 2(f — 1) Al;]lff; (mZer -2 _ Qri2 /—2) (Jy/_lpf _ wuf_ly/)
_ _fgf:<ﬂl"'ﬂf—l (dgf> _ a}yf)a) _ fz(bi - 11) (ngiﬂl"'ﬂﬂz _ Qil:é"ﬂffz)ayf,mf)‘ (A40)

Note that we have exchanged the order of the covariant and contravariant indices in the vorticity tensor, thus leading to a
minus sign, since this is an antisymmetric object, which further leads to A’lf]‘.'f.',’fj w*-1"Y¢ = 0, since the projection operator is
symmetric by construction. Then, using Eq. (A40), we can write Eq. (A38) as

Aglll;;/ (Vam AZIIZZ) <Elr(_1k"l - ka/+l> - _ <1 + g) Qirll"'ﬂfe _ fgi’(”l'”/‘f—l (dgﬁ _ a}ﬂﬁa)

_AZ-1)

57 (m2QS_ﬂ]"'ﬂf—2 _ Qiﬂé'ﬂﬂz)ow,,ﬂﬁ. (A41)

From Egs. (A21), (A31), and (A41), it is possible to write Eq. (A20) as

_ Ag;;;;ﬁ;/dKElr(—lk@l ...kw>k<vf+1>vm1fk

(= D0y~ BT, G 4 ),
g3 2= M = (2 20+ 1)gr ol 2;1 VU — )
PO (= 1yl - 2r 4 20 = 1w 4 (1 4 20)fty om0
3= 1" (4 £+ 2) . (Ad2)

We are finally in position to obtain the final form of the equation of motion for the irreducible moments of rank 7.
Combining Egs. (A9), (A15), (A19), and (A42), it is possible to write Eq. (A1) as

Qﬁ”["'ﬂf) — C;rq_lﬂf + VQ’:I_'IW#';!WH — A’J::::ﬁ;’vyﬂlgl;l_nl-wﬂ + (I’ _ 1)erll_"z'ﬂmzGWHW+2 + fQ?<H“W"a)W>a
‘ 1
T2y [rm2Q!t 1 = (r 4 26 + 1)ellyy ™ i + FUr=Dm " = (r+ £+ 2)e" )0
¢ g e
o7 (r= 2wl = 2r 420+ Vet ol - S Vi (mgr M = gl )
£(¢—1) 4 (e R [
2777 L= Dmie " = (2r 420 = 1ymPe/ M 4 (r 4 26)0,25 ™ o), (A43)

which is exactly Eq. (20) from the main text.

APPENDIX B: GENERAL IDENTITY OF THE IRREDUCIBLE 4-MOMENTA
In this appendix, we derive an explicit relation for the irreducible decomposition of 4-momenta,

[£/2]

Cc(z,
Jln .o e — A’Ijll---ffkyl ek = Z% ZAﬂlﬂz o AMZq—lﬂZqAU]VZ e Auz,,_.uqu/;;Zﬁ S A/ZZ kv ke, (B])

q=0 " 0a prpr

We must analyze all different contractions between the 2—index projection operators and the 4-momenta. First, we note that
the doubly covariant projectors, Ayi,,j, are always contracted with a pair of 4-momenta k*ik*s, resulting in Aaﬁk"‘kﬁ = by,
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wherei,j=1,2,...,

2q. Naturally, since g corresponds to the number of doubly covariant (as well as the number of doubly

contravariant) projection operators, it will also indicate the power of by of each term of the sum. It is then necessary to
compute the number of different configurations among the indices of aforementioned projectors. The result is simply

£ (£ -2)!
;A”‘”ZA”W "B = 17— 2)1 27— 4)]

Furthermore, these projectors commute. Therefore, in order
to avoid counting the same term more than once, we must
then multiply this result by the inverse number of different
forms that these projectors can be arranged, which is given
simply by 1/q!.

On the other hand, projectors of the type A" are
contracted with the remaining 4-momenta, k*, with
m,n=2q+1,2q+2,...,¢. Therefore, each covariant
(contravariant) index u,, can be paired with a total of
¢ —2q contravariant (covariant) indices v,,, thus resulting
in a total of £ — 2¢q possibilities. In the next projector, the
covariant (contravariant) index can now be paired with one
of the £ —2¢g — 1 remaining contravariant (covariant) indi-
ces, and so on. Consequently, the number of possible
configurations to arrange these projectors is (£ —2g)!.

Then, the irreducible momenta can be expressed as

(£ —2q+2)! £
= Ay By, . (B2
21(£-2q)!  29(£—2q)) T Tt (B2)
|
[£/2]
C(.q) £!
k<l41...kﬂt’>: plx—— "
2 Ney 2 T2
1
X P X (£ =2q)! x klagn) .. felue), (B3)
Finally, we obtain
[£/2] Ct.q)
k N — k /4[
+Z kzqq' Nf
AH2q-1F2 lkogi1) .. ko) (B4)

which is exactly Eq. (22a) from the main text.
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