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Using the entire BABAR ϒð4SÞ dataset, the first two-dimensional unbinned angular analysis of the
semileptonic decay B̄ → Dl−ν̄l is performed, employing hadronic reconstruction of the tag-side B meson
fromϒð4SÞ → BB̄. Here,l denotes the light charged leptons e and μ. A novel data-driven signal-background
separation procedure with minimal dependence on simulation is developed. This procedure preserves all
multidimensional correlations present in the data. The expected sin2 θl dependence of the differential decay
rate in the Standard Model is demonstrated, where θl is the lepton helicity angle. Including input from the
latest lattice QCD calculations and previously available experimental data, the underlying form factors are
extracted using both model-independent (BGL) and dependent (CLN) methods. Comparisons with lattice
calculations show flavor SU(3) symmetry to be a good approximation in the BðsÞ → DðsÞ sector. Using the

BGL results, the CKMmatrix element jVcbj ¼ ð41.09� 1.16Þ × 10−3 and the StandardModel prediction of
the lepton-flavor universality violation variable RðDÞ ¼ 0.300� 0.004, are extracted. The value of jVcbj
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from B̄ → Dl−ν̄l tends to be higher than that extracted using B̄ → D�l−ν̄l. The Standard Model RðDÞ
calculation is at a 1.97σ tension with the latest HFLAV experimental average.

DOI: 10.1103/PhysRevD.110.032018

I. INTRODUCTION

The B̄ → Dl−ν̄l decay is one of the better understood
semileptonic (SL) B meson decays. The Cabibbo-favored
nature of theunderlying tree-levelb → cW�− transition leads
to large branching fractions. The spin-0 nature of theB andD
mesons dictates that the c-quark hadronization is described
by a single form factor (FF) for themassless lepton case [1,2].
Due to these inherent simplifications, the B̄ → Dl−ν̄l decay
is suitable for extracting the Cabibbo-Kobayashi-Maskawa
(CKM) [3,4] matrix element jVcbj. In the so-called unitarity
triangle of the Standard Model (SM), the length of the side
opposite to the angle β is proportional to the ratio
jVubj=jVcbj. Given that sin 2β is measured via loop-level
processes to better than 2% [5] relative uncertainty, precise
tree-level determinations of jVubj and jVcbj are important to
test the overall consistency of the SM picture of weak
interactions. However, there has been a persistent tension
[6] at the level of 3 standard deviations, in both jVubj and
jVcbj, between measurements involving inclusive and exclu-
sive final states. Following a previous study for the B̄ →
D�l−ν̄l vector meson case [7], this article deepens our
understanding of this tension and the underlying FFs in the
b → c sector for the pseudoscalar meson case.
In the differential decay rate of the exclusive B̄ →

Dl−ν̄l decay,1 the overall normalization is proportional
to the square of the product of jVcbj and the value of a
single underlying FF at the zero-recoil point, where the
daughter D meson is at rest in the parent B meson rest
frame [w ¼ 1 in Eq. (3)]. However, at this zero-recoil point,
the decay rate vanishes because of vanishing available
phase-space, and measuring the FF shape near the zero-
recoil point becomes experimentally challenging. The
statistical uncertainties in this region form the dominant
contribution to the uncertainty in extrapolating the FF
shape to the zero-recoil point. Historically, the extrapola-
tion has utilized theoretical expectations from heavy-quark
effective theory (HQET), although the problem has been
alleviated to some degree, thanks to availability of lattice
QCD calculations close to the zero-recoil point in the
B̄ → D sector [8,9].
Using the entire BABAR ϒð4SÞ dataset, we analyze the

process eþe− → ϒð4SÞ → BtagB̄sig, where B̄sig → Dl−ν̄l,
and Btag is a fully reconstructed hadronic decay. Many
aspects of this analysis are analogous to the recent BABAR
angular analysis of B̄ → D�l−ν̄l [7]. The large dataset
allows for a final reconstructed B̄ → Dl−ν̄l data sample

with sufficient statistical precision, despite the hadronic
tagging efficiency being small (Oð10−3Þ or less). A novel
event-wise signal-background separation technique is
employed, preserving correlations among the different
kinematic variables. Furthermore, the angular analysis
employs unbinned maximum likelihood fits that avoid
information loss due to binning, present in binned χ2 fits.
Detector acceptance effects are handled using angular
analysis techniques for exclusive B meson decays [2,7].
Several previous measurements exist for the branching

fractions and the FFs in the B̄ → Dl−ν̄l decay [10–15]. In
this article, updated measurements of the FF shapes are
provided, and the expected sin2 θl dependence of the full
differential decay rate is demonstrated, where θl is the l−

polar angle in the W� helicity frame. This angular depend-
ence results from the left-handed nature of the charged weak
current of the semileptonicW�− → l−ν̄l decay in combina-
tion with the pseudoscalar nature of B and D mesons [1,2].
Note that this dependence is insulated from any new-physics
contribution that might enter on the hadronic side b → c
transition. Demonstrating the sin2 θl dependence, thus estab-
lishes the reliability of the missing neutrino reconstruction as
well as the signal-background separation technique.
Two functional forms of the FF parametrization are

employed: first, a variant of the model-independent Boyd-
Grinstein-Lebed [16] (BGL) z-expansionmethod adopted in
Refs. [8,15]; second, the more model-dependent form due to
Caprini-Lellouch-Neubert [17] (CLN), which incorporates
HQETandQCD sum rules. In addition to data from BABAR,
available data from Belle [15] and results from lattice QCD
[8,9] calculations are incorporated. Lattice QCD results
typically cover a limited kinematic region close to the
zero-recoil point. Recently, the HPQCD Collaboration has
published lattice QCD FFs covering the entire kinematic

region in the dilepton mass squared, q2, for the related Bs →

Dð�Þ
s [18,19] modes. Under the assumption of flavor-SU(3)

relations, spectator-quark effects can be ignored and the

Bs → Dð�Þ
s FFs can be connected to the B → Dð�Þ FFs. It is

important to validate flavor-SU(3) symmetry assumptions in
the simpler case for BðsÞ → DðsÞ, which can provide insight
for the more complicated BðsÞ → D�

ðsÞ case.

II. DIFFERENTIAL DECAY RATE
AND FORM FACTORS

Ignoring scalar and tensor interaction terms, which
would arise from new-physics contributions, the amplitude
for B̄ → Dl−ν̄l derives solely from the vector interaction
term [2]

1The inclusion of charge-conjugate decay modes is implied
and natural units with ℏ ¼ c ¼ 1 are used throughout this article.
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hDjc̄γμbjB̄iV ¼ fþðq2Þ
�
ðpB þ pDÞμ −

ðpB þ pDÞ · q
q2

qμ

�

þ f0ðq2Þ
ðpB þ pDÞ · q

q2
qμ; ð1Þ

where pB and pD are the 4-momenta of the B and D
mesons, respectively, and q ¼ pB − pD is the 4-momentum
of the recoiling ðl−ν̄lÞ system. The vector and scalar FFs
are fþðq2Þ and f0ðq2Þ, respectively, corresponding to
specific spin states of the B̄D system. In HQET, the FFs
in Eq. (1) are written in the form [8]

hDjc̄γμbjB̄iVffiffiffiffiffiffiffiffiffiffiffiffiffi
mBmD

p ¼ hþðwÞðvþ v0Þμ þ h−ðwÞðv − v0Þμ; ð2Þ

where v and v0 are the 4-velocities of B and D mesons,
respectively, and w ¼ v · v0 is the relativistic γ factor of the
daughter D meson in the mother B meson’s rest frame,

w ¼ m2
B þm2

D − q2

2mBmD
: ð3Þ

The two sets of FFs are related as

fþðq2Þ ¼
1

2
ffiffiffi
r

p ðð1þ rÞhþðwÞ − ð1 − rÞh−ðwÞÞ ð4aÞ

f0ðq2Þ ¼
ffiffiffi
r

p �
wþ 1

1þ r
hþðwÞ −

w − 1

1 − r
h−ðwÞ

�
; ð4bÞ

where r ¼ mD=mB. This leads to the relation at the
maximum recoil, q2 ¼ 0 (neglecting the lepton masses),

f0ð0Þ ¼ fþð0Þ: ð5Þ
For the light (approximately massless) leptons

l ¼ fe; μg, ignoring tensor and higher order interactions,
the B̄ → Dl−ν̄l amplitude depends on a single FF fþðq2Þ.
The differential rate can be written as [2]

dΓ
dq2d cos θl

¼ G2
FjVcbj2η2EW
32π3

k3jfþðq2Þj2 sin2 θl; ð6Þ

where k ¼ mD

ffiffiffiffiffiffiffiffiffiffiffiffiffi
w2 − 1

p
is the magnitude of theDmeson 3-

momentum in the Bmeson rest frame. Here, ηEW ¼ 1.0066
[20] denotes leading electroweak corrections and GF is the
Fermi decay constant. The FF fþðwÞ is sometimes also
referred to as GðwÞ, with the connection

GðwÞ2 ¼ 4r
ð1þ rÞ2 fþðwÞ

2: ð7Þ

It is to be noted that while the rate form in Eq. (6) factorizes
between q2 and cos θl, both the detector acceptance and the
backgrounds show correlations, which necessitates the two-
dimensional analysis.

A. The BGL form

The BGL [16] form employs an expansion in the variable

zðwÞ ¼ ð ffiffiffiffiffiffiffiffiffiffiffiffi
wþ 1

p
−

ffiffiffi
2

p
Þ=ð ffiffiffiffiffiffiffiffiffiffiffiffi

wþ 1
p þ

ffiffiffi
2

p
Þ; ð8Þ

which is small in the physical kinematic region. The FFs
are written as

fiðzÞ ¼
1

PiðzÞϕiðzÞ
XN
n¼0

ainzn; i∈ fþ; 0g; ð9Þ

where PiðzÞ are the Blaschke factors that remove contri-

butions of bound state Bð�Þ
c poles, and ϕiðzÞ are non-

perturbative outer functions. The coefficients ain are free
parameters and N is the order at which the series is
truncated. Following Refs. [8,15], the parametrizations
adopted are

PiðzÞ ¼ 1 ð10aÞ

ϕþðzÞ ¼ 1.1213ð1þ zÞ2ð1 − zÞ1=2
× ½ð1þ rÞð1 − zÞ þ 2

ffiffiffi
r

p ð1þ zÞ�−5; ð10bÞ

ϕ0ðzÞ ¼ 0.5299ð1þ zÞð1 − zÞ3=2
× ½ð1þ rÞð1 − zÞ þ 2

ffiffiffi
r

p ð1þ zÞ�−4: ð10cÞ

The coefficients ain in Eq. (9) satisfy the unitarity con-
dition

P
n jainj2 ≤ 1.

B. The CLN form

Taking into account QCD dispersion relations and based
on HQET, the CLN [17] parametrization is

GðwÞ ¼ Gð1Þð1− 8ρ2DzðwÞ
þ ð51ρ2D − 10ÞzðwÞ2 − ð252ρ2D − 84ÞzðwÞ3Þ; ð11Þ

where z is the same as in theBGL expansion. This is the form
that has conventionally been used in previous B̄ → Dl−ν̄l
analyses [12,14,21], convenient because of the compact form
of the parametrization in terms of just two variables: the
normalizationGð1Þ, and the slope,ρ2D. It is to benoted that the
relation between the slope and curvature in Eq. (11) has been
scrutinized in several updated HQET analyses, such as in
Ref. [22], and found to be overconstraining.

C. Semitauonic observables

The differential rate given in Eq. (6) for the massless
lepton case can be generalized to include effects due to
nonzero lepton mass, ml. In this case, the differential rates
are [23]
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dΓþ

dq2
¼ G2

16π3

�
1 −

m2
l

q2

�
2

k
m2

l

q2

×

�
k2f2þ
3

þ ðm2
B −m2

DÞ2
4m2

B
f20

�
; ð12aÞ

dΓ−

dq2
¼ G2

24π3

�
1 −

m2
l

q2

�
2

k3f2þ; ð12bÞ

Γðq2; mlÞ ¼
dΓþ

dq2
þ dΓ−

dq2
; ð12cÞ

where the superscripts denote the lepton helicity in the
W�− rest frame and G ¼ GFjVcbjηEW. The ratio RðDÞ is
defined as

RðDÞ ¼
R ðmB−mDÞ2
m2

τ
Γðq2; mτÞdq2jl¼e=μR ðmB−mDÞ2

m2
l

Γðq2; mlÞdq2jl¼e=μ

: ð13Þ

III. EVENT SELECTION

A. The BABAR detector and dataset

The data used in this analysis were collected with the
BABAR detector at the PEP-II asymmetric-energy eþe− B-
factory at the SLAC National Accelerator Laboratory. It
operated at a center of mass (c.m.) energy of 10.58 GeV at
the peak of the ϒð4SÞ resonance, which decays almost
exclusively to BB̄ pairs. The data sample comprises
471 million ϒð4SÞ → BB̄ events, corresponding to an
integrated luminosity of 426 fb−1 [24].
Charged particles are reconstructed using a tracking

system, consisting of a silicon-strip detector (SVT) and a
drift chamber (DCH). Particle identification of charged
tracks is performed based on their ionization energy loss in
the tracking devices and by a ring-imaging Cerenkov
detector (DIRC). A finely segmented CsI(Tl) calorimeter
(EMC) measures the energy and position of electromag-
netic showers generated by electrons and photons. The
EMC is surrounded by a superconducting solenoid provid-
ing a 1.5 T magnetic field and by a segmented flux return
with a hexagonal barrel section and two endcaps. The steel
of the flux return is instrumented (IFR) with resistive plate
chambers and limited streamer tubes to detect particles
penetrating the magnet coil and steel. A detailed descrip-
tion of the BABAR detector can be found in Refs. [25,26].

B. Simulation samples

To identify background components, optimize selection
criteria, and correct for reconstruction and detector-related
inefficiencies, a sample of simulated BB̄ events approx-
imately 10 times larger than the BABAR dataset is used. The
decay of the pairs of neutral or charged B mesons from
ϒð4SÞ → BtagB̄sig is handled in a generic fashion according
to their known decay modes, using the EVTGEN [27]

package. Simulated non-ϒð4SÞ events corresponding to
the qq̄ continuum are also included. The qq̄ fragmentation
is performed by Jetset [28], and the detector response by
Geant4 [29]. Radiative effects such as bremsstrahlung in
the detector material and initial-state and final-state radi-
ation [30] are included. This simulation sample is termed
GENBB and is generated centrally for all BABAR analyses.
The simulated events are reweighted to update the asso-
ciated branching fractions and FF models to more recent
values. After the reweighting, this sample is the same as
employed in previous BABAR analyses [7,21].

C. The full hadronic reconstruction

Full hadronic reconstruction of the Btag in the process
eþe− → ϒð4SÞ → BtagB̄sig is a powerful technique that
produces a clean sample of B̄sig mesons with undetected
neutrinos. This analysis utilizes the same tagging procedure
as that in several previous BABAR analyses [7,21,31]. The
Btag candidate is reconstructed in its decay into a charm-

meson seed S∈ fDð�Þ0; Dð�Þþ; Dð�Þþ
s ; J=ψg plus a system,

Y, of charmless light hadrons, with at most five charged and
two neutral particles. The Btag candidate reconstruction
relies on two variables that are almost uncorrelated

ΔE ¼ E�
tag −

ffiffiffi
s

p
=2; ð14Þ

mES ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s=4 − jp⃗�

tagj2
q

ð15Þ

where
ffiffiffi
s

p
is the c.m. energy obtained from the precisely

known energies of the colliding beams, and E�
tag and p⃗�

tag are
the reconstructed energy and 3-momentum of the candidate
Btag in the c.m. frame. To select a clean B̄sig sample, mES >
5.27 GeV and jΔEj < 72 MeV are required on the tag side.

D. Signal side reconstruction

The selection requirements for the lepton and D meson
candidates on the signal side, for the most part, follow those
in the previous BABAR analyses [7,21]. Each Btag candidate
is combined with a D meson and a charged lepton
l∈ fe; μg such that the overall charge is zero. No addi-
tional charged tracks are allowed to be associated with the
event candidate, but additional photons are allowed. The
laboratory momentum of the charged lepton is required to
be greater than 200 MeV and 300 MeV for electrons and
muons, respectively. The lepton identification variables are
the same as described in Sec. III B in Ref. [21]; the muonic
modes have a slightly lower purity due to contamination
from misidentified pions. The D meson reconstruction
modes used in this analysis are tabulated in Table I. Only
the five cleanest accessibleDmeson modes are included, as
listed in Table I. At this stage, the reconstructed invariant
masses of theDmeson candidates are required to be within
four standard deviations of the expected resolution around
their nominal masses.
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After selecting a BB̄ candidate comprising Btag,D and l,
the overall missing 4-momentum is assigned to the unde-
tected neutrino as

pν ≡ pmiss ¼ peþe− − ptag − pD − pl: ð16Þ
Thus, hadronic B tagging allows for indirect detection of all
final-state particles in semileptonic B meson decays for the
light leptons l ¼ fe; μg, with a single missing neutrino.
The discriminating variable is

U ¼ E��
miss − jp⃗��

missj; ð17Þ

where E��
miss and p⃗��

miss are respectively the neutrino energy
and 3-momentum calculated in the B̄sig rest frame. The
presence of a clear peak in U allows for a signal extraction
procedure where knowledge of the exact nature and
composition of the background is relatively unimportant,
as long as there is no background component that peaks in
the signal region (see Fig. 1).
For a given event candidate, the variable Eextra is defined

as the sum of the energies of all additional good quality
(Eγ > 50 MeV) photon candidates in the calorimeter, not
associated with the reconstructed candidate. Candidates
having Eextra > 0.8 GeV are rejected, the criterion being
intentionally kept loose. Next, a kinematic fit is performed
on the entire event using the TreeFitter algorithm [32].
The fit constrains masses of the Btag, B̄sig, and the D
mesons to their nominal values. In addition, the fit con-
strains theD and Bmeson decay products to originate from
the appropriate vertex, allowing for the B̄sig non-zero flight
length. The ϒð4SÞ candidate vertex is also constrained to
the primary vertex, within uncertainties. A nominal require-
ment is placed on the χ2-probability or confidence level
(CL) from the fit to be greater than 10−10, to select only
convergent fits. For events with multiple candidates after all

selection requirements are applied, only the candidate with
the lowest value ofEextra is retained. Furthermore, this chosen
candidate is required to also correspond to the one with the
highest CL or else the event is rejected. Application of the
double best-Bsig selection criteria further increases purity.
Since a single candidate is retained per event, the datasets in
the ten reconstruction modes are disjoint.
For each selected event candidate, a second version of

the kinematic fit is performed with an additional U ¼ 0
constraint corresponding to zero missing mass, as expected
for a signal candidate with a single undetected neutrino.
This additional constraint improves the resolution in the
reconstructed kinematic variables, q2 and cos θl, for true
signal events (see Sec. VI). Therefore, after the signal-
background separation has been performed, the further
analysis uses the fq2; θlg variables reconstructed from the
kinematic fit including this zero missing mass constraint.
Each of the ten signal modes in Table I has its own

independent background and acceptance characteristics.
Therefore, for further processing, the entire dataset is
divided into ten corresponding subsets that undergo inde-
pendent background-subtraction and acceptance-correction
procedures. The subsets are combined at the last stage of
the analysis for the angular fit [see Eq. (33)].

IV. SIGNAL-BACKGROUND SEPARATION

A. Introduction

Several techniques have been presented in the literature
to perform background subtraction, the most common ones
being sideband subtraction [33] and sWeighting [34,35].
For amplitude analyses with a relatively large background,
the effect of the sideband subtraction procedure on the
derived uncertainties in the fit parameters was highlighted
in Appendix A of Ref. [33] and Sec. XI C of Ref. [2].

TABLE I. The five D meson decay modes and two leptonic
modes used in this analysis with the final signal and background
yields for the amplitude analysis after all selection requirements
(see Sec. IV E).

l− D Decay mode Mode Nsig Nbkgd

e− D0 K−πþ 0 539 63
K−πþπ0 1 813 196

K−πþπ−πþ 2 550 82

e− Dþ K−πþπþ 3 721 41
K−πþπþπ0 4 204 120

μ− D0 K−πþ 5 433 64
K−πþπ0 6 798 221

K−πþπ−πþ 7 608 84

μ− Dþ K−πþπþ 8 665 55
K−πþπþπ0 9 233 134

Total 5563 1061
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FIG. 1. Stacked histograms based on GENBB simulation show-
ing the different components of the events, after all selection
requirements and integrated over the ten modes in Table I. The
data are overlaid as well but no fits in U have been performed to
match the data with simulation at this stage (see Sec. IV).
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The sWeighting method leads to similar problems with the
fit parameter uncertainties, in addition to the fact that the
sWeights can be negative. Therefore, ad hoc scale factors
are sometimes added to the minimization function to scale
the statistical uncertainties, for example as in Ref. [36]. In
this analysis, a novel background separation technique is
adopted that leads to positive signal weights and retains all
multi-dimensional correlations among the event variables.
Figure 1 shows the breakdown of the B̄ → Dl−ν̄l data

composition after all selection requirements, integrated over
all the ten reconstruction modes in Table I. The black filled
circles are the data, while the stacked histograms are based on
the GENBB simulation sample, weighted to match the data
luminosity. No fits in the discriminating variableU have been
performed at this stage. The main purpose of Fig. 1 is to
identify the background sources. The primary source of
background for this analysis is feed-down from
B̄ → D�l−ν̄l, with the subsequent decayD� → Dπ orD� →
Dγ in the case of the neutral D0. The D�’s, being vector
mesons, have a characteristic forward-angle peak [1] as
cos θl → 1. The remaining small background inFig. 1mostly
comprises charmless hadronicB decay components aswell as
some contribution from qq̄ continuum. In general, both the
shape and scale of the backgrounds are dependent on the
phase spacevariablesϕ∈ fq2; cos θlg and the reconstruction
mode. It is, therefore, necessary to perform signal-back-
ground separation in small Δϕ≡ fΔðq2Þ;Δðcos θlÞg bins,
independently for each of the ten reconstruction modes.

B. Setup and sample global fits

The signal and background line shapes in the U variable
distributions are derived from the GENBB simulation
samples employing the truth-matched and nontruth-
matched components, respectively. The line shapes are
constructed from a two-piece Gaussian template, defined as

fiðx; μi; σL;i; σR;i; NiÞ ¼ Ni

(
e−ðx−μiÞ

2=2σ2L;i ; for x ≤ μi

e−ðx−μiÞ
2=2σ2R;i ; for x > μi:

ð18Þ

The signal line shape is a sum of four two-piece Gaussian
functions, two central peaks (i ¼ 0, 1) and two tails (i ¼ 2, 3)
on each side of U ¼ 0:

S ≡ Ns

 X
i¼0;1;2;3

αie
−ðx−μiÞ2=2σ2L;R;i

!
; ð19Þ

where σ2L;R;i represent the widths of the two-piece Gaussian
functions defined in Eq. (18). The αi’s are the relative
fractions with α0 ¼ 1 for the first central Gaussian. The
overall prefactor Ns is left unconstrained in all fits.
Similarly, the background line shape, B, is templated

using two two-piece Gaussian functions with μi shifted
away from U ¼ 0, so that the signal and background line
shapes have well-demarcated and disjoint shapes:

B≡ Nb

 X
j¼0;1

αje
−ðx−μjÞ2=2σ2L;R;j

!
; ð20Þ

with α0 ¼ 1.
For fits to the data, the normalizations of the signal and

background components are always left unconstrained. For
the signal component in Eq. (19), the shapes of the tails,
fμi; σL;R;ig for i∈ f2; 3g, are kept fixed to the values
obtained from fits to truth-matched signal in the GENBB
simulation, since these parts of the signal line shape are
away from the central peak and they cannot reliably be
estimated from the data. For the rest of the nine parameters,
fα1;2;3; μ0;1; σL;R;0;1g, the values in the data fits are con-
strained between ½ð1 − κÞ; 1=ð1 − κÞ� times the nominal
value obtained from the truth-matched simulation fit. For
the background templates, all seven shape parameters in
Eq. (20) are allowed to vary between ½ð1 − κÞ; 1=ð1 − κÞ�
times the nominal values obtained from the nontruth-
matched simulation (background) fit. Different choices
of κ∈ ½0; 5%; 30%� are studied to account for possible
differences in the line shapes between data and simulation,
described further in Sec. VI.
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FIG. 2. Fits for mode 0 in Table I, integrated over q2 and cos θl: (left) shows the fit to the signal component in GENBB simulation using
the template in Eq. (18); (middle) shows the fit to the background component in GENBB simulation using Eq. (20); (right) shows the fit
to the data. The individual two-piece Gaussian (TP Gauss) components are also shown.
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Figure 2 shows sample fits for mode 0 in Table I
integrated over q2 and cos θl. The left panel shows the
fit to the simulated signal, while the middle panel shows the
fit to simulated background events. The line shapes follow
the templates in Eqs. (18) and (20). The individual two-
piece Gaussian components are also shown. The right panel
shows the fit to the data, validating the general procedure.
Similar global fit quality checks were performed for the rest
of the ten signal modes.

C. Fits in local phase space regions

For a two-dimensional angular analysis over the entire
fq2; cos θlg phase space, a single global background-
separation fit, such as employed in the sWeighting [34]
method, encounters difficulties. The signal and background
line shapes vary in phase space, particularlywhen close to the
phase space boundaries, q2 → q2max;min and cos θl → �1.
Figure 3 shows the fits in two cos θl regions for mode 3, with
the signal and background line shapes derived from fits to the
simulation, as discussed in Sec. IV B. The background shape
varies across the phase space, as can be expected from the fact
that the physics backgrounds (such as D� feed-down) are
phase-space dependent. Similarly, Fig. 4 shows the fits in
two q2 regions for mode 2. Close to q2 ≈ 0 there is also a
kinematic suppression in the high U region that shapes the

templates, since at lowq2, the dilepton breakupmomentum is
smallwhich constrains the kinematically allowed range ofU.
The above features are demonstrated in Figs. 3 and 4 for

pathological phase-space boundary regions in two modes.
Similar features appear for all the ten modes. Detailed
checks, as described above for the fits shown in Fig. 2 are
repeated in small phase space regions for each of the ten
modes. The checks demonstrate that within the statistical
precision of the data, the signal and background line shapes
from simulation have the flexibility to provide good descrip-
tions of the data.

D. Execution of the procedure in a continuous fashion

The above method of performing fits in local phase space
regions can be extended from a binned to a continuous
procedure. For the ith event, an Nc number of close-
neighbor events in phase space are considered. To refine the
notion of “closeness,” the following ad hoc distance metric
is defined between the ith and jth events in phase space:

g2ij ¼
Xn
k¼1

�
ϕi
k − ϕj

k

rk

�2
; ð21Þ

where ϕ⃗ represents the n independent kinematic variables
in phase space, and r⃗ describes the corresponding ranges
for normalization (rq2 ¼ 10 GeV2, and rcos θl ¼ 2 and
n ¼ 2). The Nc þ 1 events are then fitted to a signal
SðUÞ plus a background function BðUÞ, of the same form
as in Sec. IV B. Once the functions SiðxÞ and BiðxÞ have
been obtained from this fit for the ith event, the event is
assigned a signal quality factor Qi given by:

Qi ¼
SiðUiÞ

SiðUiÞ þ BiðUiÞ
: ð22Þ

TheQ-factor is then used to weight the event’s contribution
for all subsequent calculations. For example, the total
signal yield is simply defined as

Y ¼
X
i

Qi: ð23Þ

This method has already been applied to multi-
dimensional angular analyses elsewhere with excellent
results [37–41]. In the context of heavy quark physics, similar
background subtraction schemes in small phase space bins
around the given event have also been studied in the context
of semileptonic D decay processes at FOCUS, CLEO, and
BESIII [42–44]. Each of the fiveDmeson decaymodes listed
in Table I aswell as the two different lepton samples (e=μ) are
processed separately since each of the ten resulting categories
have different signal-background characteristics. The fit
framework remains the same as in Sec. IVB.
Making a judicious choice for Nc is based on two

opposing constraints—a high value of Nc integrates over a
large phase space region, while a too small value results in
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FIG. 4. Fits to data in two q2 bins for mode 2: (left) jq2 −
0.75j < 0.25 GeV2 and (right) jq2 − 9.75j < 0.25 GeV2. The
line shapes are taken from fits to simulation in the corresponding
q2 bin, and vary strongly between the two q2 bins.
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FIG. 3. Fits to data in two cos θl bins for mode 3: (left)
j cos θl þ 0.85j < 0.05 and (right) j cos θl − 0.85j < 0.05. The
line shapes are taken from fits to simulation in the corresponding
cos θl bin. The background line shapes vary strongly between the
two cos θl bins.
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too few events to perform a fit. The total number of events,
including signal and background for all the 10 modes
is 16 701. The nominal choice of Nc ¼ 50 is found to give
stable fits for all events and amounts to aroundffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16701=50=10

p
∼ 6 effective “bins” in each of the ϕ

dimensions. Every fit is required to converge and the
integrated yield from the fit result is also checked to be
consistent with the total number of events included in the fit.
Figure 5 shows the results usingNc ¼ 50, integrated over

all the tenmodes, and the signal and background shapes fixed
to the simulation in the individual event-wise fits. In each
panel, the black points show the total yields. The red and blue
points represent the signal and background components,
respectively. There are several noteworthy facets of this
signal extraction technique. Each event is processed inde-
pendently. That is, the functions SðxÞ and BðxÞ in Eq. (22)
are obtained event-by-event. Since these fits are performed
in local phase space regions independently for each
reconstruction mode, variations in the signal resolution
and the background compositions are accounted for. The
background levels increase as cos θl → þ1. This is because
the D� feed-down is prominently forward-peaked in θl.
Similarly, the k3 dependence in Eq. (6) strongly suppresses
the rate for pseudoscalar mesons at largerq2, while for vector
mesons, the rate is slightly peaked toward larger q2 [1].
Therefore, the D� feed-down increases with increasing q2

(with a fall off at the phase space edges). It is important to
note that although the θl and q2 parts factorize for the signal
in Eq. (5) (neglecting acceptance effects), they are strongly
correlated in the background. Therefore, even though one-
dimensional projections are shown in Fig. 5, the signal-
background separation is a two-dimensional problem.

E. Final yields after jUj ≤ 50 MeV requirement

After the Q-factors have been extracted for each event, a
final jUj ≤ 50 MeV selection requirement is placed to
truncate the sidebands where the signal-background sep-
aration is less reliable. This not only ensures that selected
events are around the jUj → 0 region, corresponding to
well-reconstructed events, but also avoids systematic
uncertainties arising from modeling the long tail at large
U due to undetected soft photons. Henceforth, the follow-
ing additional selection criteria are applied: j cos θlj < 0.97
and q2 ∈ ½0.5; 10� GeV2, thereby trimming the phase space
edges. For B → D, q2max ∼ 11.6 GeV2. However, from the
k3 dependence in Eq. (6), the rate decreases rapidly as
q2 → q2max, so that there are only very few signal events in
this region. Additionally, lattice QCD results are most
precise here as well, so that the data do not add much
information, comparatively. This further motivates limiting
the upper q2 range to 10 GeV2. Table I lists the final yields
for each D meson decay mode after all selection require-
ments and signal-background separation. About 5500
signal events are available for the final amplitude analysis.

V. UNBINNED ANGULAR FITS

A. The negative log-likelihood with acceptance
correction and background subtraction

1. BABAR-only “nonextended” contribution

Following the formalism described in Ref. [45], the
probability density function (pdf) for detecting an event
within the phase-space element ½ϕ;ϕþ Δϕ� is
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Pðx⃗;ϕÞ ¼
dNðx⃗;ϕÞ

dϕ ηðϕÞΔϕR dNðx⃗;ϕÞ
dϕ ηðϕÞdϕ

; ð24Þ

where dNðx⃗;ϕÞ=dϕ is the rate term, ηðϕÞ is the phase-space
dependent detector efficiency or acceptance, and x⃗ denotes
the relevant set of fit parameters that the differential rate
depends on. The normalization integral constraint (for pure
signal)2

N ðx⃗Þ ¼
Z

dN
dϕ

ηðϕÞdϕ≡ N̄ðx⃗Þ ¼ Ndata ð25Þ

ensures that the pdf is properly normalized to unity. The
estimated yield (from the fit), N̄ðx⃗Þ, is equal to the actual
measured yield.3 The “nonextended” likelihood function is
then defined as

Lðx⃗Þ ¼
YNdata

i¼1

Pðx⃗;ϕiÞ: ð26Þ

The likelihood function is insensitive to the overall scale
of the rate function, since this cancels in the pdf definition.
The objective of the angular fit is to maximize the like-
lihood as a function of the fit parameters x⃗, equivalent to
minimizing the negative log likelihood (NLL). For the
likelihood function in Eq. (26), the NLL reads

− lnLðx⃗Þ ¼ −
XNdata

i¼1

lnPðx⃗;ϕiÞ

≃ Ndata ln ½N ðx⃗Þ� −
XNdata

i¼1

ln

�
dN
dϕ

ηðϕÞ
�
i
: ð27Þ

In Eq. (27), as noted earlier, η denotes the detector
acceptance that depends on ϕ. The acceptance is incorpo-
rated in the fit using the GENBB simulation. The acceptance
ηðϕÞ is not known as an analytic function but enters into the
normalization integral in Eq. (25). Using the approximation

N ¼
Z

dN
dϕ

ηðϕÞdϕ≡
�Z

dϕ

��
dN
dϕ

ηðϕÞ
�
; ð28Þ

the average efficiency-incorporated rate term can be calcu-
lated using Ngen

sim simulation events (see Sec. III B) that are
generated uniformly in ϕ, as

�
dN
dϕ

ηðϕÞ
�

¼
XNgen

sim

i¼1

dN
dϕ

ηðϕÞ
Ngen

sim

¼
XNacc

sim

i¼1

dN
dϕ

1

Ngen
sim

; ð29Þ

where, in the last step, the acceptance is incorporated by
summing only over the “accepted” simulation events after
reconstruction and detector inefficiencies. That is, η is
either 1 or 0, the event being either reconstructed or not.
Ignoring terms that are not variable in the fit, for pure

signal,

− lnLðx⃗Þ ¼ Ndata × ln

�XNacc
sim

i¼1

dN
dϕ

�
−
XNdata

i¼1

ln

�
dN
dϕ

�
i
: ð30Þ

The background subtraction procedure is made explicit in
Eq. (30) by weighting the data terms by their corresponding
Q-values as

− lnLðx⃗Þ ¼
�XNdata

i¼1

Qi

�
× ln

�XNacc
sim

i¼1

dN
dϕ

�
−
XNdata

i¼1

Qi ln

�
dN
dϕ

�
i
;

ð31Þ

whereNdata refers to the number of events after all selections.
Equation (31) assumes that the simulation is generated
uniformly in the kinematic variables such that the expected
rate could be directly incorporated in the NLL by weighting
each simulation event by the rate function, as shown in
Eq. (29). However, the existing GENBB simulation samples
employ a generator that uses a quark-model-based FF
calculation (ISGW2 [46]) for fþðq2Þ and generates events
according to Eq. (6). To convert the existing GENBB
simulation samples to a uniform generator model, the
contribution from each accepted GENBB simulation event
to the NLL is given an additional weight factor

w̃ ¼ 1=

�
dN
dϕ

�
ISGW2

: ð32Þ

Therefore, the final expression for the NLL is

− lnLðx⃗ÞjBABAR ¼
�XNdata

i¼1

Qi

�
× ln

�XNacc
sim

i¼1

w̃i

�
dN
dϕ

�
i

�

−
XNdata

i¼1

Qi ln

�
dN
dϕ

�
i
: ð33Þ

This reweighting assumes that the rate predicted by the
generator model is not zero. If there are no events in a phase-
space bin, reweighting or redistribution of events cannot
work. To take this into account, as mentioned in Sec. IV E,
fits are performed within the region j cos θlj < 0.97 and
q2 ∈ ½0.5; 10� GeV2; that is, truncating the phase-space
edges. The NLL in Eq. (33) is calculated for each mode
individually and summed over the ten modes.

2In the following notation, dN=dϕ≡ dNðx⃗;ϕÞ=dϕ is implied.
3Strictly speaking, this should be equal to the average

experimental yield upon repeating the experiment many times.
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2. External constraints

Two types of external constraints are imposed. The NLL
in Eq. (33) using the BABAR data is of the non-extended
type and cannot set the overall normalization. To set the
normalization of the FF’s, the w → 1 region calculations
from lattice QCD [8] are added as Gaussian constraints.
In addition, to access jVcbj, the absolute q2-differential rate
data from Belle [15] are also incorporated as external
Gaussian constraints. The total minimization quantity is

Ltotalðx⃗Þ ¼ −2 lnLðx⃗ÞjBABAR þ χ2ðx⃗ÞjBelle
þ χ2ðx⃗ÞjFNAL=MILC; ð34Þ

where the first term corresponds to the unbinned BABAR
NLL, while the second and third terms correspond to the
Gaussian constraints due to the external inputs. The Belle-
16 [15] dataset comprises 40 dΓ=dw data points, while the
FNAL=MILC QCD [8] dataset comprises 6 f0;þðwÞ data
points. The covariance matrices for these external datasets
allow construction of the two partial χ2 components,
χ2ðx⃗ÞjBelle and χ2ðx⃗ÞjFNAL=MILC, for a given set of fit
parameters. The values of the partial χ2 components from
the external constraints are reported in the fit results;
however no p-values to these individual datasets are
quoted, since the fit minimizes the full NLL in Eq. (34).

3. Fit configurations

The nominal fit results are provided usingQ-factors with
Nc ¼ 50 and fixing the signal and background shapes U
(locally in phase-space and not globally) according to the
simulation. For the lattice results, including the synthetic
data from HPQCD [9] as provided in Ref. [15] leads to
covariance matrices not being positive definite, while the
effect on the mean values of the fit results are negligible,
since the HPQCD uncertainties are much larger than those
from FNAL=MILC [8]. Hence, only the FNAL=MILC [8]
lattice QCD calculations are used.
For the CLN fits using Eq. (11), only the fþ part of the

FNAL=MILC [8] calculations are employed. For the BGL
fits, for the BABAR data part, the appropriate masses of the
B and D mesons are employed for each mode in the
conversion between the q2, w, and z variables in Eq. (3)
and II A. For the FNAL=MILC data and in employment of

the kinematic relation in Eq. (5), the masses are taken
corresponding to the B− → D0l−ν̄l decay. The BGL
expansion is truncated at N ¼ 2 both for f0 and fþ (three
parameters each), so that there are five FF fit parameters
while af00 is derived from the five other parameters using
Eq. (5). Cubic forms (N ¼ 3) of the BGL expansion are also
investigated. However, with the present statistical precision,
the highest order terms are found to have large uncertainties,
leading to violation of unitarity conditions. Hence, only the
N ¼ 2 BGL results are reported as the final results.
To consider systematic uncertainties, the BABAR part of

the fit includes four configurations for the background
subtraction:

(i) BABAR-1 (nominal), Nc ¼ 50, signal and back-
ground shapes locally fixed from simulation;

(ii) BABAR-2, Nc ¼ 60, signal and background shapes
locally fixed from simulation;

(iii) BABAR-3, Nc ¼ 50, signal shapes allowed to vary
by 5% from the simulation;

(iv) BABAR-4, Nc ¼ 50, tighter selection requirements
(Eextra < 0.6 GeV, CL > 10−6).

4. BGL results

Table II reports the nominal N ¼ 2 BGL results includ-
ing statistical uncertainties only, corresponding to the
four background separation scenarios listed in Sec. VA 3.
The N ¼ 3 results are reported in Table III. The value of

TABLE II. The N ¼ 2 BGL results including statistical uncertainties only. A version of the fit excluding the Belle [15] results is also
provided for comparison.

Fit configuration afþ0 × 10 afþ1 afþ2 af01 af02 jVcbj × 103 χ2MILC χ2Belle

BABAR-1, Belle 0.126� 0.001 −0.096� 0.003 0.352� 0.052 −0.059� 0.003 0.155� 0.049 41.09� 1.16 1.15 24.50
BABAR-2, Belle 0.126� 0.001 −0.096� 0.003 0.352� 0.052 −0.059� 0.003 0.155� 0.049 41.12� 1.16 1.17 24.54
BABAR-3, Belle 0.126� 0.001 −0.096� 0.003 0.350� 0.052 −0.059� 0.003 0.153� 0.049 41.12� 1.16 1.18 24.55
BABAR-4, Belle 0.126� 0.001 −0.096� 0.003 0.352� 0.052 −0.059� 0.003 0.156� 0.049 41.05� 1.17 1.14 24.45
BABAR-1 0.126� 0.001 −0.097� 0.003 0.334� 0.063 −0.059� 0.003 0.133� 0.062 � � � 1.55 � � �

TABLE III. TheN ¼ 3BGL results with BABAR-1 and without
systematic uncertainties.

Variable Value

afþ0 × 10 0.126� 0.001

afþ1 −0.098� 0.004

afþ2 0.626� 0.241

afþ3 −3.939� 3.194

af01 −0.061� 0.003

af02 0.435� 0.205

af03 −3.977� 2.840

jVcbj × 103 40.74� 1.18
χ2FNAL=MILC 0.001

χ2Belle 23.68
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Δð−2 lnLðx⃗ÞjBABARÞ is found to be be zero between the
N ¼ 2 and N ¼ 3 minimization points, signifying that the
fit quality shows no improvement on addition of the cubic
terms. In both cases, Δð−2 lnLðx⃗ÞjBABARÞ ¼ 1 when the
Belle component is included in the fit in Eq. (34).

5. CLN results

Table IV lists the CLN results including statistical
uncertainties only. The χ2 values against the binned
FNAL=MILC [8] and Belle [15] data are also reported.
The FF slope ρ2D tends to be slightly steeper than the current
HFLAV (spring-21) [47] average of 1.129� 0.033.

6. Comparisons in q2 and cos θl
Figure 6 shows the fit results as one-dimensional

projections in q2 and cos θl, respectively. The black circles
are the background-subtracted data, and the blue squares
are the simulated events after acceptance, weighted by the
BGL fit results. In particular, Fig. 6(b) shows the cos θl
distribution, which exhibits the sin2 θl dependence
expected in the SM.

VI. SYSTEMATIC UNCERTAINTIES
AND FINAL RESULTS

Since the BABAR part of the minimization function in
Eq. (34) is of the nonextended type, uncertainties in

knowledge of the BABAR luminosity and individual D
meson decay mode branching fractions do not enter into
the fit. Uncertainties in variables uncorrelated with the ϕ
variables are also irrelevant for the angular analysis. The
selection requirements in Sec. III are especially intended to
be loose to reduce the possibilities of such correlations.
Figure 7 shows the comparisons between background-
subtracted data and the simulation. The mild differences
seen are not correlated with the FF model, as verified
by comparing distributions for the simulation using
phase space (PHSP), the current BGL fit, and an older
ISGW2 [46] FF models. Hence, no additional systematic
uncertainty is assigned.
For correctly reconstructed variables, the ratio of the

reconstructed-to-generated values should be close to unity.
Figure 8 shows the deviation of this ratio from unity,
corresponding to the relative resolution in the ϕ variables.
From the left panel in Fig. 8, the highly constrained event
topology and kinematic fitting result in excellent resolu-
tion, at the percent level. Adding the root-mean-squared
distributions from each of the two histograms in the left
panel of Fig. 8, the combined resolution in the kinematic
variables is about 2.6%. The right panel in Fig. 8 shows that
this resolution degrades to about 3.4% if the ϕ variables are
constructed without a kinematic fit. The resolution effect
is accounted for by evaluating the normalization integral
in Eq. (29) with the reconstructed (instead of generated)

TABLE IV. The CLN results including statistical uncertainties only. A version of the fit excluding the
Belle-16 [15] results is also provided for comparison.

Fit configuration Gð1Þ ρ2D jVcbj × 103 χ2FNAL=MILC χ2Belle

BABAR-1, Belle 1.056� 0.008 1.155� 0.023 40.90� 1.14 1.04 24.65
BABAR-2, Belle 1.056� 0.008 1.156� 0.023 40.92� 1.14 0.99 24.72
BABAR-3, Belle 1.056� 0.008 1.156� 0.023 40.92� 1.14 1.00 24.71
BABAR-4, Belle 1.056� 0.008 1.154� 0.023 40.87� 1.14 1.09 24.57
BABAR-1 1.053� 0.008 1.179� 0.027 � � � 0.53 � � �
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kinematic variables. This procedure is appropriate up to
second order effects from differences in the resolutions
between data and simulation. To study the systematic
uncertainty associated with the reconstruction, the fits
are repeated employing the kinematic variables recon-
structed without the kinematic fit. As a conservative
estimate, the difference in results between these two fits
is assigned as a systematic uncertainty.
The other source of systematic uncertainty considered is

the effect of the background subtraction. As described in
Secs. VA 5 and VA 4, several variants of the background
fits are employed. The maximum deviations of fit param-
eter values from the nominal outcomes are assigned as the
systematic uncertainties. Figure 9 shows the comparisons
between the background component in the GENBB simu-
lation sample and the background in the data, obtained
from (1 −Q)-weighted events. The mild differences away
from the U ¼ 0 signal region indicate the imperfections in
the GENBB simulation, accounted for in the background-
subtraction procedure, in a data-driven fashion.
To check for possible extremal differences in the back-

ground line shapes between the data and GENBB, the data in
each individual mode are binned in 0.5 GeV2-wide q2 bins.
The signal yields after the final jUj < 50 MeV requirement
is compared between fit configurations with the background
line shape parameters allowed to vary up to 30% from

GENBB (chosen to be large, without any loss of generality),
with the background line shapes fixed to GENBB. To
accumulate larger sample sizes, the check is repeated after
integrating over q2. In both instances, no significant devia-
tions in the yields are found because of the background line
shape variation. The variable U represents the resolution in
the reconstructed missing neutrino energy. Therefore, the
difference between data and simulation in the signal line
shape is driven by differences in the resolution, accounted
for by the κ ¼ 5% choice. As a check, q2-binned fits are
performed and the signal yields are compared, allowing for a
5% difference in resolutions between data and GENBB; no
systematic bias is seen due to this variation.As a conservative
choice, the difference in results between κ ¼ 0% and κ ¼ 5%
is assigned as a systematic uncertainty.
Table V lists the baseline CLN and (N ¼ 2) BGL results

including Gaussian constraints to the Belle-16 [15] data.

VII. DISCUSSION

A. Alternative determination of jVcbj
using HFLAV branching fractions

The differential rate given by Eq. (6) is integrated over q2

and cos θl to obtain the total decay rate Γ. This is written in
the form Γ0 ¼ Γ=jVcbj2 to strip the normalization off the
jVcbj component. Knowledge of the total branching frac-
tion, B, and the Bmeson lifetime, τ, allows the extraction of
jVcbj as

jVcbj ¼
ffiffiffiffiffiffiffiffiffi
B

Γ0τB

s
: ð35Þ

The lifetimes are taken from HFLAV [47] as τBþ ¼
1.519� 0.004 ps and τB0 ¼ 1.638� 0.004 ps.
The HFLAV [47] values of the branching fractions used

here are listed in Table VI. These numerical values are
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updated relative to those in the original articles [14,15],
incorporating the latest availableDmeson decay branching
fractions. The resulting values of jVcbj, extracted from
HFLAV and using Eq. (35), are listed in Table VI.
Thevaluesof jVcbj extracted using exclusive B̄ → Dl−ν̄l,

shown in Tables V and VI tend to be higher than jVcbj ¼
ð38.36� 0.90Þ × 10−3 obtained from exclusive B̄ →
D�l−ν̄l [7]. The last two values in Table VI, drawn from
Belle-16 [15], are the largest. Given the spreads (but
compatible within quoted uncertainties) in the jVcbj values
from B̄ → Dl−ν̄l between the CLN and BGL parametriza-
tions (Table V) and the different tag-side normalization
methods (Table VI), it is difficult to draw a clear conclusion.
This is slightly different from the B̄ → D�l−ν̄l [7] case,
where a more robust value of jVcbjwas generally found. It is
to be noted that a preliminary Belle II untagged result [48]
reports jVcbj ¼ ð38.28� 1.16Þ × 10−3 from B̄ → Dl−ν̄l,
more consistent with jVcbj from B̄ → D�l−ν̄l.
The jVcbj values from B̄ → Dl−ν̄l in Table Vare higher

than those typically obtained in B̄ → D�l−ν̄l and are
closer to the inclusive value of jVcbj ¼ ð42.16� 0.51Þ ×
10−3 [49].

B. SM prediction for RðDÞ
Employing the definition ofRðDÞ from Sec. II C and the

results presented in Table V, the SM prediction from this
analysis (BGL) is

RðDÞjBABARSM theory ¼ 0.300� 0.004: ð36Þ

This is consistent with other theoretical calculations and is
compatible with the summer-2023 experimental measure-
ment average [47] of 0.357� 0.029 at 1.97 standard
deviations.

C. Comparisons with Bs → Ds FFs

Recently, the HPQCD Collaboration has published [18]
FFs for Bs → Ds over the entire q2 range using the so-
called heavy-HISQ action. Figure 10 shows the compar-
isons in the two sets of FF bases described in Eq. (4). In the
HQET limit at q2 → q2max, hþ → þ1 and h− → 0.
Assuming SU(3) symmetry among the three lightest
quarks, the two sets of FFs should be equivalent.
However, quark SU(3) symmetry is not a perfect symmetry.
The extracted B → D form factors have better precision

but show overall good agreement with the full-q2 Bs → Ds
HPQCD Collaboration calculation, assuming flavor SU(3)
symmetry. Some slight tension is visible in the HQET

TABLE VI. Reweighted B̄ → Dl−ν̄l branching fractions as
listed in HFLAV [47] and the corresponding jVcbj values
extracted using the Γ0 (BGL) obtained from Table V.

Measurement BðB̄ → Dl−ν̄lÞ × 102 jVcbj × 103

BABAR-10 [14] BB0 ¼ ð2.15� 0.11� 0.14Þ 40.02� 1.76
BABAR-10 [14] BBþ ¼ ð2.16� 0.08� 0.13Þ 38.67� 1.41
Belle-16 [15] BB0 ¼ ð2.33� 0.04� 0.11Þ 41.66� 1.22
Belle-16 [15] BBþ ¼ ð2.46� 0.04� 0.12Þ 41.27� 1.23
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TABLE V. The nominal N ¼ 2 results including systematic
uncertainties. The normalizations for jVcbj are from the dΓ=dq2
data in Ref. [15].

BGL N ¼ 2 Value CLN Value

jVcbj × 103 41.09� 1.16 jVcbj × 103 40.90� 1.14

afþ0 × 10 0.126� 0.001 Gð1Þ 1.056� 0.008

afþ1 −0.096� 0.003 ρ2D 1.155� 0.023

afþ2 0.352� 0.053

af01 −0.059� 0.003

af02 0.155� 0.049
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basis, at the maximum recoil point, q2 → 0, but otherwise
flavor SU(3) symmetry seems to hold in the BðsÞ → DðsÞ
sector, consistent with the HQET analysis in Ref. [50].
These observations have implications for SU(3) flavor
symmetry applicable to the BðsÞ → D�

ðsÞ case, since a

full-q2 HISQ calculation is already available [19]. One
difference between the BðsÞ → DðsÞ and BðsÞ → D�

ðsÞ cases
is that for the former there are only two form factors that are
strongly correlated at q2 ¼ 0 by the relation in Eq. (5).
While a similar kinematic relation exists for the BðsÞ → D�

ðsÞ
case between the axial form factors, there are three axial
and one vector FF; therefore the situation is much less
constrained. The q2 → 0 relations are important in the
HISQ formulation, to be able to perform the extrapolation
to the physical quark masses [19].
The comparisons in Fig. 10 demonstrate that the role of

the spectator quark, and therefore SU(3) symmetry break-
ing, cannot be very large. It has yet to be seen if similar
relations hold between the FFs for B → D� and Bs → D�

s ,
as expected in HQET [50].

D. Consistency checks with BABAR-only fits

To further check the consistency between the BABAR
data and the FNAL=MILC calculations, the shape of the fþ

FF is extracted from just the BABAR part in Eq. (34). The fit
variables are the normalized coefficients ãfþi ≡ afþi =afþ0 , or

equivalently, setting afþ0 ¼ 1. The results are shown in
Table VII and comparisons are shown in Fig. 11. The joint
BABAR+FNAL=MILC fits are constrained by the lattice
information on both fþ;0 and tend to have smaller
uncertainties.

VIII. SYNTHETIC DATA

In the fit method described in Sec. VA, the acceptance
correction that depends on the form factor model is
executed via the normalization integrals. The unfolded
kinematic distributions are subsequently obtained from the
resultant fit model after the minimization procedure. As
long as the form factor parametrization has enough free-
dom, the fit results including the covariance matrix are fully
representative of the statistical information in the data. The
BGL z-expansion can be taken as a generic expansion,
ignoring the physics interpretations imposed via the uni-
tarity constraints. As mentioned in Sec. VA 4, the
−2 lnLðx⃗ÞjBABAR component of the minimization function
is unchanged at the optimal points, between the N ¼ 2 and
N ¼ 3 BGL fits. From Table V, the N ¼ 2 results are
consistent with unitarity and are the nominal results. The
N ¼ 3 results in Table III violate unitarity, but can still be
taken as a generic expansion. Figure 12 further demon-
strates the consistency between the N ¼ 2 and N ¼ 3 fits.
The statistical uncertainties provided by the covariance

matrices assume parabolic uncertainties around the mini-
mization points. This is validated by checking that the
uncertainties provided via the MINOS routine are symmet-
ric, both at 1σ and 2σ. The MINOS uncertainties are always
found to agree with those from the HESSE routine.
The numeric data are provided in the file BaBar_Dlnu_
2023_BGL_results.h and the exact BGL form to be
used is provided in the file B2D_BGL.h [51]. To ascertain
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FIG. 11. Comparisons between BGL fits for the fþ FF shape, including and excluding the FNAL=MILC calculations [8] for (left)
N ¼ 2 and (right) N ¼ 3. The filled areas correspond to �1σ uncertainty envelopes.

TABLE VII. The BGL results for the normalized fþ coef-
ficients from the BABAR-only fits corresponding to Fig. 11. The
first and second uncertainties are statistical and systematic,
respectively. The numeric data for the full covariance matrix
are provided in Ref. [51].

Variable N ¼ 2 N ¼ 3

ãfþ1 −7.5� 1.0� 0.1 −12.0� 6.4� 0.0

ãfþ2 23.0� 13.9� 1.3 153.4� 182.8� 5.3

ãfþ3 � � � −1101.3� 1546.5� 62.9
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the effect of the uncertainties in the FNAL=MILC calcu-
lations, the central values of the lattice data are smeared
according to the corresponding covariance matrix and the
BABAR + lattice BGL fits are repeated for 106 instances.
The spread in the fit results is employed to estimate
the covariance matrix for the lattice contribution to total
the uncertainties, Clat. The uncertainties solely due to the
BABAR data can then be estimated as CBABAR ¼
Ctot − Clat, where Ctot is the nominal uncertainty from
the fit results with the lattice data information incorporated
via Gaussian constraints. The numeric results for Clat are
provided in the aforementioned file. As an example, the
decomposition of the uncertainty for the N ¼ 2 BGL fit
including BABAR and lattice data, is given in Table VIII.
To facilitate using the results from this article, synthetic

data are generated for fþ;0 at 12 equidistant q2 points from
0.5 to 11.5 GeV2, resulting in 24 synthetic data points, for
each of the fit configurations in Fig. 12. The numeric data
are provided in the file BaBar_Dlnu_2023_BGL_
synthdata.h [51]. The 24 data points are however
not independent and a judicious subset of 5(7) data points
for the N ¼ 2ð3Þ BGL fit configurations should be taken,
in line with the number of free fit parameters in the
z-expansion, so that the corresponding reduced covariance
matrix is invertible.

IX. SUMMARY

In summary, the first two-dimensional unbinned angular
analysis in fq2; cos θlg for the process B̄ → Dl−ν̄l is

reported. A novel event-wise signal-background separation
technique is utilized that preserves multidimensional cor-
relations present in the data. The angular fit incorporates
acceptance correction in the fq2; cos θlg phase space and
accounts for different B̄ → Dl−ν̄l reconstruction modes
having independent characteristics. It is shown that within
statistical precision, the lepton helicity distribution follows
a sin2 θl distribution, as expected in the Standard Model.
This bolsters confidence in the hadronic tagging procedure,
acceptance correction, and signal-background separation
techniques. In the future, model-independent new-physics
contributions can be probed via searches for additional
cos θl terms in the semileptonic sector, as has already been
studied in the electroweak penguin sector at LHCb [52].
High-precision N ¼ f2; 3g BGL fits to the B → D

form factors are reported and found to be consistent with
Bs → Ds form factors from lattice, as expected from quark
SU(3) relations. The form factors give the SM prediction
RðDÞ ¼ 0.300� 0.004. Combined with the differential
branching fraction data from Belle [15], the BGL results
yield the result for jVcbj from exclusive B → D as
41.09� 1.16, closer to the inclusive value, than jVcbj from
exclusive B → D�.
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TABLE VIII. Reweighted B̄ → Dl−ν̄l branching fractions as
listed in HFLAV [47] and the corresponding jVcbj values extracted
using the Γ0 (N ¼ 2, BGL) obtained from the BABAR-1 fits in
Table II. The quoted uncertainties correspond to BABAR (present
analysis), FNAL=MILC and HFLAV, respectively.

B measurement jVcbj × 103

BABAR-10 [14] 40.36� 0.17� 0.10� 1.67
BABAR-10 [14] 38.98� 0.15� 0.09� 1.30
Belle-16 [15] 42.01� 0.18� 0.10� 1.06
Belle-16 [15] 41.60� 0.17� 0.10� 1.07
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