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We employ the approach of path integral in the “phase space” to study the kinetics of state switching
associated with black hole phase transitions. Under the assumption that the state switching process of the
black hole is described by the stochastic Langevin equation based on the free energy landscape, we derived
the Martin—Siggia—Rose—Janssen—de Dominicis (MSRJD) functional and obtained the path integral
expression of the transition probability. The MSRJD functional inherently represents the path integral in the
“phase space,” allowing us to extract the effective Hamiltonian for the dynamics of the state switching
process. By solving the Hamiltonian equations of motion, we obtain the kinetic path in the “phase space”
using an example of the Reissner-Nordstrom anti-de Sitter black hole. Furthermore, the dominant kinetic
path within the configuration space is calculated. We also discuss the kinetic rate by using the functional
formalism. Finally, we examine two further examples: Hawking-Page phase transition and Gauss-Bonnet
black hole phase transition at the triple point. Our analysis demonstrates that, concerning the Hawking-Page
phase transition, while a dominant kinetic path in the “phase space” from the large Schwartzschild anti-de
Sitter black hole to the thermal anti—de Sitter space is present, there is no kinetic path for the inverse process.
For the Gauss-Bonnet black hole phase transition at the triple point, the state switching processes between the
small, the intermediate and the large Gauss-Bonnet black holes constitute a “chemical reaction cycle.”
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I. INTRODUCTION

Since the discovery of black hole thermodynamics [1],
it has become widely accepted that black holes serve as an
ideal model for exploring the profound connections
between general relativity, quantum theory, and statistical
physics. Concepts and methods from the realms of quan-
tum theory and statistical physics have found extensive
application in our quest to unravel the nature of gravity
and black holes. Partly driven by the AdS/CFT correspon-
dence [2], the investigation of black hole thermodynamics
in anti—de Sitter (AdS) space, especially the phase tran-
sition of the AdS black holes, has attracted significant
attention. Hawking and Page’s seminal work revealed a
first-order phase transition between the Schwarzschild AdS
black hole and thermal AdS space [3], subsequently
interpreted as the confinement/deconfinement transition
of the dual quark-gluon plasma [4]. More recently, the
study of black hole phase transitions in AdS space has been
further propelled by the idea that the cosmological constant
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can be regarded as the thermodynamic pressure [5,6].
Within this expanded phase space framework, AdS black
holes have been shown to exhibit a wide array of fascinat-
ing phenomena, including behaviors reminiscent of Van der
Waals fluids [7], reentrant transitions [8], the existence of a
triple point [9], superfluid characteristics [10], the proposal
of a molecular interpretation for the fundamental constitu-
ent degrees of freedom [11], and insights into the micro-
structure of black holes [12]. This specialized field of study
is commonly referred to as “black hole chemistry.”

More recently, considerable efforts have been dedicated
to investigating the kinetics of state switching associated
with the black hole phase transitions by using the method
of stochastic dynamics [13,14]. The starting point of this
approach is to consider that AdS black holes interact with
the thermal environment (thermal bath) located at the
boundary of AdS space. This interaction leads to an
exchange of energy with the environment, inducing sto-
chastic changes of the black hole event horizon in the bulk.
The black holes, formed through this process, are referred
to as “fluctuating black holes” and are treated as the
intermediate states in the state switching process.
Originally, by introducing the event horizon radius as
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the order parameter to characterize the microscopic degrees
of freedom of the fluctuating black hole in a coarse-grained
way, the generalized free energy function of the fluctuating
black hole is defined by using the thermodynamic relations.
However, further studies show that the generalized free
energy can be derived from the Euclidean gravitational
action by employing the path integral method [15]. With
the generalized free energy in hand, one can intuitively
exhibit the thermodynamic stability of the black holes by
examining the free energy landscape, which is the pictorial
representation of the generalized free energy as the function
of the order parameter. The thermodynamics of black hole
phase transition can be fully captured by the free energy
landscape. It is further conjectured that the process of state
switching associated with the black hole phase transition on
the free energy landscape bears an analogy to the dynami-
cal process of the Brownian particle driven by the potential.
In this way, the stochastic Langevin equation has been
proposed to describe the dynamics of the state switching
process associated with the black hole phase transition,
where the deterministic part of the driven force is provided
by the gradient force from the generalized free energy
function while the stochastic force originates from the
thermal fluctuations of the environment [16].

In this context, the transition rate and the mean first
passage time, as the characteristic quantities describing the
kinetics of the state switching process associated with the
black hole phase transition, have been subjected to both
analytical and numerical investigations [16]. Depending
upon the damping coefficient, the kinetic turnover was
discovered for the Reissner-Nordstrom anti-de Sitter
(RNAAS) black hole phase transition. It is believed that
the occurrence of a kinetic turnover represents a universal
feature in this type of phase transition. Furthermore, the
relative fluctuation of the mean first passage time is shown to
be a monotonic function of the damping coefficient and has a
sudden change at the turnover point, which is proposed to
characterize the microstructure of the black holes.

Notably, the Onsager-Machlup (OM) path integral for-
malism was employed to determine the most probable
(dominant) kinetic path of the black hole state switching
process and to calculate the transition probability of the
black holes [17]. However, the OM functional can only
give the path integral in the configuration space (the space
composed by the order parameters). It is well known that
in nonequilibrium statistical physics, there is an alternative
approach to study the stochastic Langevin dynamics, the
Martin—Siggia—Rose—Janssen—de Dominicis (MSRIJD)
functional integral [18-20]. In fact, the relationship
between the MSRID path integral and the OM path integral
is analogous to the one between the Hamiltonian formu-
lation in the phase space and the Lagrangian formulation in
the configuration space for the path integral in quantum
mechanics [21,22]. In order to get a deep understanding
on the path integral approach, we exploit the MSRID

functional integral to study the kinetics of the state switch-
ing process associated with black hole phase transition.

Starting with the Langevin equation that determined the
stochastic evolution of the order parameter for the RNAdS
black hole, we will give the derivation of the MSRIJD
functional, from which we can extract the effective
Hamiltonian. We then study the Hamilton flow lines by
solving the equation of motion in the phase space.
According to the physical picture of the black hole phase
transition, we can determine the dominant kinetic path in
the phase space. Finally, we compute the transition rate by
evaluating the path integral through the saddle approxima-
tion method and discuss its relationship with the previous
results [16,17]. This procedure will be further applied to
study the kinetics of state switching associated with
Hawking-Page phase transition and the Gauss-Bonnet
AdS black hole phase transition.

This paper is organized as follows. In Sec. II, we review
the basic proposal of the stochastic method to study the
kinetics of the black hole state switching process by taking
the RNAdS black hole as an example. We also provide
an alternative derivation of the generalized free energy
by using York’s formalism. In Sec. III, we present the
derivation of the MSRIJD functional integral for our
problem. In Sec. IV, we discuss the Hamiltonian flows
and the transition rates. In Sec. V, two further examples, the
Hawking-Page phase transition and the Gauss-Bonnet AdS
black hole phase transition are considered. The discussion
and conclusion are presented in the last section.

II. STOCHASTIC DYNAMICS OF STATE
SWITCHING ASSOCIATED WITH BLACK HOLE
PHASE TRANSITION ON THE FREE ENERGY
LANDSCAPE

A. Free energy landscape of the black hole

The physical picture of state switching associated with
black hole phase transition can be described as follows.
Imagine that there is a black hole in spacetime, and place a
thermal bath somewhere. For the AdS black holes that we
are mainly interested in this paper, the thermal bath can be
located at the spacial infinity. Recall that a photon when
radiated to spacial infinity can return in a finite proper time.
Although the thermal bath is placed at the spacial infinity, the
black hole can reach the equilibrium state with the thermal
bath due to the interaction between them. When studying the
black hole phase transition from the thermodynamic per-
spective, we realized that there may exist more than one
branch of black hole solution. Different types of black holes
can be distinguished by their radii of the event horizon
[7,11]. Owing to the thermal fluctuations, the radius of
the black hole event horizon can increase or decrease by
absorbing or releasing the energy in a completely stochastic
manner. The black hole phase transition process that a black
hole starts from an equilibrium state and finally reaches
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another equilibrium state can be described well by the
process of changing the black hole radius. Therefore, the
state switching process associated with phase transition can
be treated as the stochastic process caused by the thermal
fluctuations from the bath. The radius of the black hole event
horizon can be selected to be the order parameter to
characterize the process of the state switching.

The order parameter is a fundamental concept in the study
of phase transitions, critical phenomena, and symmetry
breaking in physics. It serves as a key indicator of the
system’s state and provides valuable insights into the
organization and behavior of a physical system. The order
parameter is often related to a thermodynamic potential, such
as the free energy or Landau-Ginzburg-Wilson free energy,
which can be used to describe the phase transition [23]. The
forms of these potentials also depend on the particular order
parameter associated with the phase transition.

For the black hole phase transition, the thermodynamic
potential is just the free energy, which can be calculated
from the gravitational action by using the Euclidean path
integral method [24]. In this aspect, we have shown that the
generalized free energy for the fluctuating black hole in
Einstein gravity [15] and Gauss-Bonnet gravity [25] can be
readily derived by such a method. By plotting the gener-
alized free energy as the function of the black hole radius,
one can get the so-called free energy landscape, from which
one can easily read off the stability of the black hole.

As an important example, let us review the Van der
Waals type of phase transition of the RNAdS black hole in
the extended phase space from the perspective of the free
energy landscape [14]. The RNAdS black hole is a solution
to the Einstein-Maxwell gravitational theory. The metric is
given by

1
ds®> = —f(r)dt* + —dr* + r?dQ3, 2.1
with
2M Q2 2
f(r)zl——+7 2 (2.2)

where M is the mass, Q is the electric charge, and L is the
AdS curvature radius. The electromagnetic gauge potential
is given by

A= —gdt.
r

(2.3)

The event horizon is the largest positive root of the
equation f(r) = 0. According to this equation, the mass of
the fluctuating black hole that is generated during the state
switching process can be expressed as the function of the
order parameter r :

(2.4)

The Bekenstein-Hawking entropy and the Hawking tem-
perature are given by using the conventional way as

S=nr, (2.5)

1 32 Q2
T, — 12 L))
" dmr, ( + L? ri)

For the fluctuating black hole, these quantities are also the
functions of the order parameter r.

We now employ the Gibbons-Hawking path integral
approach to study and interpret the thermodynamics of the
fluctuating black hole. In the Gibbons-Hawking approach
to black hole thermodynamics, the partition function of
the canonical ensemble can be written in the form of the
gravitational path integral [24],

(2.6)

Zgu(B) = / Dlglelell = o1, (2.7)

where I[g] is the Euclidean gravitational action and f is
the integral period of the Euclidean time. The Euclidean
gravitational action for the Einstein-Maxwell theory is
given by [26,27]

Ig = Lyux + Tsut + Lers (2.8)

with
1 6
Lok = ~ 1o y d4x\/§ (R + e FM,,F"”>, (2.9)

1
Lyt = =5 &ExVh(K +2n,F*4,),  (2.10)

T Jom

1 2 L I3 3
I, =— PxvVh|Z+ZR -2 ab _ 22|
o SnéM fo+2R 5 (RabR SRH

(2.11)

Here, h,, = g,, —n,n, is the induced metric on the
boundary d M where 7 is an outward pointing unit normal
vector to dM. In the Gibbons-Hawking boundary term
I, the trace of the extrinsic curvature is defined by
K = V¥n,. In the counterterm action ,,, R and R ,;, are the
Ricci scalar and Ricci tensor for the boundary metric,
respectively. The Gibbons-Hawking surface term is to
preserve a well posed variation problem while the surface
term for the electromagnetic field is to preserve the fixed
charge boundary condition at the infinity. The counterterm
action is sufficient to cancel divergences.

However, our calculation of the gravitational action is
slightly different from the original Gibbons-Hawking
approach [24], where the time period f is selected to
preserve the regularity of the Euclidean geometry. Here, the
period f is an arbitrary parameter [28-31]. Its physical
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meaning is the inverse temperature of the thermal bath.
Then, this choice will introduce a conical singularity at the
horizon. It is argued that the Euclidean geometry with the
conical singularity is also the solution to the classical
equations of motion [31]. When evaluating the action
functional, the horizon area or the horizon radius r is kept
fixed. This condition introduces a Lagrange multiplier,
which results in the energy density along the r = r surface
in the phase space. The solution to the classical equations of
motion will have a conical singularity at the horizon.
Therefore, the Euclidean geometry with arbitrary S is also
a stationary point of the Euclidean functional integral as long
as the constraint of the constant horizon radius is satisfied.

By evaluating the gravitational action and taking the
conical singularity’s contribution into account, one can
get the Euclidean action for the fluctuating RNAdS black
hole as

(2.12)

The detailed calculation is presented in Appendix A.
According to the relationship between the thermodynamic
potential and partition function of the canonical ensemble,
one can obtain the generalized free energy function of the
fluctuating RNAdS black hole, which is given by

F=-TnZy, = 5 =5 1 —|—371'Pr+ +E —aTry,
(2.13)
where the effective thermodynamic pressure P = gﬁ is

introduced, with L being the AdS curvature radius [5,6].
From the generalized free energy, one can also obtain the
energy and the entropy of the fluctuating RNAdS black hole
by using the conventional formulas in statistical physics [15].

By treating the black hole radius r, as the independent
argument, one can formulate the generalized free energy
landscape of the RNAAS black hole at the specific
ensemble temperature 7. The free energy landscape of
the RNAdS black holes has the shape of double well in a
specific temperature regime [14]. The local stable state
condition 0F/dr, = 0 leads to three extreme points, i.e.,
three branches of the RNAdS black holes. They correspond
to the small, the intermediate, and the large RNAdS black
holes. In [14], the stability of the three branches of RNAdS
black holes was discussed based on the free energy land-
scape in detail. In addition, the condition for the local stable
state will lead to the condition that the ensemble temper-
ature is equal to the Hawking temperature of the local stable
black hole

2
(1 +82P — %) (2.14)

+

T:TH:

4nr,

When this condition is satisfied (we also refer this condition
as the on shell condition), the Euclidean geometry of the
local stable RNAdS black hole is free of the conical
singularity. In addition, Eq. (2.14) should be treated as the
equation of state for the local stable RNAdS black hole [7]

T 1 2
P:———2+Q—4. (2.15)
2ry  8mry  8mri

At the arbitrary ensemble temperature, the generalized free
energy (2.13) is off shell. If substituting Eq. (2.14) into the
expression of Eq. (2.13) of the generalized free energy, one
can obtain the on shell value of the free energy for the local
stable RNAJS black hole [27,32,33].

We have to point out that the black hole radius r as the
order parameter of the small/large RNAdS black hole phase
transition has a constraint from the non-negativity of the
Hawking temperature 7'y for the local stable black hole.
The constraint on the order parameter is then given by

L 1202 /2
> (WJie=2 1) . 2.16
Ty _\/6< + 12 ) ( )

This constraint implies that the black hole cannot have an
arbitrary small event horizon due to the presence of electric
charge [17] or rotation [34].

B. Generalized free energy from York’s approach

Before discussing the stochastic dynamics of the
black hole state switching, we provide an alternative
derivation of the generalized free energy by using York’s
formalism [35-37]. In this formalism, the black hole is
placed in a cavity with the fixed boundary conditions that
can constitute a thermodynamic ensemble. However, in
evaluating the gravitational action, only the constraint
equations are satisfied, but not the full dynamical equations
of motion. This results in the off shell configurations that
can be reached under the fluctuations.

In fact, York’s formalism has been applied to study
the thermodynamics of the RNAAS black hole [38—40]. The
black hole is enclosed by a cavity with finite radius rp. In
this approach, one can calculate the action of the RNAdS
black hole enclosed by a cavity with the temperature /3
and the radius rp as fixed parameters, and finally take the
rg — oo limit to derive the generalized free energy for the
case that the thermal bath is located at spatial infinity.

It is shown in [40] that the resulting gravitational action
for the RNAdS black hole in the canonical ensemble is
given by

3 2
I:—BVB\/I—r—Jr—r—+— o +Q +

2
ryrg L

—I—IO ﬂr+,

(2.17)
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where /3 is the inverse temperature of the cavity, r, is the
horizon radius, rp is the radius of the cavity, and / is an
arbitrary term that can be used to define the zero of
the energy. By choosing the thermal energy of the
AdS space as the zero of the energy, the authors in
Ref. [39] argued that

~ )
IOZﬂI’B 1+ﬁ

This can also be achieved by adding the counterterm term
as shown in Appendix A:

/3 L
I A 5 T A 9
o 2 + r% 4r‘l§

where we have used the definition of inverse temperature at
the cavity = 2zb(rp). It is easy to see that I, and I, have
the same asymptotic behavior.

Although the temperature of the cavity is treated as a
fixed parameter, to keep the local thermodynamic equilib-
rium, or to eliminate the conical singularity of the
Euclidean geometry, the temperature at the cavity is chosen
to be the Hawking temperature blueshifted to the cavity’s
position rp [35-37]. For the on shell RNAdS black hole,
the relation is naively given by

N 2M Q2

(2.18)

(2.19)

(2.20)

For our concern of the RNAdS black hole with the
thermal bath located at spatial infinity, one should put the
cavity to infinity by taking the limit rp — +o0. It is clear
that taking the limit gives a divergent inverse temperature /3,
which is unphysical. This can be fixed by noting that the
black hole thermodynamics in AdS is in fact defined on
the conformal boundary. We should rescale the inverse

0.94—

G(r,)
=)
S
\

ry

FIG. 1.

T 0.036f

temperature /3 by a factor é, i.e., we can define the rescaled

inverse temperature as
(2.21)

Taking the limit rpz — +o00, one can finally get the
generalized free energy as

Pri < r Q2> 2
I = l+=S5+4+=5 | —arg, (2.22)
2 L 2 -

which is consistent with the result given in Eq. (2.12).

In deriving this result, only the Gauss-law constraints for
the electromagnetic field and the Hamiltonian constraint for
the gravitational field are used [39,40]. However, the full
Einstein equations are not required to satisfy. This incon-
sistency can be regarded as a kind of quantum fluctuation
near the stationary black hole solution. In this sense, the
generalized free energy is considered to describe the
fluctuating off shell black holes as well.

C. Stochastic Langevin equation
for the black hole state switching

To give a physical picture of the above statements, let
us discuss the free energy landscape for the RNAdS black
hole phase transition. In Fig. 1, we plot the free energy
landscape and the Hawking temperature of the fluctuating
RNAGJAS black holes. It should be noted that the order
parameter, i.e., the horizon radius r., is taken to be the
independent argument. On the left plot, the ensemble
temperature is selected to be the phase transition temper-
ature, at which the small black hole and the large black
hole coexist. On the landscape, the three blue dots
represent the three branches of the RNAdS black holes.
For convenience, we denote the radius of the small/
medium/large RNAAS black hole as r,/r,,/r;. They are
the extremal points on the landscape. It can be seen that

0.039~

0.038

0.037

0.035F

0.034

0.033-
1

re

Left: generalized free energy function at the phase transition point. Right: Hawking temperature as the function of black hole

radius. In the two plots, the three blue points represent the three branches of RNAdS black hole solutions, and the three vertical lines
denote their radii, ry, r,,, and r;. In the right plot, the horizontal red dashed line represents the temperature of the phase transition point.
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the small and the large RNAdS black holes have the same
free energy. On the right plot, the Hawking temperature
Ty of the fluctuating black hole is plotted as the function
of the order parameter r,. The horizontal line represents
the ensemble temperature 7, which has been selected to
be the phase transition temperature.

We now consider the deterministic relaxation process
of the fluctuating RNAdS black holes without the fluctuat-
ing force. In the left panel of Fig. 1, we have explicitly
indicated the directions of these processes. As an example,
we consider a fluctuating RNAdS black hole with the
horizon radius r,, < r, < r;. From the right plot, we can
see the Hawking temperature 7' of this fluctuating black
hole is smaller than the ensemble temperature. The deter-
ministic relaxation process of this fluctuating black hole is
just the absorbing energy process from the thermal bath,
which leads to the increase in the energy itself. In the range
of r, > ry, the mass of the RNAdS black hole is the
monotonic increasing function of the radius. Therefore,
increasing energy will in turn give rise to the increase of the
black hole order parameter r,. As a result, the fluctuating
RNAGJS black hole with radius r,, < r, < r; will relax to
the state of the large black hole with radius r, = r; finally
as indicated explicitly in the left plot. From the above
analysis, we can conclude that the free energy landscape
gives a physical picture of the deterministic relaxation
process of the fluctuating black holes without the fluctuat-
ing forces.

However, this is not adequate to explore the kinetics
of the black hole state switching. If only considering the
deterministic gradient force from the free energy landscape,
the local stable black hole can never make a transition and
switch to another local or global stable black hole. It is the
fluctuating force (thermal noise) from the bath that makes
the state switching process possible. Therefore, the dynam-
ics of the black hole state switching should be described by
the Langevin equation for the stochastic evolution or
equivalently the Fokker-Planck equation for the probabi-
listic evolution. Therefore, the methods from the non-
equilibrium statistical physics and the stochastic dynamics
can be applied to study the kinetics of state switching
associated with the black hole phase transition [41,42].

Much inspiration can be gained from the so-called time-
dependent Ginzburg-Landau model [43], which is briefly
reviewed in the Appendix B. In this model, the collective
behavior of the system near the critical point is described
by Langevin equation. With these observations in mind,
we can write down the Langevin equation that governs the
dynamics of state switching process associated with the
black hole phase transition as follows [16,41,42]

¢+ Eh+ G (p) —ii(t) =0, (2.23)
where ¢ denotes the order parameter r, and a dot denotes a
derivative respect to ¢. The effective friction coefficient { is

introduced to describe the interaction between the black
hole and its environment. The stochastic noise 7(#) from the
environment satisfies the relation

(@(1) =0,

In the overdamped regime, the Langevin equation can be
simplified as

@) =2T6(t=1).  (2.24)

b =—-LG(p) + (1),

: (2.25)

where 7(t) = %ﬁ(t) is introduced for simplicity. It satisfies
the fluctuating-disspertion relation

(n(n(?')) =2Ds(t = 1), (2.26)

where D :% is the diffusion coefficient. This is just the

overdamped Langevin equation that describes the stochas-
tic motion of the Brownian particle.

In the free energy landscape formalism, the generalized
free energy is analogous to the Landau free energy. By
introducing the black hole radius as the order parameter, the
microscopic degrees of freedom of the black hole can be
described collectively. In this way, the collective motion of
the microscopic degrees of freedom of the black hole is
reflected by the change in the order parameter. It is wisely
accepted that in the ordinary mean field theory, especially
near the critical point, the collective behavior of the system
can be well described by the Langevin equation [43].
Inspired by this observation, we have introduced the
stochastic Langevin equation to characterize the state switch-
ing process associated with the black hole phase transition.

However, in writing down the stochastic Langevin
equation, the friction coefficient { or equivalently the
diffusion coefficient D was introduced effectively. They
are assumed to describe the complex interaction between
the black hole and the thermal bath. Here, we want to draw
the reader’s attention to the discussion of observation
signature of the quantum fluctuations of spacetime in the
gravitational wave interferometer [44,45] (see also [46]).
By using the holographic assumption, it is shown that,
similar to the random walk model, the accumulated
fluctuation over a path of length L is of the variance
of (AL?*) ~1,L, where [, is the Planck length. We may
also gain some insights from the stochastic inflation model
[47,48]. In this model, by treating the short wavelength
quantum modes as the stochastic noise, the Langevin
equations that describe the dynamics of long wavelength
modes can be derived from the equation of motion for the
scalar field. Although the thermal fluctuations considered
in our model are distinct from the quantum fluctuations, we
can still believe that there exists a mechanism of deriving
the effective friction coefficient or the diffusion coefficient
from the fundamental perspective as for the stochastic
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inflation model. This is out of the scope of the present
work. We will leave it for future study.

III. MSRJD PATH INTEGRAL REPRESENTATION
FOR THE STOCHASTIC DYNAMICS OF THE
BLACK HOLE STATE SWITCHING

In this section, we discussed the path integral represen-
tation of the stochastic dynamics of the black hole state
switching. We provide the derivation of the MSRJD func-
tional from the overdamped Langevin equation.

Let us discretize the time evolution of the order param-
eter and the stochastic noise as

(1) = ¢i, (3.1)

n(t) = n;,
where i € Z denotes the time step of the discretization.
Then the overdamped Langevin equation can be written as

wi=¢i— i+ At(% G'(¢:) - ’71’) =0, (3.2)

where At is the time interval. This scheme is called the Ito
discretization [42].

Consider the generating functional, which is analogous
to the partition function in statistical physics. Denote a
solution to the Langevin equation with the noise 7 as ¢[n]. It
is useful to notice the identity is satisfied

1= [ Dosto—dlab = [ D«ﬁ\‘;—‘;\w), (33)

where D¢ = [[; d¢; is the functional integral measure,
5(¢p — pln) = T1.(d; — dil)) and | 2] is the determinant
of the Jacobian matrix {%} In the Ito discretization,

the Jacobian matrix is a triangular matrix with the unit
|

psidoo) = [ DoDiexp {- [ 0) (94 + 26000 ) + 00| |

where the prefactor VM\/ is absorbed into the integral measure.

In the present work, we are interested in the Hamiltonian
formulation of the stochastic path integral. By introducing
the conjugate momentum IT = i¢h, the probability can be
rewritten as

P t:donte) = | DpDPexp [— [ armg —H)],

$o i)

(3.9)

where the effective Hamiltonian H for the dynamics of
state switching is defined as

as the diagonal components. Therefore, |g—‘(’/j| = 1. Then
we can get

1= [ D¢ri[5<¢i—¢i_1 +At<2G’(¢i)—m>)- (34)

By using the integral representation of the delta function
and taking the continuum limit, we can rewrite the above
equation as

1= /D¢D<}5exp {—i/dt$<¢+%G’(¢)—n(t)>}

(3.5)

Then the generating functional for the Langevin dynamics
in the overdamped regime can be given by

W=N / DpDPDi(t) exp [—% / dmz(t)]

< exp [—i / dt(}ﬁ(d)—k%G’((ﬁ) —n<t>)],

where A is the normalization constant and the average on
the Gaussian noise is taken into account. By performing the
Gauss integral for the noise, one can get

W=N / Dd)DgZexp{— / dt [i&ﬁ <¢+2G’(¢)) +D$2} }
(3.7)

(3.6)

The transition probability p(¢,1; ¢, 15) with the
initial boundary condition ¢(#;) = ¢, and final boundary
@(t) = ¢ is then given by [22]

; (3.8)

H = DI — %G’(qﬁ)l‘[. (3.10)

In summary, we have derived the MSRJD functional
that can be used to explore the kinetics of state switching
process associated with the black hole phase transition.
The further discussions will be presented in the next two
sections.

Now we study some implications of the MSRJID func-
tional. In the phase space path integral representation of the
transition probability, the integration over the momentum IT
extends to the imaginary axis [49]. In addition, the
integration over the momentum IT is quadratic, which
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allows us to integrate over I1 to obtain the path integral in
the Lagrangian form. From Eq. (3.9), one can derive the
Lagrangian formula for the stochastic path integral by
performing the Gaussian integral of IT [22]

p(¢. t: o to)

— ;Dqﬁexp{—%/&j dt’(tif?(t’) +éG’(¢(ﬂ))>2},
(3.11)

which is just the Onsager-Machlup path integral used
in [17].
The corresponding Lagrangian is given by

e- L (f@) Low® gy

3.12
dt 2T dt AT (3.12)

which is analogous to the Lagrangian of a one-dimensional
particle with the mass /i = % and the unit charge § =1
moving in an external electromagnetic field A(z,x) =
57 G'(x) and an external potential V(z, x) = — 37 (G'(x))*

£=2032 4 GA(rx)% — V(1. x).

5 (3.13)

At last, we show an intuitive derivation of the Fokker-
Planck equation that describes the time evolution of the
probability distribution P(z, ¢). By replacing the momen-
tum IT with the operator —%, one can write down the
expression of the Hamiltonian given by Eq. (3.10) in the
operator form

N 0? 10 0 0
H=D—+-—G'(¢) = D— [ e FG@) — /Gd) |
o apC P =P5 (e 2"

(3.14)

Then the Fokker-Planck equation can be written as the form
of the “Schrodinger equation” [50]

aPSt, ¢ _p % e—/}G(rﬁ)%(e/"G(@P(t, P)) |

(3.15)

which is just the Fokker-Planck equation that used in [13]
to study the kinetics of Hawking-Page phase transition. The
above discussions imply that the dynamics of the state
switching process associated with the black hole phase
transition based on the free energy landscape is essentially
unified in the framework of the phase space path integral
formalism.

IV. HAMILTONIAN FLOW LINES IN PHASE
SPACE AND KINETIC RATE OF THE BLACK
HOLE STATE SWITCHING

In this section, we will analyze the Hamiltonian flow
lines in the phase space for the state switching process of
the RNAAS black hole by solving the equations of motion
numerically.

A. Hamiltonian flow lines

The Hamilton’s equations of motion can be given by

¢:2DH—%GK@, (4.1)
H_+%M@m. (4.2)

In the phase space, the fixed points are determined by the
equations

$p=T1=0, (4.3)
which gives us
(g0 (T
m=0 I = 5:G'(¢)

The first set of equations implies that the stationary points
on the landscape, which are the on-shell black hole states
satisfying the condition G’(¢) = 0, are also the fixed points
in the phase space. Therefore, the solutions to the first set of
fixed point’s equations correspond to the three branches
of the RNAJS black hole. In addition, for the first set of
equations, the corresponding Hamiltonian is zero. For the
second set, G'(¢) # 0 and the corresponding Hamiltonian
is negative. The equation G’(¢p) #0 implies that the
solutions to the second set of the fixed point’s equations
are not relevant to our discussion on the switching
processes between the local or the global stable states on
the free energy landscape.

Hamiltonian flow lines or phase portraits for Hamilton’s
equations of motion are plotted in Fig. 2. They reflect
the stability of the fixed point intuitively. In this plot, the
ensemble temperature is taken to be the phase transition
temperature, where the two wells on the landscape have the
same depth. The corresponding free energy landscape is
shown in the left panel of Fig. 1. In fact, the plot in Fig. 2 is
typical as long as the free energy landscape has the shape
of double well. Each flow line can be specified by a
value of Hamiltonian since it is conserved on the given
flow line. The “zero-energy” lines (black lines) where the
Hamiltonian vanishes are given by

N—eI)

I1=0, or
T

(4.5)

024079-8



PHASE SPACE PATH INTEGRAL APPROACH TO THE ...

PHYS. REV. D 110, 024079 (2024)

1.0 # Ad I'..\\ ' \\‘\\\L__Vx '/,4 ’414 A
K K N :4’\“‘\‘\ ﬂ~ Sen .7 L, ﬂ‘l "

ll“ - IO “a i t4 ":' h

: : 1 ,' v \\ M \\ ', ‘“s--v" ’I II' l'*

1 ,' i ,":*‘\ ‘\‘\‘ . ’14: ,’ ,A'-l

0.5 [ N = Al
! A o ‘. AR N A 1y !

l’ A r‘ 1 I ‘\ * Seia -7 4 ! by
' - . Vs

e - M ‘\A R4 4 L\
RN R ’} \\ R — KR

, ~<- ay — .
E o0 —r - — —— & > <—
AR \‘ Y P

Y ' Rt N \\ MR SN | I A
e N W vte )t Sl

U l"\\ ~ “ ’ ’ ’
' A\ if x NN \\\A:' /' I’ /' 0
-0.5 Il |I SR N . ‘\ \\~ » Y .
velly A e

lI : " - ~ A ‘\ \\ l, I' II !
AN ""“‘\\ ‘\ ‘s \“_—‘( -4 ,' /'

YWy Lrrio

-1.0
1 2 3 4 5 6
¢

FIG. 2. Hamiltonian flow lines or phase portrait for Hamilton’s
equations of motion. The temperature is taken to be the phase
transition temperature. There are five fixed points in the phase
space. The red points are saddle points, and the green points are
centers. The saddle point has one unstable direction while the
centers are not relevant to our analysis. The fixed points denoted
by red color correspond to the three branches of the RNAdS black
hole solution. Each flow line can be specified by the value of
Hamiltonian since it is conserved on the given flow line. The
Hamiltonian vanishes along ‘“zero-energy” lines (black lines).
These lines connect the saddle points of Hamilton’s equations.

Along the IT1=0 flow line, the Hamilton’s equation
becomes

. 1,
¢ = —EG(fﬁ)‘

For the second case, IT # 0 and the Hamilton’s equation
becomes

(4.6)

¢=%G@» (4.7)

On the IT =0 flow line, the equation for the order
parameter ¢ describes the averaged equation of motion for
the Langevin dynamics (2.25) by noting that

_!
¢

The topology of the phase space is determined by the
“zero-energy”’ Hamiltonian flow lines. The two “zero-
energy” flow lines intersect at the fixed points that
represent the three branches of black hole solutions.
On the IT = 0 flow line, the state of the small RNAdS
black hole and the state of the large RNAdS black hole
are stable, while the state of the intermediate black hole

@) <G/<¢>>=—§G’<<¢>>. (48)

on the top of free energy potential is unstable. On the
flow line with IT # 0, the stability is reversed. Here, it
should be distinguished that the stability of the black hole
in the phase space reflects its dynamical nature while the
stability of the black hole on the free energy landscape
reflects the thermodynamic nature.

We denote the radii of the three branches of the RNAdS
black hole as ry, r, and r;, respectively. The tunneling
configuration can be easily obtained by analyzing the
Hamiltonian flow lines. The tunneling configuration from
the small black hole to the large black hole is starting
from the point (r,, 0), going to the point (r,,,0) along the
“zero-energy” flow line with IT # 0, and finally going to
the point (r;,0) along the flow line with IT = 0. It should
be noted that, there are also an inverse tunneling con-
figuration that represents the transition from the large
black hole to the small black hole. This configuration in
the phase space is starting from the point (r;,0), going to
the point (r,,,0) along the flow line with IT# 0, and
finally arriving at the point (r,,0) along the flow line
with IT=0. By numerically solving the Hamiltonian
equations, one can obtain the corresponding tunneling
configuration for the state switching process. This will be
illustrated later.

In Fig. 3, we plot the Hamiltonian flow lines for the case
that the free energy landscape has two wells with unequal
depths. It is qualitatively similar to that of Fig. 2. From the
free energy landscape, one can see that the small black hole
is globally stable while the large black hole is locally stable.
Under the thermal fluctuations, there is also a state switch-
ing process between the two black holes, which is similar to
the case at the phase transition point. The corresponding
tunneling configuration is analogous to the discussion on
the Fig. 2.

In Fig. 4, we plot the Hamiltonian flow lines for the case
that the landscape has only a single well. In this case, the
stationary point on the landscape represents the globally
stable black hole state. There are three fixed points in the
phase space. The red points are the saddle points and the
green point is a center. However, only the left saddle point
is relevant to the question under consideration. It represents
the stationary black hole on the free energy landscape. This
saddle point is unstable in the phase space. In this case,
there is no tunneling configuration.

The significance of the RNAdS black hole phase
transition in extended phase space is that there exists a
critical point analogous to the van der Waals types of liquid-
gas phase transition. Here, we also study the Hamiltonian
flow lines of the system at the critical point. The critical
point for the RNAdS black hole phase transition is
determined by the equation

G'(pe) = G"(¢e) = G"(¢c) =0, (4.9)

from which we can get
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wells with different depths.

1-57 -~ \ \ \ ~ B
A A NIRRT /441 IMAA
: :: /: ‘\‘\‘ \ Sem- ,' ""'l?.
A 1 ' \ \\\ - _*(/'/‘ ! A:III
:‘ 4 ‘4 N \\ \\\\\x > LR ""l"l
1.0 10 i ‘\“ R L
- B 1 T, S v\ ‘\ 7 1
B : ] "l, . \\‘\ W A St I|l|‘|
I N e Y
1.00 A ’4 ,: \ IY““‘ \\ "V(' “ ' |‘ \ \“
0.5 ;o :'|\ v ) ;:\‘\\ N ’:i' k \‘\‘ 1
0.98} ] CLo e’ Sy TN AR
C ' 4 l‘\ PREVIUE B RN \s
F ] ' e \ 14 AN T 2R
0.96 AN IS -7 .‘L N
S T < A SOVl S Y.
0.94+ B 0.0+ —*<—<—<—<—A<—<—<—<—<—<— 1
s P>y PESS
o 0.92 1 ‘\; V),-<--‘ Dbl SRS A AA"—
' ’ -~ T A7 )':A‘
.- T AT,
0.90 ] -0.5 “‘u II)‘ —<.~‘\V~ Rk a4 »° 1
vy - Y D S . .
0.88f '.-lyvy’ TN T
R [ P L
0.86 ]
. ‘ ‘ . ‘ ‘ 1.0 . . . ]
1 2 3 4 5 6 1 2 3 4 5 6
¢ (]

FIG. 4. Left panel: free energy landscape of the RNAdS black holes. Right panel: Hamiltonian flow lines or phase portrait for
Hamilton’s equations of motion. The temperature is taken to make sure that the free energy landscape has only a single well.

, 07 B where ¢.. is the value of the order parameter for the RNAdS
AnPg; — 202 2nT¢. + 7= 0, black hole at the critical point. By solving the above

5 equations, one can get the critical point as

8P, + % 2T =0,

30? 1 1
4 (4.10) $.=V60, T, N Pe=56n " (4.11)
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Left panel: free energy landscape of the RNAdS black hole at the critical point. Right panel: Hamiltonian flow lines or phase

portrait for Hamilton’s equations of motion. The temperature and the pressure are taken to be the critical values.

The free energy landscape of the RNAdS black hole at the
critical point is plotted in the left panel of Fig. 5. The shape
of the free energy landscape is a single well, which is
similar to the shape of the free energy landscape we have
discussed in Fig. 4. However, it shows a very flat potential
well, which means a dramatically different kinetics near
the critical point. The corresponding Hamiltonian flow
lines are plotted in the right panel of Fig. 5. In this case,
there is only one fixed point on the phase space, which
represents the only stationary state on the landscape. This is
different from the case that was considered in Fig. 4, where
there are three fixed points on the phase space. In addition,
there is no tunneling configuration at the critical point also.
On IT = 0 flow lines, the fixed point is stable, while on the
IT # O flow lines, it is unstable.

Note that in the phase space, some of the fixed points of
the Hamiltonian equations of motion represent the on-shell
black hole solutions. Introduce the vector field @ as

®— <2DH - %G’((ﬁ),lG”(qb)H). (4.12)

¢

The fixed points in the phase space are just the singularities
of the vector field ®. Therefore, on-shell black hole
solution can be treated as the topological defect of the
introduced vector field. However, this is not a universal
conclusion because there are fixed points (the green points
shown in Figs. 2-4) that have no physical significance. On
the other hand, it is well known that the dynamical stability
of the fixed point is relevant to its index or winding number.
Here, we find that there is no direct connection between the
thermodynamic stability of the black hole solution and the

dynamical stability of the fixed point in the phase space. As
mentioned, the black hole solutions are all represented as
the saddle points in the phase space, which is irrelevant to
their thermodynamic stability.

B. Kinetic path in configuration space

We now consider the tunneling configuration for
the small/large RNAdS black hole transition. Based on
the dominant paths in the phase space, one can solve the
corresponding equation to obtain the dominant kinetic path
in the space of the order parameter. According to our
previous analysis, it is clear that for the state switching
process from the small black hole to the large black hole,
the dominant kinetic path is separated into two pieces.
The first part is the state switching process from the small
black hole to the intermediate black hole, and the second
part is the process from the intermediate one to the large
black hole.

For the first part, we choose the initial condition as
¢(t =0) = r, + 6 with § = 107 and solve Eq. (4.7). In
this way, we get the kinetic path of the state switching
from the small black hole to the intermediate black hole.
The criterion that the system reaches the intermediate
black hole is given by the difference between the order
parameter and the horizon radius of the intermediate state
is less than 6, i.e. |¢(#;) — r,,| < 6. When this condition is
attained, i.e. the system reaches the top of free energy
potential. Then we switch to Eq. (4.6) with the initial
condition ¢(¢;) = r,, + & to obtain the kinetic path of the
state switching from the intermediate black hole to the
large black hole. Combining these two paths, we can get
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FIG. 6. Dominant kinetic paths in the configuration space. Left panel: from the small to the large black hole. Right panel: from the
large to the small black hole. The plots are corresponding to Fig. 2, where the two wells on the free energy landscape have the same
depth. The three horizontal dashed lines represent ¢ = ry, r,,, and r;, respectively.

the whole path for the kinetic process, which is shown in
the left panel of Fig. 6. The kinetic path for the inverse
process is also shown in the right panel of Fig. 6. The
initial condition is chosen to guarantee that there is a small
derivation from the stationary state. Otherwise, the system
will take infinite time to reach another stationary state.
For example, we consider the system switching from the
¢ = r,, state to the ¢p = r; state along the I1 = O flow line.
The time interval is given by

_ I dgl’)
A= % G@)

which is divergent because near the stationary points
¢ = r,, and ¢ = r,, the asymptotic expansions of the free
energy function are quadratic.

(4.13)

C. Kinetic rate

Now we calculate the kinetic rate for the state switching
process from the small black hole to the large black hole,
i.e. we should evaluate the action in Eq. (3.9)

1= /' dt (Tl — H). (4.14)

Note that the dominant kinetic path of the state switching
process corresponds to H = 0. In addition, for the kinetic
path from the intermediate black hole to the large black
hole, IT = 0. Therefore, the nonzero contribution to the
action comes from the kinetic path from the small black
hole to the intermediate black hole. Then we can get

to+t . 1 [frn AG
I = dillg = = dpG' () = —,
[ ami =1 [ apo@) =

Ty

(4.15)

where 1 is the initial time, #, + ¢, is the time that the order
parameter reaches the top of free energy potential and

AG = G(r,) —G(r,) is the difference of free energy
between the intermediate black hole and the small black
hole. The final result shows that the action is independent
of the time #; and t;. The kinetic rate is then given by

AG
k~ exXp (— T) .

Therefore, the kinetic rate resembles the form of the
Kramer rate [51]. The reason is that we have used the
assumption that the friction is large enough and
the dynamics is in the overdamped regime. This equation
means that the kinetic rate is mainly determined by the
barrier height on the free energy landscape, which is
consistent with our previous results on the kinetics of the
black hole phase transition [16]. For the inverse process,
the kinetic rate is also given by the above equation, but the
free energy difference is given by AG = G(r,,) — G(r)).
The equation for the kinetic rate also implies that the
kinetic process is a fast/slow one for the shallow/deep
potential well. We present the numerical results of the
kinetic rates in Fig. 7.

The configurations shown in Fig. 6 give the dominant
kinetic processes during the black hole phase transition.
Because of the existence of the thermal noise, the
practical kinetic paths are inherently stochastic. Note
that in deriving the Eq. (4.16), we have used the dominant
kinetic path and does not take the fluctuation effects
around the dominant path into account. When consider-
ing these effects, one can get a more precise formula of
the kinetic rate [17].

(4.16)

V. TWO FURTHER EXAMPLES

In this section, we consider two additional examples,
i.e. Hawking-Page phase transition [13] and Gauss-Bonnet
black hole phase transition at the triple point [25,52]. We
also point some problems in these two examples.
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FIG. 7. Kinetic rates versus the ensemble temperature. The
ensemble temperature is selected to guarantee the free energy
landscape has the shape of a double well. The two curves
represent the rates of the state switching process from the small
black hole to the large black hole and its inverse process. The
intersection is corresponding to the phase transition point
where the two wells on the free energy landscape have the
same depth.

A. Hawking-Page phase transition

We now discuss the dominant kinetic path in the
phase space for the Hawking-Page phase transition. The
basic idea is similar to that used in the last section, but
instead utilizing the generalized free energy of the
Schwarzschild AdS (SAdS) black hole, which has been
calculated in [13]

G:¢(1+f§> — nT¢>. (5.1)

2

Here, the order parameter ¢ is the horizon radius of the
SAdS black hole, L is the AdS radius and T is the
ensemble temperature. The state with ¢ = O represents
the thermal AdS space. In addition, when ¢ =0, G = 0.
The generalized free energy is intrinsically the free
energy difference between the SAdS black hole and
the thermal AdS space.

The phase transition point can be determined by two
conditions: (1) Equating the free energies of the AdS space
and the SAdS black hole; (2) Ensuring that the derivative
of the generalized free energy at the state of the large SAdS
black hole is zero. At the phase transition point, the
following two equations should be satisfied

2
G(¢)) = b (1 +¢_12> — aTypd; =0, (5.2)

T2 L
) 1 3¢;
G () = AT 27T ype = 0, (5.3)

where Tpyp is the Hawking-Page temperature and ¢,
denotes the horizon radius of the large SAdS black hole

at the phase transition point. The solution can be easily
obtained as

1
Typ=— ¢ =L. (54)
L
The radius of the small SAdS black hole can be determined
by substituting Typ = ﬁ into Eq. (5.3) and solving the

resultant equation, which gives

1

It is clear that G(¢;) = 52 > 0, which implies that the
small SAdS black hole is unstable.

Along the line in the last section, by solving the effective
Hamiltonian equations of motion, we can get the
Hamiltonian flows as well as the dominant kinetic paths,
which are presented in the right panel of Fig. 8. The
corresponding free energy landscape is shown in the left
panel. In this plot, the ensemble temperature is selected to
be the Hawking-Page temperature. In the phase space, there
are three fixed points, two points (red) lying in the [T =0
axial and one point (green) not. As we have discussed, the
fixed point with IT # 0 is not relevant to the state switching
process associated with Hawking-Page phase transition.
The fixed points on the ¢ axial corresponds to the small and
the large SAdS black holes. The thermal AdS space which
is denoted as the blue point in the phase space is not a fixed
point of the Hamiltonian flow lines. This is different from
the case of RNAdS black hole phase transition, where all
the on-shell black hole solutions are the fixed points of the
Hamiltonian flow lines. From the example of the RNAdS
black hole, we know that the fixed points that are relevant to
our discussion satisfy the equation G’(¢) = 0. It is obvious
that the AdS space with order parameter ¢p = 0 dose not
satisfy this equation. Therefore, it cannot be the fixed point
of the Hamiltonian flow lines.

The black lines denote the Hamiltonian flow lines with
‘H =0, which are clearly related to the state switching
process of Hawking-Page phase transition. The dominant
path from the large black hole to the thermal AdS space is
starting from the red point on the right (the state of the large
black hole), going along with the black line in the lower
half plane to the red point on the left (the state of the small
black hole), and finally going along with the black line in
the ¢ axial to reach the blue point (the state of the thermal
AdS space). However, the path for the inverse process does
not exist. Note that although the free energy of the thermal
AdS space is zero, the first derivative of the free energy at
the state of the thermal AdS space is not vanishing. This
leads to the observation that the thermal AdS space is not a
fixed point of the Hamiltonian flow lines. This is the main
reason that there is no “zero energy” flow line that starts
from state of the thermal AdS space to the state of the large
AdS black hole.
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FIG. 8. Left panel: free energy landscape for Hawking-Page phase transition. Right panel: Hamiltonian flow lines for Hawking-Page
phase transition. The AdS radius L is set to be unity. The red points and the green point represent the fixed point while the blue point at
(0, 0) is not. The two red points correspond to the small and the large SAdS black holes while the blue point is added to denote the
thermal AdS space. It seems that there is no flow line corresponding to the state switching process from the thermal AdS space to the

large SAdS black hole.

B. Gauss-Bonnet AdS black hole phase transition
at the triple point

We now discuss another example that seems a little
exotic. We consider the Gauss-Bonnet AdS black hole
in six dimensions, where the free energy landscape has
the shape of triple well. The generalized free energy is
given by [25,52]

2 4 2\ 2 4
G:?ﬂ <¢3+§7IP¢5 +a¢+ﬁ> —§ﬂ2T¢4<1 +¢—Z>

(5.6)

where P is the thermodynamic pressure, « is the Gauss-
Bonnet coupling constant, Q is the charge of the black hole
and T is the ensemble temperature.

At the triple point, there are three branches of stable
solutions with the order parameters denoted as ¢, ¢,,, and
¢; and two branches of unstable solutions with the order
parameters denoted by ¢, and ¢,,,. For the specific
charge Q and coupling constant a, the pressure and the
temperature of the triple point is determined by

G(¢s) = G(ew) = G(o).
G'(¢s) = G' () = G'(1) = 0.

(5.7)

By numerically solving these algebraic equations, we can
obtain the pressure and the phase transition temperature of
the triple point.

At the triple point, the free energy landscape is plotted in
the left panel of Fig. 9. The corresponding Hamiltonian
flow lines are plotted in the right panel. The black lines,
which correspond to H = 0, are the flow lines that are
relevant to the kinetic process of the state switching. For
example, for the state switching process from the small
black hole to the large black hole, the dominant kinetic path
in the phase space is starting from the point (¢, 0), going
along the flow line with IT # 0, reaching the point (¢,,1,0),
then going along the flow line with IT = 0 to reach the point
(¢, 0), then going along the flow line with IT# 0 to
reaching the point (¢, 0), and finally going along the line
with IT = 0 to reach the point (¢;,0). Similarly, one can
obtain the dominant kinetic path for any pair of locally
stable black hole states, which will not be elaborated here.

For arbitrary dominant kinetic path, only the flow lines
with IT # O contribute to the kinetic rate. Following the
derivation of Eq. (4.16), we can obtain the transition rates in
the present case as

ko ~ e~ (Cu)=GOI)IT,

~ e~ (Glbu)-G )T

km—)x

km—»l ~ e_(G(¢u.r2>_G(¢111>)/T’

k[_”n ~ e_(G((pu.x'Z)_G(d)[))/T’

kS—>l ~ e_(G(¢u.rl)+G(¢u52)_G(¢s)_G(¢nz))/T’

kl—>S ~ e_(G(¢L¢x2)+G(¢usl)_G(¢l)_G(¢m>>/T' (5'8)
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FIG. 9. Left panel: free energy landscape of the Gauss-Bonnet AdS black hole phase transition at the triple point. Right panel:
Hamiltonian flow lines for the phase transition at triple point. In this plot, « = 1.05, Q = 0.08, P = 0.0186376, and T = 0.109523.
The five blue points on the free energy landscape corresponding to the five red points on the phase space are five Gauss-Bonnet AdS
black holes with the horizon radii given by ¢, = 0.687, ¢, = 0.893, ¢,, = 1.213, ¢, » = 1.612, and ¢; = 1.923 from the smaller

value to the larger value.

For example, k,_,,, represents the kinetic rate of the state
switching process from the small black hole with ¢p = ¢, to
the intermediate black hole with ¢ = ¢,,. The last two
relations reflect the fact that the switching process from the
small/large black hole with ¢ = ¢,/¢,; to the large/small
black hole with ¢ = ¢;/¢p, must pass through the inter-
mediate black hole state with the order parameter ¢p = ¢,,,.
Note that we are consider the phase transition at the triple

point, where G(¢,) = G(¢,,) = G(¢;). So we have
& =
<
< v

ks<—>l

FIG. 10. The representation of “chemical reaction cycle” of the
Gauss-Bonnet AdS black hole phase transition at the triple point.
SBH, MBH, and LBH denote the small, the intermediate, and the
large Gauss-Bonnet AdS black holes with the order parameter

& = ¢s. ¢, and ¢, respectively.

kg—»m = km—>sa km—»l = kl—»mv kl—»s = ks—»l' (59)

In this way, we can formulate a “chemical reaction cycle”
for the state switching between the small, the intermediate
and the large Gauss-Bonnet black holes as shown in
Fig. 10, which resembles the kinetic cycles of the simplified
three species enzyme kinetic model [53,54].

Note that in the present framework of free energy
landscape, the detailed balance is preserved, which can
be seen from the fact that the ratio between the products of
the forward rates and the backward rates is equal to 1:

kv—»mkm—ﬂkl—»v
—=1. 1
k;—»lklamkm—u (5 0)

This equation also implies that the time reversal symmetry
is preserved for the whole system. It is important to note
that the above equation remains valid even when the system
deviates from the triple point, as long as there are three
wells on the free energy landscape, i.e., the system has three
stationary states. In fact, the detailed balance and the time
reversal symmetry are closely related concepts in physics,
particularly in the context of statistical mechanics. It is
generally accepted that detailed balance is a consequence
of time reversal symmetry in many physical systems.
Therefore, the black hole state switching process in the
present framework of the free energy landscape is essen-
tially a kind of equilibrium phase transition.
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VI. CONCLUSION

In summary, we have studied the kinetics of the black
hole phase transition by using the MSRJD functional path
integral formalism. The kinetics of phase transition
mainly concerns two issues: one is the dominant kinetic
path that shows how the state switching process takes
place during the phase transition, and another is the
kinetic rate that reflects how the phase transition occurs.
We have shown that the approach of the phase space path
integral is a powerful tool to resolve these two issues
simultaneously.

Starting from the stochastic Langevin equation that
describes the dynamics of state switching process associ-
ated with the black hole phase transition, we have derived
the MSRJD generating functional and the transition prob-
ability in path integral formalism, from which the effective
Hamiltonian is extracted. We firstly consider the case that
the free energy landscape had the shape of double well. By
solving the Hamiltonian equation of motion, we obtain the
Hamiltonian flow lines and analyze the dominant kinetic
path in the phase space. It is shown that the stationary black
hole states on the landscape correspond to the fixed points
in the phase space. The kinetic path can connect the
different fixed points, which indicates the state switching
process in the phase space. Furthermore, the dominant
kinetic path in the configuration space is identified for the
example of the RNAJS black hole. By using the functional
formalism, we also derive the kinetic rates of the state
switching processes and reveal the universal conclusion
that the kinetic rate is exponentially related to the barrier
height between two stationary black hole states on the free
energy landscape.

We also consider the case of the single well landscape for
the RNAdS black hole. When the system is far from the
critical point, there are three fixed points in the phase space,
while only one fixed point corresponds to the stationary
black hole on the landscape. When the system is at the
critical point, the landscape has a very flat potential well,
and there is only one fixed point in the phase space. In these
two cases, there is no state switching, correspondingly no
kinetic path present in the phase space.

Finally, we consider two further examples, i.e.,
Hawking-Page phase transition and Gauss-Bonnet black
hole phase transition at the triple point. For the Hawking-
Page phase transition, it is shown that while the dominant
kinetic path in phase space from the large SAdS black hole
to the thermal AdS space is present, there is no kinetic path
in the phase space for the inverse process. The reason is
that the thermal AdS space is not a fixed point of the
Hamiltonian flow lines. For the Gauss-Bonnet AdS black
hole phase transition at the triple point, the state switching
processes between the small, the intermediate, and the large
black holes constitute a “chemical reaction cycle.” It is
shown that the product of the forward rates is equal to that
of the backward rates. This observation suggests that the

black hole state switching process within the current
framework of the free energy landscape is essentially a
kind of equilibrium process.

For future directions, it is interesting to extend the
discussion to other types of black hole phase transitions,
for example, the black hole phase transitions with multiple
critical points [55,56].

APPENDIX A: CALCULATION OF EUCLIDEAN
ACTION

Note that the Euclidean time has the period f, which is
determined by the ensemble temperature via the relation
T = /1} In other words, we can imagine that there is a
thermal bath placed at the spatial infinity. The temperature
of the thermal bath is the ensemble temperature 7.
Therefore, the Euclidean version of the metric (2.1) with
the general Euclidean time period describes the Euclidean
gravitational instanton with the conical singularity %, which
is located at the event horizon. Then, the bulk term has an
extra contribution from the conical singularity 2 [57]. It can
be shown that

—an(1-F
/MR_4H(1 ﬁ)LH R D

where iy = 1/Ty is the inverse Hawking temperature, H
represents the event horizon, and M/Z represents the
regular manifold by excising the conical singularity X.
Therefore, we have

A\ A 1/ ) 6
Iy=—|1-—"+)———"— d R+——-F, F*
bulk ( ﬁH 4 16x Mz x\/g +L2 Hv

AV 6
gy (i [N A [ E— 44 L F Fw
< B ) & i6m fue VI 2P ):

(A2)
where A = 47;}’?F is the horizon area, and we have used the

fact that R = —% for the RNAdS metric. It can be
calculated that

1 6
4 Uy
167 41y <L2 T Fuk )

M/Z
. 2
[ (5422
1 1 1
laeem-e(t-)] 0 @

where r. is the radius of the boundary oM. Here we
choose the boundary oM = §; x S,, S, being a two-
sphere with a large radius, which will be sent to infinity in
the final step.
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The outpointing unit normal vector n* for a hypersurface
with fixed r is given by (0,+/f(r),0,0). The extrinsic
curvature K of the hypersurface can be calculated as

K:Vﬂn"—— 2[ \/_

The Gibbons-Hawking surface term can be calculated as

Bk =t <_ P2 f(r)+2rf(r ))

oM r=r,
ﬁ 3r Q2
= -3M A5
The electromagnetic surface term is given by
2
—— | &xVhn,FrA, _re (A6)

4ﬂ'¢)

c

and RpRY = 4, the counterterm

L L3 ab 3 5

i i (=3
ﬂ o) L L’
rg 4r

,B23 2 1
2{ <4 2r, 2M+r—c+(’) =1

By noting that R =
action is given by

1
I _

d3x\/f_z F

(A7)

C

where we have used the series expansion of r. at the
infinity.

Taking all the contributions into account and sending r,
to infinity, we can finally get the Euclidean action as

p ﬁm 1%
Ip=—(1—-)—=+-pM —— +—
¢ < Pu ﬂ 2T 2ry
=pM -S. (A8)
In the last step we have used the Smarr relation
M =2TyS —2VP 4 ®Q, (A9)

where the thermodynamic volume V' and the electromag-
netic potential @ measured at infinity with respect to the
horizon are given by

4
vl -2 (A10)
3 ry
Note that in Eq. (2.12), we have replaced the mass M and
the entropy S by using the expressions (2.4) and (2.5).

In this way, the Euclidean action Ip =pM —S can

be completely expressed as the function of the order
parameter .

APPENDIX B: TIME-DEPENDENT
GINZBURG-LANDAU MODEL

Mean-field theory is shown to be a powerful tool to study
the collective behaviors of many physical systems. In this
appendix, we briefly review a simple model, which is
often referred to as the time-dependent Ginzburg-Landau
model [43], that is usually utilized to describe the dis-
sipative dynamics of a nonconserved order parameter.
When the timescales of the fast and the slow dynamical
variables can be separated distinctly, the non-Markovian
effects from the thermal environment can be neglected
appropriately. In this way, one can set up a stochastic
dynamical equation to investigate the dissipative dynamics
of the system. However, the rigorous derivation of the
Langevin equation should be given by using the projection
operator method.

The free energy functional of the system can be often
written as [43]

Gyl = [ arlatw + 3xw2|. w1

where w = (7, 1) is the order parameter of the system
depending on the space and time. The local free energy
density is denoted as g(y ). The parameter K can be viewed
as the effective “mass.”

The equation that models the dissipative (overdamped)
relaxation of the system to its free-energy minimum can be
given by [43]

oy (7, t oG -
ot 1)1/
where 5(5;[ ] represents the functional derivative of the free

energy G with respect to the order parameter y, and I’
denotes the inverse damping coefficient. The noise
term O(7, ) in the above equation is usually spacetime
dependent and satisfies the conventional fluctuation-
dissipation relation

(0(7.1)) =0, (B3)

OF, 007, 1)) =2TS5(F = 7)6(F —1),  (B4)
where we have set the Boltzmann constant kz to unity for
later convenience.

This model is also referred to as Model A of order-
parameter kinetics, as discussed by Hohenberg and Halperin
in the theory of dynamical critical phenomena [43]. At late
time, the system will reach the Boltzmann equilibrium

distribution at the temperature 7. This can be justified by
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writing down the time evolution equation of the probability
distribution P[w, t], which is also known as the functional
Fokker-Planck equation

v @y [6—P+P5G]. (85)

o Sy oy oy

For the time independent solution, it gives the equilibrium
Boltzmann distribution determined solely by the free energy
functional

1

Peq(l//) = zexp (_G[l//])7

(B6)
where Z = [ Dy exp (—G|y]) is the normalization constant.

This model was widely used to describe the collective
behavior of the system near the critical point. The kinetic
model of the black hole state switching was much inspired
by the time-dependent Ginzburg-Landau model, but
with a rather simple setup that the order parameter ¢ is
only the function of the time ¢, which reduces the spatially
inhomogenous equation (B2) to an ordinary differential
equation.
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