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The memory effect in gravitational waves is a direct prediction of general relativity. The presence of the
memory effect in gravitational wave signals not only serves as a test for general relativity but also
establishes connections between soft theorem, and asymptotic symmetries, serving as a bridge for
exploring fundamental physics. Furthermore, with the ongoing progress in space-based gravitational wave
detection projects, the gravitational wave memory effect generated by the merger of massive binary black
hole binaries is becoming increasingly significant and cannot be ignored. In this work, we perform the full
Bayesian analysis of the gravitational wave memory effect with TianQin. The results indicate that the
memory effect has a certain impact on parameter estimation but does not deviate beyond the 1o range.
Additionally, the Bayes factor analysis suggests that when the signal-to-noise ratio of the memory effect in
TianQin is approximately 2.36, the log Bayes factor reaches 8. This result is consistent with the findings

obtained from a previous mismatch threshold.
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I. INTRODUCTION

The ground-based GW detectors LIGO and Virgo have
observed numerous gravitational wave (GW) events gen-
erated by compact binary coalescences since 2015 [1-3].
This discovery has introduced a novel approach to test
general relativity [4-6] and study the nature of black holes
[7-10]. In the near future, more ground-based gravitational
wave detectors, i.e., KAGRA [11], Einstein telescope [12],
and Cosmic explorer [13], will join efforts to detect GWs.
This will increase the precision of GW detection, expand-
ing the observed mass range and distance of compact
binary systems. It will also contribute to a deeper under-
standing of the nature of gravity and black holes.

Due to the presence of terrestrial noise, ground-based
GW detectors can only detect high-frequency GW signals
from the merger of compact binary systems with a total
mass in the range of a few hundred solar masses (M ). The
spaceborne GW detection missions have been proposed to
overcome this limitation and enable the detection of much
lower frequency GW signals. The spaceborne GW detec-
tors, TianQin [14,15], LISA [16], and Taiji [17], are
scheduled to launch and operate in the 2030s. The
sensitivity range of TianQin for detecting GW signals is
from 10~ to 1 Hz. Unlike LISA and Taiji, TianQin consists
of three satellites orbiting the Earth, which are arranged in a
constellation of approximately equilateral triangles with
arm lengths of about 3 x 103 km. TianQin aims to detect
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the GW signals from the merger of massive black hole
binaries (MBHBs), as well as the inspiral of stellar mass
black hole binaries [18,19], extreme-mass-ratio inspirals
[20], stochastic gravitational wave background [21,22], and
galactic double white dwarf binaries [23].

TianQin is capable of detecting the GW signals from
MBHBSs, providing the potential to constrain the cosmologi-
cal parameters [24], measure the Hubble constant by gravi-
tational lensing [25,26] and test general relativity [27-30].
Furthermore, the potential for high signal-to-noise ratios
(SNRs) of signals of MBHBs on TianQin, opens up the
possibility to study the strong-field gravitational effects. The
memory effect [31-34] is one such strong-field effect,
associated with the energy and angular momentum flux
released during black hole mergers [35], resulting in a
permanent spacetime change.

Detecting the memory effect is essential, both from a
theoretical aspect and for precise parameter estimation.
From a theoretical perspective, the detection of the memory
effect can provide a way to test asymptotic symmetries and
soft gravitons [36] (referred to as the infrared triangle [37]),
as well as providing an alternative approach to testing
general relativity [38—43]. From a parameter estimation
perspective, considering the memory effect leads to more
precise parameter estimation results and also provides a
means of verifying the accuracy of the waveform [44].

The idea of detecting the GW memory effect through
LIGO was first proposed in the 1980s [32]. In recent years,
many studies have discussed detecting the memory effect
through Pulsar Timing Arrays [45-50], advanced LIGO
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and Virgo [51-58] and searching for the memory effect in
existing GW data [59-62]. These results indicate that it is
currently challenging to detect the memory effect using
current ground-based detectors. Furthermore, the 12.5-year
data from NANOGrav has not provided convincing evidence
for the existence of a memory effect signal [63]. Additionally,
some studies have investigated the possibility of detecting the
memory effect through space-based GW detectors [64,65].
The findings of these studies suggest that space-based GW
detectors may have the potential to directly detect the GW
memory effect produced by MBHBs.

Previous studies have indicated that the memory effect
exhibits a relatively high SNR on space-based GW detec-
tors [64,65]. However, since most current GW waveforms
do not include the memory effect, investigating whether the
memory effect affects parameter estimation remains mean-
ingful. The Bayesian inference is a commonly used method
for parameter estimation in GW astronomy. To ensure the
accuracy of parameter estimation results and computational
efficiency, it is essential to employ a method that is both
relatively accurate and computationally efficient for calcu-
lating memory effect waveforms. Moreover, due to the
current necessity of computing memory effect waveforms
in the time domain and the complexity of the response for
space-based gravitational wave detectors, there are chal-
lenges in simultaneously considering waveform computation
and the implementation of the TianQin response in signals.

In this work, our focus is on developing a method for
performing Bayesian inference on the memory effect
detected by TianQin using simulated data from MBHBs.
This method involves utilizing Bondi-Metzner-Sachs
(BMS) balance laws [35,66] to compute memory effect
waveforms and applying time delay interferometry (TDI)
response to these waveforms for TianQin. This enables us
to calculate the posterior distribution of parameters to
investigate the impact of memory effect on parameter
estimation results. We will study the detection SNR thresh-
old for memory effect on TianQin by calculating the Bayes
factor obtained from the comparison of waveforms with
and without memory effect in parameter estimation.
Additionally, it is compared with the SNR derived from
the threshold of the mismatch between waveforms with and
without memory effects, as obtained in previous work [65].

The paper is organized as following. In Sec. II we give a
brief introduction to the memory and the main method for
calculating the displacement memory. In Sec. III, we
introduce the time domain TDI response for TianQin
and recall the basic theorem of Bayes inference. In
Sec. IV, we presented simulated data generated by our
code. In Sec. V, we will present our main findings regarding
parameter estimation, including results for Bayes factor and
the comparison of Bayes factor with the mismatch thresh-
old. Finally, we present the summary and discussion in
Sec. VI. Throughout the work, we use G = ¢ = 1 unless
otherwise stated.

II. THE GRAVITATIONAL WAVE MEMORY

The gravitational wave memory effects have been exten-
sively studied over the past few decades [31-34,67-72]. In
recent years, it has been recognized that there is a connection
between memory effects and asymptotic symmetries [36].
Due to different BMS transformations [73-75], there are two
new memory effects, namely the spin memory effect corre-
sponding to superrotation [76], and the center-of-mass
memory effect corresponding to superboost [35,66,77].
The memory effect that we commonly refer to, correspond-
ing to supertranslation, is called the displacement memory
effect, based on the physical phenomenon it induces. All
three memory effects are categorized into linear and non-
linear components based on their distinct origins. It has been
suggested to rename linear and nonlinear memory effects as
ordinary and null memory effects, respectively, to better
represent their true nature [78].

The methods for computing the waveform of the
memories have been extensively studied in the past few
years. One way to compute displacement memory is to use
the post-Newtonian approximation and various postpro-
cessing techniques [69-71,79]. Another postprocessing
method to calculate memory effects is related to BMS
transformations, where memory effects can be computed
through variations in BMS charges and their associated
fluxes, known as BMS flux balance laws [35,66]. The
results of numerical relativity have verified the accuracy of
the memory waveforms calculated using this method [80].

Due to the very low SNR generated by the spin memory
effect on detectors, its detection is currently unlikely [65],
and this also applies to the center-of-mass memory effect
[77]. Therefore, in this study, we focus only on the
displacement memory effect. For the sake of computational
accuracy and efficiency, we utilize BMS balance laws to
calculate the waveforms of the displacement memory.

The method of BMS flux balance laws is mainly based
on [66]. We will provide a brief summary of the methods
used to calculate memory as follows.

The GW strain, which we denote as 4, can be represented
in spherical harmonic basis,

h() =Y 3" hew() 5Y 4, (190), (1)

€22 |\m|<¢

where ,Y,, (1, ) is spin-weighted —2 spherical harmon-
ics, 1 is the inclination angle, ¢ is the reference phase of
source and u = ¢ — r is the Bondi time. The displacement
memory, which we denote as /., can be calculated as

1< 1 fu .
By = 5629‘1 {Am + Z/ |h|2du}, (2)

where /1 is Bondi time derivative of /. The operators d and 3
in the Newman-Penrose convention are defined as [81]
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0 Y = +\/(f - S)(f+ s+ l)s—HYfm’
éSYfm = _\/(f+s)(l’ﬂ_s+ l)s—lyfm' (3)

Applying the operators D> = 80 and D = £ D*(D? + 2) to
the spin weight O spherical harmonics Y, [66], we get

D*Y,, = —C(£+1)Y,,,.
1
The operator D! is the inverse of ® and is defined by

projecting out the £ <1 mode of spherical harmonics
Y, [66],

. 0 0L,
D em :{ [%(f+2)(f+1)f(f— 1)}'1Yfm, Pe22.
(5)

The Am = m(u) — m(—o0) in the right-hand side of Eq. (2)
is the change in BMS charge, that is, the Bondi mass aspect,
and it is the source of the linear (or ordinary) part of
displacement memory. The second term is the nonlinear (or
null) part and it comes from the energy flux carried away by
GWs. For the linear part, it can be written in terms of Weyl
scalar ¥, and A as

.
m:—Re[\PﬁZhh], (6)

where Re means the real part of the function.

In the binary black hole merger, the contribution of Am
to the memory effect is extremely small and can be
neglected [44,66,80,82]. In this work, we only consider
the nonlinear part of the displacement memory, and we will
refer to it simply as “memory” in the subsequent sections.

III. METHODOLOGY

To study a more realistic scenario, we use the TDI
response of TianQin. Since we do not know the time-
frequency relationship of the memory and we calculate the
memory waveforms in the time domain using Eq. (2).
Therefore, it is necessary for us to apply the TDI response
to the signals in the time domain. In this work, we consider
the time-domain TDI response, and the methods for
calculating the time-domain TDI response is mainly based
on [83].

A. Detector response

Due to the changes in arm length caused by spacecraft
motion, the TDI technique has been proposed to cancel
laser frequency noise [84—89]. We use the uncorrelated
combinations A, E, and 7 combinations [90] for the

detector response. We adopt the TianQin orbit proposed
in [91].

To calculate the A, E, and T channels, it is necessary to
first transform the GW signal from the source coordinate
system to the detector coordinate system. The TianQin orbit
and the sky location of GW sources can be described by the
Cartesian coordinate system of the Solar System barycenter
(SSB), defined as (x,y,z), and can be represented in the
spherical coordinate system (6, ¢) for convenience. The
basis vectors can be constructed by the ecliptic latitude f =
/2 — 0 and the ecliptic longitude 1 = ¢ [83],

€, = (cosfcos i, cosfsind,sinf),
€9 = (sinfcos A, sin#sin 4, —cos ),

€, = (—sin4,cos4,0). (7)

The propagation vector can be defined as

ﬁ = _éd”
Q’ — —ég,
R = _érv (8)

which can produce a direct orthonormal basis in (i, ¥, k).
The SSB spherical coordinates (6, ¢) as illustrated in Fig. 1.
The GW signals in SSB frame can be described by

hSSB = hS cos 2y — hS sin 2y,
h3SB = hS sin 2y + hS cos 2y. 9)

where hi and h$ are the real and imaginary part of Eq. (1)
in the source frame, which we take the form of %S
as h> = hS —ih3.

The TianQin constellation is shown in Fig. 2. The three
spacecrafts are labeled as “SC;” where i = 1,2, 3. The link

u

FIG. 1. Orientation of the source in the SSB coordinate system.
The GW propagation vector is k, and the polarization vectors are
0 and V.
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FIG. 2. Labeling conventions used in TianQin split interfer-
ometer.

between satellites is denoted as “Link i,” and “L;”
represents its length. The two photon detectors on SC;
are simply denoted as i and i’. The deformation induced by
the GW on Link k detected by photon detector j is denoted
as H;;(1),

Hjj(1) = h3%P (1) x & (0, ¥, i)

+ h§<SB(Z) X §>< (ﬁ’ 07 ﬁij)’ (10)

where £, and &, are the antenna pattern functions which
can be expressed as

(@ - fiy)(V-1y). (11)

The single-link observables, which characterizing the
laser frequency shift of the laser from spacecraft s to
spacecraft r along Link /, can be written as y,, = (v, —
vy)/v (we omitted the [ in the subscript of y related to link,
because through the emitting and receiving spacecraft, we
can determine the corresponding link). The expression can be
further expressed as [89,92,93]

1 .

Ysr =537 < X [Hsr(t_l‘ _R 'Xx) —H”(l‘—k 'Xr)]’
1-k-n,,

| =

(12)

where the X and X, is the positions of the spacecraft s and the
spacecraft r, respectively, fi, is the unit vector of link (from s
tor), K isthe propagation vector for GWand L is the length of
link between spacecraft s and r.

In this study, we employ the first generation TDI, which
adopts the assumption of equal arm length, meaning that the
delay on each link is constant, i.e., L. The first generation TDI
Michelson combinations are given by [88,89]

X = y31 + D3pyysz + D3yDysyyy + D3y DDy o
— [vo1 + Dyyyiz + Dy Dy ysy + Dy Dy Dayryys).

(13)

The operator D;; is the delay operator which is defined by
D;;x(t) = x(t - L), (14)

The other Michelson combinations, i.e., Y and Z can be
obtained by cyclic permutation of indices: 1 -2 -3 — 1
in Eq. (13). The TDI combinations A, E, and 7 can be
constructed by these Michelson combinations as

1
1
1

We note that A, E, and T are orthogonal only in a situation of
equal length.

B. Parameter estimation method

According to Bayes theorem, the posterior probability
distribution p(@|d, D) of GW source parameters € can be
expressed as

r(d

6. M)p(0|M)
p(dM) ’

p(@

d, M) = (16)

where d is data, which is GW signal for the true parameters
6, with noise realization in the experiment n as measured
on the detector, i.e., d = h(6y) + n. M is the assumed
model for the signal, and the source parameters @ are
associated with it. p(d|@, M) = L is the likelihood, rep-
resenting the probability of the data given by the chosen
model and the model parameters. p(@|M) is the prior
probability on the parameters, and p(d|D) = Z denotes
the evidence or marginalized likelihood. For stationary
Gaussian noise, the likelihood function £ of GW signals
can be expressed as

1
log £ —§<d—h|d—h>

_ —%(<d|d> + (hlh) = 2(dlR)).  (17)

The (...|...) represents the inner product. The inner product
of a and b can be written as
= a*(f)b(f)
a|b) = 4Re ————df, 18
() = are [TELEar )
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where a(f) is the fourier transform of a(7) and a*(f) is the
complex conjugate of a(f). S,(f) is the one-sided power
spectral density (PSD) of the detector noise.

The primary goal of this study is to investigate the impact
of neglecting memory on parameter estimation results and
to explore the threshold for SNR in detecting memory by
TianQin. However, random noise processes can induce
shifts in the likelihood surface. To calculate the likelihood
more accurately, facilitating an efficient exploration of the
structure of the likelihood and the degeneracies between
parameters, we adopt the zero-noise approximation which
means set n = 0 in the data [83,93-95].

We adopt the one-sided PSD of TianQin for TDI
channels, i.e., A, E, and T, which can be defined as

SA = SE = 8sin®27 fL[4(1 + cos2afL + cos?27fL)Sycc
+(24c0s27f L) S 5]

2nfL 27fL
ST = 32,Sin227[fLsin2% 4sin? ”;

Sacc + SPOS ’ (19)

where the noise parameters S, . and S, of TianQin can be
found in Ref. [14].

The optimal SNR p of GW signal 3(f) generated on the
GW detector is defined as the square root of the inner
product,

p =3, (20)

where § is the Fourier transform of any among the channels
A, E,and T.

In addition to calculating the posterior probability dis-
tribution of the parameters, we can also investigate the issue
of model selection, namely, studying which model is more
likely to preferred by the observed data. This is typically
achieved by computing the Bayes factor between the
models M, and M,. The Bayes factor BF} for M, and
M, is defined as

Z

BF& :Z,

(21)

where Z; represents the evidence for the model M; and can
be calculated as

z = / £(d|0, M) p(0]M,)do. (22)

If the computed Bayes factor is positive, we consider the
data to favor M, and similarly, if it is negative, the data are
more favorable to M,. The log Bayes factor is commonly
used in practice and can be written as

log BF} = log Z, — log Z,. (23)

We use a threshold of log BF = 8 [51,96], meaning that
when log BF = 8§, the data strongly supports either model 1
or 2 (depending on the sign of the value). Furthermore, some
studies use log BF = 3 as strong evidence and log BF = 5 as
a detection threshold [97]. In our scenario, when the value of
the log Bayes factor (log BFpe™,...) between conditions with
and without memory reaches 8, we consider that the data
contain memory, indicating the detectability of memory.

IV. CODE IMPLEMENTATION AND
DATA SIMULATION

This work is a part of the TianQin data analysis pipeline,
intended to complement the existing parameter estimation
program implemented with emcee and the frequency TDI
response of TianQin [95]. We aim to compute memory
waveforms incorporating the time-domain TDI response of
TianQin and to perform parameter estimation and Bayesian
evidence calculation for signals with memory generated by
the merger of MBHBs observed by TianQin.

For Bayesian inference algorithm, we use DYNESTY
[98,99], which is based on the nested sampling method
[100,101]. Because DYNESTY excels in exploring the shape
of the likelihood, particularly adept at effectively capturing
the multimodal structure of posterior probability distribu-
tions. Additionally, DYNESTY can simultaneously calculate
Bayesian evidence and the posterior probability distribu-
tions of parameters.

We use the IMRPhenomXHM waveform model [102—
104], which is a model with aligned spins and can rapidly
generate relatively accurate frequency-domain GW wave-
forms. Additionally, it provides several dominant higher-
order modes of gravitational waves, namely (2,2), (2,1),
(3,3), (3,2), and (4,4) modes.

The waveform of the memory effect currently needs to
be computed in the time domain, and we obtain the time-
domain IMRPhenomXHM waveform through the inverse
Fourier transform method built into LALsuite [105].
Subsequently, we convert the time-domain waveforms to
the frequency domain by applying a Plank-taper window
[106] to calculate the likelihood by using Eq. (17).

Previous studies have indicated that the SNR of GW
signals produced by the merger of MBHB on TianQin
primarily originates approximately one day before the
merger [107]. To optimize computational efficiency and
ensure the validity of the results, we choose a simulation
signal length of two days. Regarding total mass and mass
ratio, another commonly used representation is the chirp
mass M, and the symmetric mass ratio #. The chirp mass
M. is defined as

(’”1’“2)3/5

M, =12
C(my +my)s

(24)

where m; and m, are the masses of two components of
binaries. The symmetric mass ratio # is defined as
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TABLE 1. Parameters of simulated MBHB system.
Parameter Symbol Value
Source-frame chirp mass (M) M, 385373
Symmetric mass ratio n 0.204
Spin 1, Spin 2 1-x2) 0.4, 0.2)
Luminosity distance (Gpc) D; 10
Redshift b4 1.37
Inclination (rad) 1 /3
Reference phase (rad) @ 0
Ecliptic longitude (rad) A /4
Ecliptic latitude (rad) Y3 /5
Polarization angle (rad) 7 z/2
& o1
|
o
= 0
g
_1 4
= 1
I
o
= 0
&,
5 2
|
o
—
21
<
O T T T T T
-160000  —120000  —80000 —40000 0
Times (s)
1071
= All modes
= hay
c 107204 == heo
S —— TianQin noise
% 10721
S
B o]
L
(@}
E 10—23 4
©
e
O 10—24 4
-25 . . .
10 1074 1073 1072 1071
Frequency (Hz)
FIG. 3. The GW strains for the simulated MBHB system with

the parameters listed in the Table I. The top panel shows the time-
domain strains and the lower panel shows the characteristic
strains 2f|h(f)| for TDI A channel in the frequency domain
together with TianQin noise /fS,(f) (red solid line). Three
main strains are considered: Ay (black), (2,2) mode A, 5) (green),
and the dominant memory mode /i, ¢y (blue).

nmpn;
== 25
1 (my +my)? (25)

All the parameters of the simulated MBHB system are
listed in the Table I. By this code, we generate the A and E
channels of the simulated data, and we neglect the T
channel due to its low-frequency insensitivity. In the upper
panel of Fig. 3, we plot the time-domain strains for the sum
of all modes of GW signals A, (black), the dominant mode
h(2) (green), and the dominant memory mode 7, ¢ (blue).

The lower panel shows the characteristic strain h,.(f) =
2f|h(f)| of the A channel for these modes, and A(f)
represents the Fourier transform of time-domain strain A(z).
We only plot the A channel because channel E is similar to
that of channel A. The solid red line in Fig. 3 represents the
TianQin noise /fS,(f). The SNR for the total modes of

the GW signal is p,; =~ 1058.03 and the memory SNR
1S Pmem ~ 1.64.

V. RESULTS

A. Impact of memory on parameter estimation

We consider the ideal scenario in which no other signals
are mixed; that is, only the GW signal from the simulated
MBHB merger is injected into the data.

To obtain posterior distributions of parameters, one
needs to determine the prior probability of all parameters.
We adopt uninformative priors, which means that the prior
distributions of all parameters are flat. In our scenario, the
presence of a strong correlation between the two spins
(x1,x>) leads to a decrease in the sampling efficiency and
introduces errors in the estimation of other parameters.
Therefore, we reparametrize the two spins as

p _xntx
a 2 ?
X=X
=" (26)

Throughout the entire parameter estimation process, for the
spin, we choose to sample y, and y;.

We assume that the detection pipeline has successfully
identified the signal, therefore, we set the priors of intrinsic
parameters and the luminosity distance of the signal, i.e.,
{M .1, )21, D1}, to be around their injected values. For
extrinsic parameters, i.e., {t, ¢, 4, f, w }, we sample over the
entire parameter space. All priors for parameters of
simulated MBHB are listed in the third column of Table II.

We perform parameter estimation on simulated signal
using waveforms with memory (denoted as “with
memory”) and waveforms without memory (denoted as
“without memory*). The constraint results of both “with
memory” and “without memory” along with their lo
confidence regions for parameters of the simulated signal
are presented in the last two columns of Table II. The corner
plot that represents the overlaid posterior distribution of
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TABLE IL

Priors and parameter estimation results for the simulated MBHB’s parameters. The last two columns

show the 1o confidence region of parameters for the GW signal with and without memory from the simulated

MBHB merger.

Parameter Symbol Prior With memory Without memory
Source-frame chirp mass (M) M. [387373, 383373] 385379,70()()9j§g_-?§96j11 385389.6932j89§_§§§32
Symmetric mass ratio n [0.15, 0.25] 0_2040f8:88812 0-2040f8f88821
Spin 1 Ya [0, 0.5] 0.3003*9:0018 0.3004 90021
Spin 2 X [0, 0.5] 0.0996 90022 0.0996 00058
Luminosity distance (Mpc) Dy [9000, 11000] 10013.8591 1347593 10060.2307 3} 2033
Inclination (rad) ! [0, ] 1.046573:39%9 2093310099
Reference phase (rad) [0, 27] 0.00241“8:811536 0.0049* 8:81255
Ecliptic longitude (rad) [0, 27] 0.6283% 8,‘888? 0.6283+ 8,‘888?

@
A

Ecliptic latitude (rad) B [—
v

Polarization angle (rad)

[0, 7]

07852205007

15706°3085

078497039

15711500088

“with memory” and “without memory” for the parameters
is shown in Fig. 4. One can see from the last two columns
of the Table II, the parameter estimation precision for M,
and D; obtained through DYNESTY can reach approxi-
mately 10%, while for other parameters, the precision is
typically around 1072 to 107,

Due to the injected value z/3 for 1 it induces a
symmetric structure about z/2 on the likelihood surface.
Consequently, the posterior for ; exhibits a bimodal dis-
tribution. During the computational process of the program,
the sampling may “jump” between two modes, eventually
causing some modes to “die off”; i.e., the samples are
completely focused on one mode, leading to the disappear-
ance of the other mode. This issue will make it challenging
to achieve a completely identical distribution in the final
results. In our results, we obtain samples from the bimodal
distribution in the case of “without memory.” This is why in
Table II, for the inclination in the case “without memory,”
there is a significant fluctuation in the lo confidence
region. In the case of “with memory,” the posterior
distribution of the inclination exhibits only one mode,
corresponding to the injected value z/3. We believe this is
attributed to mode “die-off,” causing the mode at 27/3 not
to be sampled. The multimodal distributions of posteriors
for A and f are also illustrated in Fig. 4. Regarding  and 4,
two additional modes emerge, with the number of samples
that fall into them during the sampling process being so
small that only two contours are visible in the figure.

Because memory is a low-frequency effect with rela-
tively weak intensity, its impact on the GW signal is highly
limited. Our full Bayesian analysis of the signal with
memory suggests that when using waveforms without
memory for parameter estimation, most parameters do
not exhibit significant deviations.

For parameters D; and i, using waveforms without
memory results in a significant deviation from their

parameter estimation result, with the injected values devi-
ating from the 1o confidence region. We also calculated the
parameter estimation results for : = z/4 and 1 = /5, the
results for 1 = z/4 are shown in Fig. 5 and the results for
1 = /5 are shown in Fig. 6. Through these results, we also
find deviations between the injected values and the param-
eter estimation results for Dy and :. For the case of 1 = 7 /4,
the results still deviated beyond the 16 range. However, for
1 = r/5, there are still deviations between the injected
values and the parameter estimation results, but the devia-
tions are no longer beyond the 1o range. This is because, at
1 = /5, the memory has become very small and does not
significantly affect the parameter estimation results.
Therefore, in the case of high SNR for GW signals from
MBHBSs, neglecting memory may significantly affect the
parameter estimation of D;. Some studies suggest that
introducing memory can break the degeneracy between Dy,
and 1 [108]. However, for TianQin, since it is less sensitive
to low-frequency signals compared to LISA, our results do
not exhibit a significant break in the degeneracy.

B. The detection threshold and waveform mismodeling

Despite the limited impact of memory on the parameter
estimation results of GW signals generated by the merger of
MBHB for TianQin, detecting memory remains a worth-
while and intriguing pursuit. We investigated the SNR
threshold to detect memory effects with TianQin through
the Bayesian factor.

For the detected GW data, we evaluate the Bayesian
evidence for both the “with memory” hypothesis and the
“without memory” hypothesis using waveforms with and
without memory respectively and calculate the log Bayes
factor by using Eq. (23). As mentioned earlier, we set the
threshold for the log BFsm., to 8 [51]. In other words,
when the log BFjsm., reaches 8, we can confidently say
that the memory has been detected.
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FIG. 4. The parameter estimation results of GW signals with and without memory for TianQin with : = 7/3. The blue curve represents
signals with memory, while the orange curve represents signals without memory. The solid black line indicates the true values of the
parameters, and the contour plots represent the 1 — 3¢ confidence regions of the inferred parameter estimation results.

The results of log BFy: .., as a function of memory
SNR are shown in upper panel of Fig. 7, these results were
obtained by performing 12 independent samplings using
DYNESTY for both the waveform with memory and the
waveform without memory. The dashed red line indicates
the threshold of the log Bayes factor equal to 8. At this
threshold, the corresponding SNR for memory is approx-

imately 2.36. This implies that if the SNR for memory

generated by TianQin reaches around 2.36, TianQin would
be able to detect the memory.

Another topic is waveform mismodeling. Currently, the
most commonly used GW waveform models do not include
memory. Therefore, using waveforms without memory for
parameter estimation will introduce systematic error due to
waveform mismodeling. In other words, it can be argued
that if the systematic errors introduced by neglecting
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The parameter estimation results of GW signals with and without memory for TianQin with : = /4. The blue curve represents

signals with memory, while the orange curve represents signals without memory. The solid black line indicates the true values of the
parameters, and the contour plots represent the 1 — 3¢ confidence regions of the inferred parameter estimation results.

memory in the waveform model become significant, one
can intuitively reason that this should be equivalent to when
the memory will become detectable.

The effects arising from neglecting memory in waveform
models can be quantified through the mismatch between
the waveform models with and without memory. For two
different waveform models /4, (f) and &, (f), the mismatch
is defined as

(27)

where (h,, h,) is the inner product for a given detector PSD
of two waveforms and defined in Eq. (18).

In high SNR regions, statistical errors can be estimated
by the inverse of Fisher matrix I (;h|0;h) (where i, j are
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the waveform parameters), and these errors are decreased as
SNR~! [109]. The threshold for the mismatch is used to
assess whether the systematic errors introduced by incor-
rect waveform models would impact parameter estimation,
which is defined as [110-114]

D

—. 2
2SNR? (28)

Mthreshold =

For a given SNR and PSD, the systematic errors from
waveform inaccuracies are expected to be smaller than the
statistical errors when mismatch M smaller than this thresh-
old. The factor D is not known accurately, but it is generally
estimated as the number of intrinsic parameters whose
estimation is affected by the waveform accuracy [111], or
it can be tuned by calculating the statistical and systematic
errors from the posterior distribution of synthetic signals with
increasing SNRs [113]. Since IMRPhenomXHM is an
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aligned spin waveform model, in our study, we take D = 4.
Some studies indicate that the threshold calculated by
Eq. (28) is generally too conservative, and when it is violated,
biases do not necessarily appear in parameter estimation
results [115,116].

In the lower panel of Fig. 7, we show that the mismatch
threshold M g esholg Varies with the increase in the SNR of
memory on TianQin. From our results, we find that when
the SNR of memory reaches approximately 2.36, the
mismatch becomes equal to the threshold value. As the
SNR of memory continues to increase, the threshold will be
less than the threshold and introduce biases in parameter
estimation due to the use of waveforms without memory.
Furthermore, the SNR of memory when the mismatch
equals the threshold is consistent with the SNR corre-
sponding to log BFjsm., = 8. This implies that, when
TianQin can detect memory, it may lead to biases in
parameter estimation due to the use of waveforms without
memory. However, due to the relatively low SNR of
memory, even when the mismatch exceeds the threshold,
no significant bias is observed in many parameters. Only

= =
N S
s s

mem
no mem
=
© S}
N ;!

log BF

Threshold [107°]

125 150 175 200 225 250 275 3.00
SNR of memory

FIG. 7. The log Bayes factor log BFy<m,., and the threshold of
mismatch as functions of memory SNR on TianQin. The
horizontal black dashed line represents the log BFsm., equal
to 8 and the horizontal blue dashed line represents the mismatch
between waveforms with and without memory. The red vertical
dashed line represents the SNR of approximately 2.36 for the
memory.

the result of the parameter estimation for D; and : deviate
beyond the 1o confidence region. This can be seen
in Fig. 4.

VI. CONCLUSION

General relativity predicts that gravitational radiation can
permanently change the background spacetime. This
change arises not only from variations in BMS charges
but also from the energy and angular momentum flux
radiated to null infinity. This distinctive effect is referred to
as the gravitational wave memory effect. Consequently, the
detection of the gravitational wave memory effect is crucial
for advancing our understanding of the nature of spacetime
and gravity.

In the future, space-based gravitational wave detection
projects are expected to achieve higher precision, enabling
the detection of GW signals produced by the merger of
MBHBs. These signals are expected to be more intense and
radiate more energy and angular momentum outward during
the GW emission. This advancement makes it possible to
directly detect memory effects in individual events.

In this study, we carried out Bayesian inference on the
memory in GW signal generated by simulated MBHB
detected by TianQin. The code utilizes DYNESTY to compute
posterior probability and is capable of applying TianQin TDI
response in the time domain while generating memory
waveforms. Through the calculations performed by this
code, we observed that neglecting memory does not intro-
duce significant biases in most signal parameters but does
impact Dy and 1. Calculating the Bayes factors revealed that
when the SNR of memory on TianQin reaches approximately
2.36, the log Bayes factor reaches 8, indicating that memory
is detectable. Additionally, our findings show consistency
between the results obtained through log Bayes factor and
mismatch threshold. This suggests that the SNR of memory,
given by the mismatch equal to the threshold, can serve as a
detection threshold to some extent. However, due to a limited
understanding of the mismatch threshold [113,114], more
extensive and detailed research is needed to further inves-
tigate this issue.

As an initial exploration of parameter estimation for
memory, our study is built on many ideal assumptions,
including no signal overlap and zero-noise assumptions.
However, in real-world scenarios, when multiple signals
overlap, memory may also superimpose. This raises ques-
tions about whether parameter estimation results are
affected and whether memory effects can be regarded as
a signal akin to a stochastic gravitational wave background.
This is a very interesting direction for further investigation.
Furthermore, the investigation of the dependency of
memory parameter estimation on various parameters and
whether different waveform models may impact memory
parameter estimation is equally worth exploring. This
contributes to a more comprehensive understanding of
memory detection and its potential implications on
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parameter estimation. We will leave these aspects for the
future work.
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APPENDIX: THE IMPACT OF MEMORY ON
INCLINATION

Considering memory effects in the signal can help
eliminate multimodal distributions. This is also the case
for TianQin. From the results in Figs. 4-6, we can see that
as the magnitude of the memory effect decreases, i.e., as the
1 becomes smaller, the bimodal distribution in the param-
eter estimation results for : using signals with memory
becomes more pronounced. These results suggest that by
introducing memory effects, TianQin can get rid of the
multimodal distribution in the parameter estimation results
of 1. However, if we examine the likelihood surface of 1 for
signals with memory, it appears that introducing memory
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FIG. 8. The likelihood surface for inclination calculated from

the gravitational wave signal with memory effects. The inset
shows the likelihood value around zero, and the red dashed line
represents £ = 0.

may not be sufficient to eliminate multimodal distributions
completely.

In Fig. 8, we show the likelihood surface for 1 = 7/3.
Introducing memory can indeed produce a difference in the
likelihood values of the two modes at z/3 and 2z/3.
However, this difference is very small, and considering the
computational resources we used, we believe this is due to
the mode “die-off” issue in DYNESTY, which leads to
sampling being concentrated on the : = z/3 mode, and
the another mode symmetrical to : = z/2 not being fully
sampled. Further research is needed to determine to what
extent memory can help in eliminating multimodal dis-
tributions in the parameter estimation results of i.
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