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Predicting the 21-cm signal from the epoch of reionization and cosmic dawn is a complex and
challenging task. Various simplifying assumptions have been applied over the last decades to make the
modeling more affordable. In this paper, we investigate the validity of several such assumptions, using a
simulation suite consisting of three different astrophysical source models that agree with the current
constraints on the reionization history and the UV luminosity function. We first show that the common
assumption of a saturated spin temperature may lead to significant errors in the 21-cm clustering signal over
the full reionization period. The same is true for the assumption of a neutral universe during the cosmic
dawn which may lead to significant deviation from the correct signal during the heating and the Lyman-α
coupling period. Another popular simplifying assumption consists of predicting the global differential
brightness temperature (dTb) based on the average quantities of the reionization fraction, gas temperature,
and Lyman-α coupling. We show that such an approach leads to a 10 percent deeper absorption signal
compared to the results obtained by averaging the final dTb-map. Finally, we investigate the simplifying
method of breaking the 21-cm clustering signal into different auto and cross components that are
then solved assuming linearity. We show that even though the individual fields have a variance well below
unity, they often cannot be treated perturbatively as the perturbations are strongly non-Gaussian. As a
consequence, predictions based on the perturbative solution of individual auto and cross power spectra may
lead to strongly biased results, even if higher-order terms are taken into account.
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I. INTRODUCTION

The cosmic dawn and epoch of reionization (EoR)
designate the periods from the emergence of the first stars
and galaxies to the completion of the reionization process.
During this phase, the light from these sources gradually
penetrated the intergalactic medium (IGM), modifying
the spin distributions, heating, and eventually ionizing the
neutral hydrogen (HI) atoms. The resulting fluctuations in
the temperature and ionization fraction of the IGM leave
distinctive features on the hyperfine 21-cm signal emitted
by neutral hydrogen. Consequently, the 21-cm signal serves
as a powerful probe, sensitive to the properties of the
first sources of light [1–7], to the cosmological parameters
[8–12], and potential extensions to the standard Λ-cold
dark-matter (ΛCDM) model [13–19].
The 21-cm signal is targeted by various ongoing or

planned surveys. While it has not been detected yet, experi-
ments such as the Low-Frequency Array (LOFAR) [20],
the Murchison Widefield Array (MWA) [21], the Hydrogen
Epoch of Reionization Array (HERA) [22], the Giant

Metrewave Radio Telescope (GMRT) [23], and the
Precision Array for Probing the Epoch of Reionization
(PAPER) [24] have provided upper limits for the 21-cm
power spectrum. These upper limits have already been used
to rule out some regions of parameter space populated with
rather extreme models [25–29] placing lower bounds on the
normalization of the x-ray spectrum of high-redshift sources.
Moreover, forecast studies have shown the potential of the
21-cm power spectrum to constrain cosmological parameters
with precision competitive with other probes such as the
cosmic microwave background (CMB) radiation [8–12].
These results affirm the significant potential of the 21-cm
signal to provide complementary constraints on cosmologi-
cal models from an entirely new redshift window.
The task of extracting physical information from the

21-cm signal presents considerable challenges. Not only is
the unknown astrophysical and cosmological parameter
space vast, but the signal is also difficult and computa-
tionally expensive to simulate accurately. It requires
modeling the formation of galaxies down to the smallest
star-forming halos, resolving the processes through which
light escapes the interstellar medium and reaches the IGM,
propagating this light across large cosmological distances,*Contact author: timothee.schaeffer@uzh.ch
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while simultaneously solving coupled radiative-transfer
equations to track its interaction with the IGM gas.
See Refs. [30–33] for a more detailed discussion about
these processes.
Given the high computational costs of radiative-transfer

simulations, statistical inference of data is often performed
with fast seminumerical or analytical methods [e.g.,
[12,19,34–36]]. These approaches rely on assumptions
and approximations which may lead to errors in the
predicted signal. The uncertainty of a method can be
quantified with a theory or modeling error (which may
be a redshift and scale-dependent quantity). See Ref. [34]
for a study of this error. It is usually introduced in statistical
inference pipelines as an additional error, added in quad-
rature to the covariance matrix, weakening the constraining
power of the analyses. As shown in Ref. [12], it is crucial to
reduce this error to be able to produce competitive
parameters inference with future 21-cm data.
In this paper, we test different assumptions commonly

made to predict the 21-cm global signal and power spectrum.
Using the one-dimensional radiative-transfer code BEoRN

[37], we generate a set of simulations with three different
astrophysical source models that all agree with current
observations of the reionization fraction and the UV lumi-
nosity function. These simulations provide 3-dimensional
grids of the density field, the ionization fraction, the kinetic
temperature of the gas, the Lyman-α flux, and the 21-cm
brightness temperature, between redshift z ¼ 25 and z ¼ 6.
We utilize these simulations to check the validity of various
approximations regularly done in the literature.
The paper is structured as follows. In Sec. II, we review

the fundamental equations governing the 21-cm signal and
introduce our suite of simulations. In Sec. III, we inves-
tigate the impact of neglecting reionization during cosmic
dawn on the signal. Additionally, we test the validity of the
saturated spin temperature assumption during reionization.
In Sec. IV, we describe the perturbative approach to
compute the 21-cm power spectrum and investigate its
validity. Finally, Sec. V summarizes our findings.
Throughout this paper, bar symbols above a letter denote

spatial average. For any field X, we define the normalized
fluctuation δX ¼ X=X̄ − 1. We will assume cosmological
parameters consistent with Planck 2018 results [38],
setting the matter abundance Ωm ¼ 0.31, baryon abun-
dance Ωb ¼ 0.045, and dimensionless Hubble constant
h ¼ 0.68. The standard deviation of matter perturbations
at 8h−1 cMpc scale is σ8 ¼ 0.81.

II. 21-CM SIGNAL: THEORY AND MODELING

The 21-cm signal emitted by neutral hydrogen (HI)
during the cosmic dawn and the EoR promises to be a
powerful probe of cosmology and astrophysics. This signal
is targeted by radio interferometers such as the SKA, which
are sensitive to the differential brightness temperature dTb.
The evolution of dTb follows the relation [39]

dTbðx; zÞ ≃ T0ðzÞxHIðx; zÞ½1þ δbðx; zÞ�
×Uαðx; zÞVkðx; zÞ; ð1Þ

with the amplitude of the signal T0 given by

T0ðzÞ ¼ 27

�
Ωbh2

0.023

��
0.15
Ωmh2

1þ z
10

�1
2

mK; ð2Þ

where Ωm and Ωb are the cosmic matter and baryon
abundances and h ¼ H0=100 ðkm=sÞ=Mpc is the dimen-
sionless Hubble parameter.
The quantities Uα and Vk are defined by

Uα × Vk ¼
�
1 −

TcmbðzÞ
TSðx; zÞ

�
ð3Þ

with TS the spin temperature of neutral hydrogen given by

T−1
S ðx; zÞ ¼ T−1

cmbðzÞ þ xtotðx; zÞT−1
k ðx; zÞ

1þ xtotðx; zÞ
ð4Þ

where xtot¼xαðx;zÞþxclðx;zÞ. Plugging Eq. (4) in Eq. (3),
we obtain Uα and Vk as separate nonlinear functions of the
Lyman-α coupling coefficient xα and the kinetic temper-
ature Tk, respectively:

Uα ¼
xtotðx; zÞ

1þ xtotðx; zÞ
; ð5Þ

and

Vk ¼
�
1 −

TcmbðzÞ
Tkðx; zÞ

�
: ð6Þ

The neutral fraction (xHI), the baryon overdensity (δb), the
Lyman-α coupling coefficient (xα), the collisional coupling
coefficient (xcl), and the gas temperature (Tk) are all
position (x) and redshift dependent (z). We assume the
radio background to be dominated by the homogeneous
CMB with temperature TcmbðzÞ. Several studies have
explored the possibility of an excess radio background
beyond the CMB (e.g., [26,40,41]), which could also be a
position-dependent quantity [7]. However, we will not
consider such a signal in this study. The coefficients xα
and xcl are given by

xαðx; zÞ ¼
1.81 × 1011

ð1þ zÞ SαJαðx; zÞ; ð7Þ

and

xcðzÞ ¼
T�

A10TγðzÞ
X

i¼H;e−
niðzÞκi10ðTkÞ; ð8Þ
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where Jαðx; zÞ is the local flux of Lyman-α photons, Sα is
given by Eq. (55) in Furlanetto et al. [42], κi10 is the rate
coefficient for spin de-excitation in collisions with species i
with density ni. A10½s−1� is the Einstein coefficient for
spontaneous emission, and T� ¼ 68 mK the temperature of
the hyperfine transition.
According to Eq. (1), dTb is a multilinear function of xHI,

δb, Uα and Vk, and a nonlinear function of Tk and xα. It
fluctuates between regions ionized by UV photons where
dTb ¼ 0, cold adiabatically cooling regions where the
signal is seen in absorption (dTb < 0), and regions heated
by x-ray photons above the CMB temperature where the
signal is seen in emission (dTb > 0). The temporal evo-
lution of the morphology of these regions contains valuable
information about the distribution and properties of the first
stars and galaxies responsible for heating and ionizing
the IGM.
Two summary statistics are commonly used to compress

the information contained in the sky data. The first one is
the global 21-cm signal, defined as the mean value of the
dTb field, computed over a sample volume V:

dTbðzÞ ¼
1

V

Z
V
dTbðx; zÞdx; ð9Þ

the second is the spherically averaged power spectrum
P21ðk; zÞ of the dTb field.
We define the power spectrum PFðkÞ of a given field

FðxÞ as

hFðkÞF�ðk0Þi ¼ ð2πÞ3δ3Dðk − k0ÞPFðkÞ; ð10Þ

which means that the total 21-cm power spectrum becomes

hdTbðkÞdT�
bðk0Þi ¼ ð2πÞ3δ3Dðk − k0ÞP21ðkÞ; ð11Þ

where δ3D is the three-dimensional Dirac delta. Note that
the definition of the 21-cm power spectrum may vary
among different studies. In [37], we introduced Ptot,
defined as the power spectrum of the normalized fluc-
tuation δdTb

ðxÞ. Subsequently, we plotted the quantity
dTb

2Ptot, which is equivalent to P21 as defined above.
In the present paper, we use the definition of P21 instead,
which corresponds to the quantity measured by radio
interferometers. Given a power spectrum Pðk; zÞ, we
introduce its counterpart Δ2ðk;zÞ¼k3Pðk;zÞ=ð2π2Þ, which
is independent of length dimension.
Various techniques exist to model the 21-cm signal. They

can be broadly put into two categories: (i) grid-based
methods and (ii) analytical methods not based on a grid. In
the following sections, we will describe a subset of both of
these approaches.

A. Simulations over cosmological volumes

Numerous grid-based approaches have been developed
with the primary objective of simulating the 21-cm
signal. They include the excursion-set-based codes (e.g.,
21cmFAST [43], SimFast21 [44], CIFOG [45], see also [46]),
hydrodynamic-radiative-transfer frameworks such as
Licorice [47,48], radiative-transfer codes designed to post-
process N-body simulations (e.g., the numerical scheme
from Ref. [49] or [50], CRASH [51], and PYC2RAY [52,53]),
as well as 1-dimensional radiative-transfer methods (e.g.,
BEARS [54], GRIZZLY [32] and BEoRN [37]). These methods
are all designed to compute the evolution of Tk, xHI, xα, and
dTb on a discretized grid. Then, the mean and the power
spectrum of dTb are computed directly from the map using
Eqs. (9) and (11), respectively.
The present analysis relies on grid-based simulations

performed with the code BEoRN, which was introduced
and validated in [37]. We provide an overview of the main
ingredients and methodology of the code in Sec. II A 1. Our
results will be systematically presented for three different
astrophysical source models detailed in Sec. II A 2.

1. BEoRN

BEoRN is a publicly available Python code [37] designed to
generate cosmological boxes of 21-cm differential bright-
ness temperature dTb throughout the cosmic dawn and
EoR [55]. It is based on a simple one-dimensional radiation
profile approach developed in [56]. BEoRN reads in halo
catalogs and density fields from a prerun N-body simu-
lation to construct the dTb signal on a grid. It populates
halos with galaxies according to a flexible source model.
The mass accretion rate of halos Ṁh is related to the galaxy
star formation rate Ṁ� via a parametrized stellar-to-halo
function f� ¼ Ṁ�=Ṁh. Additionally, the spectral energy
distribution of galaxies is parametrized independently in
the x-ray, Lyman-α, and ionizing photon energy bands.
For a given set of source model parameters, BEoRN solves

1-dimensional radiative-transfer equations to compute pro-
files for the temperature, the Lyman-α flux, and the size
of ionized bubbles around galactic sources. These profiles
are then painted onto a grid around halo centers, and the
overlap of ionized bubbles is managed consistently by
redistributing the excess photons around the boundaries
of the connected ionized regions. In that manner, BEoRN

produces 3-dimensional maps of the ionized hydrogen
fraction xHII, the Lyman-α coupling coefficient xα, the
kinetic temperature Tk, and the brightness temperature dTb
over cosmological volumes at various redshifts. We refer
to [37] for more details regarding the source model
parameters and the equations underlying the profiles.

2. The three benchmark models

The precise properties of high-redshift galaxies, includ-
ing their abundance and spectral properties, remain largely
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unknown, leaving some freedom in the choice of astro-
physical parameters. To explore the dependency of our
conclusions on astrophysical assumptions, we will perform
our analysis for three different benchmark source models,
called cutoff, default, and boost, which were introduced
in [37,56]. These three models are characterized by differ-
ent stellar-to-halo relations f�, all of which result in UV
luminosity functions consistent with current high-redshift
data [57–70]. Specifically, the cutoff, default, and boost
models feature a suppression, a power-law behavior, and an
enhancement of star formation efficiency at small halo
masses, respectively. We have tuned the escape fraction of
ionizing photons in each model so that they achieve similar
reionization history, consistent with observations [71–83].
Additionally, the normalization of the galactic x-ray spec-
trum varies between the models, resulting in distinct
temperature evolution. The cutoff, default, and boost
models exhibit a late, moderate, and early rise of the
IGM temperature, respectively.
In Fig. 1, we plot the stellar-to-halo function f� in the

leftmost panel, the escape fraction fesc in the second panel,
the reionization history xHIIðzÞ in the third panel, and the
evolution of the kinetic temperature in the right-most panel,
for the cutoff, default, and boost models represented in
orange, blue, and green colors, respectively. The halo
catalogs and dark-matter density fields used in this study
were obtained with the N-body code, Pkdgrav3 [84], in a
147 cMpc cosmological box, with 20483 dark-matter
particles, resulting in a minimum halo mass of Mh;min ¼
1.47 × 108M⊙. The density fields and halo catalogs are
saved every 10 Myr between z ¼ 25 and 6.

III. CAN WE TREAT SEPARATELY THE EOR
AND THE COSMIC DAWN?

Three distinct mechanisms govern the evolution of the
21-cm signal: the coupling of the spin temperature to the

kinetic temperature induced byLyman-α photons, the heating
of the gas primarily due to x-ray photons and the growth and
percolation of ionized bubbles produced by ionizing photons.
These processes lead to the characteristic absorption trough in
the global signal and the three-peak structure of the large-
scale 21-cm power spectrum (e.g. [46,85–87]).
While these three mechanisms typically operate at

different epochs, their effects overlap. For instance, rare
and small ionized bubbles are already present during the
epoch of Lyman-α coupling and heating. Moreover, the
Universe may not be uniformly heated during the EoR,
when ionization fluctuations dominate the signal. This
raises questions about the impact of ionization on the
cosmic dawn signal and the impact of Lyman-α coupling
and heating on the EoR signal.
A very common approximation in the literature is to

separate the signals from the cosmic dawn and the epoch
of reionization. Studies focusing on the reionization proc-
ess often neglect potential fluctuation of the spin temper-
ature [32,88–93] to simplify the analysis. A similar trick is
often done in studies investigating the cosmic dawn where
the reionization bubbles are often neglected [35,94–97].
In what follows, we investigate the validity of treating

the epoch of cosmic dawn—defined as the period where
Lyman-α coupling and heating occur–separately from the
epoch of reionization. First, we investigate the impact of
neglecting reionization and assuming a fully neutral uni-
verse during cosmic dawn (Sec. III A). Then, we examine
the saturated spin temperature assumption, which assumes
a universe fully heated above the CMB temperature and a
spin temperature fully coupled to the gas temperature
during the EoR (Sec. III B).

A. Ignoring reionization during cosmic dawn ðxHII = 0Þ
To investigate the impact of reionization on the 21-cm

signal, we use our simulation boxes of ρ, xα, xcl, and Tk to

FIG. 1. Summary of the characteristics of the three benchmark models. The default, cutoff, and boost models are represented in blue,
orange, and green, respectively. Leftmost panel: stellar-to-halo relation (f�) as a function of halo mass. Combined with our halo
catalogs, each f� leads to UV luminosity functions in agreement with observations. Second panel: escape fractions (fesc) of ionizing
photons as a function of halo mass. We have tuned fesc in each model to obtain reionization histories consistent with observations. Third
panel: mean ionization fraction history. Rightmost panel: the mean kinetic temperature and the average spin temperature of the neutral
gas are shown as solid and dashed colored lines, respectively. The black solid line corresponds to the CMB temperature. The different
heating histories arise from the different f� as well as the varying normalization of the X-ray amplitude in each model.
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generate a set of brightness temperature boxes where the
ionization fraction (xHII) is assumed to be uniformly equal
to 0. We label them with the subscript “no reio”:

dTb;no reioðx; zÞ ¼ T0ðzÞ½1þ δbðx; zÞ�
�
1−

TcmbðzÞ
TSðx; zÞ

�
: ð12Þ

For the three benchmark models, we measure the global
signal and power spectrum from these simulation boxes
and compare them to the corresponding fiducial quantities.
The results of this analysis are displayed in Fig. 2 for the

redshift range 6 < z < 18.5. Dashed lines represent the “no
reio” case, while solid lines show the full signal. The three
columns correspond to the three models cutoff, default, and
boost, from left to right, respectively.
In the upper row of Fig. 2, we plot the global signal dTb.

For all three models, the lines agree at the sub-percent level
when x̄HII < 0.01. For x̄HII > 0.01, significant differences
start to appear between the global signal predictions with
and without ionized bubbles. Notably, we find these
differences to be larger than 1 − x̄HII in all three models.
For instance when x̄HII ¼ 0.5, we observe differences that

FIG. 2. Impact of reionization on the 21-cm signal. The cutoff, default, and boost astrophysical models are represented in the leftmost,
middle, and rightmost columns, respectively. In every panel, solid lines correspond to the full signal including reionization, while dashed
lines represent the signal when the Universe is assumed to be fully neutral (x̄HII ¼ 0). First row: spatially averaged brightness
temperature dTb. The relative differences in the global signal are larger or equal to the mean neutral fraction. Second row: 21-cm power
spectrumΔ2

21, shown as a function of redshift z, at two different scales, k ¼ 0.13 Mpc−1 and k ¼ 0.64 Mpc−1, distinguished by different
colors. The differences in Δ2

21 appear at earlier epochs compared to the global signal. The dotted vertical lines indicate the redshifts for
which we display spectra as a function of scale in the fourth row. Third row: 21-cm power spectrum Δ2

21 as a function of Fourier mode k,
at three different redshifts z ¼ 11, 14, and 16.5, where PAPER and MWA have already collected upper limits on the signal [98,99]. The
21-cm power spectrum is extremely sensitive to the presence of rare ionized bubbles.
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are larger than 50%. This is due to the nonzero correlations
between the fields that compose the brightness temperature
dTb. We will further discuss this issue in Sec. IV B.
In the second row of Fig. 2, we show the 21-cm

dimensionless power spectra Δ2
21 as a function of redshift,

with and without reionization. We thereby focus on the
two k modes k ¼ 0.13 Mpc−1 and k ¼ 0.64 Mpc−1, dis-
tinguished by different colors. The third row illustrates Δ2

21

as a function of comoving Fourier mode k at three different
redshifts z ¼ 11; 14 and 16.5, which roughly cover the
heating and Lyman-α dominated regime in our models.
They furthermore correspond to the redshift values where
we currently have upper limits from PAPER [98] and
MWA [99].
Examining the power spectra, we note that the

differences between the “no reio” and the full signal appear
at earlier redshifts compared to the global signal. They also
vary substantially across the three models. We find that
above the threshold x̄HII ¼ 0.05, assuming a fully neutral
universe leads to a bias of up to an order of magnitude in the
power spectrum. Depending on the source model, this bias
manifests as a suppression or enhancement. In the cutoff
model, the presence of ionized bubbles enhances the 21-cm
power spectrum during the EoR, by creating a strong
contrast between ionized regions with no signal (dTb ¼ 0)
and cold regions with negative signal (dTb < 0). In con-
trast, in both the default and boost models, the IGM is
significantly heated when x̄HII > 0.05. Thus, including
ionized bubbles in these models decreases the 21-cm power
spectrum during the EoR by suppressing the peaks of the
matter density field.
Focusing on the regime with x̄HII < 0.05 (where less

than five percent of the Universe is ionized), we find that
the power spectra still differ by up to a factor of ∼3.
Remarkably, these differences are substantially larger than
ð1 − x̄HIIÞ2, indicating they are primarily to the fluctuations
of the xHII field rather than the incorrect global signal. This
is best visible in the bottom row of Fig. 2 where all power
spectra are at an ionization fraction below x̄HII ¼ 0.05.
The differences between the dashed and solid lines
highlight the significant impact of the first ionized
bubbles, even if they occupy only a very subdominant
fraction of the simulation volume.
At epochs characterized by x̄HII < 0.01, the influence of

reionization on the power spectrum diminishes but remains
visible. Overall, neglecting reionization in this regime tends
to amplify the power spectrum, as revealed by the pink and
black lines in the lower row of Fig. 2. In the default model,
the impact is less pronounced but still noticeable, affecting
the power spectrum by up to 10% and 50% at large and
small scales, respectively. Finally, in the boost model, the
large-scale power spectrum experiences a shift of a few
percent, while small scales are impacted by up to 10%.
It is worth noting that a fixed ionization fraction has a

variable impact on the 21-cm power spectrum depending

on the astrophysical model. For instance, x̄HII reaches 10−4

at z ¼ 16 in the cutoff model, and at z ¼ 18 in the default
and boost models. As visible from the evolutions of the
spin temperature displayed in the right panel of Fig. 1,
the Lyman-α coupling is more advanced at these stages in
the latter two models compared to the former. The more
advanced the UV coupling, the more abundant the absorp-
tion regions (dTb < 0), and the smaller the effect of the rare
ionized bubbles on the power spectrum. Consequently, a
larger fraction of regions in absorption is suppressed by
ionized pixels in the cutoff model compared to the boost
and default models. Overall, the more reionization and
cosmic dawn overlap, the greater the impact of neglecting
reionization on the power spectrum.
We conclude that neglecting reionization during cosmic

dawn when x̄HII < 0.01 may result in an enhancement of
the signal, increasingly more pronounced towards small
scales. As indicated in the bottom panels of Fig. 2, the
amplitude of this enhancement factor varies depending on
the value of the ionization fraction and the astrophysical
parameters. This shows the importance of including the
modeling of the reionization process for future analysis
focused on the epoch of Lyman-α coupling and heating.
Future studies aiming to constrain regions of the parameter
space with cosmic dawn upper limits on the 21-cm power
spectrummay yield biased results if their modeling pipeline
overlooks reionization.

B. Ignoring cosmic dawn during
reionization ðTS ≫ TcmbÞ

We now focus on the EoR, investigating the effect of
temperature and Lyman-α fluctuations on the signal. A
common approximation consists of assuming a saturated
spin temperature TS ≫ Tcmb during the whole EoR period.
This situation occurs when Lyman-α coupling is saturated
(xα ≫ 1) and when the IGM is fully heated well above the
CMB temperature (Tk ≫ Tcmb). As in the previous sub-
section, we generate a set of boxes labeled dTb;sat (standing
for “saturated”) defined by

dTb;satðx; zÞ ¼ T0ðzÞxHIðx; zÞ½1þ δbðx; zÞ�: ð13Þ

Then, we compute the power spectrum and global signal
from these boxes, which we compare to the true signal. Our
findings are displayed in Fig. 3. The three columns again
correspond to the three models, cutoff, default, and boost
(from left to right). The dashed and solid lines represent
the signals with and without saturated spin temperature,
respectively.
In the top row of Fig. 3 we plot the global signal for the

two cases. Not surprisingly, the saturated case only agrees
with the full calculation when the spin temperature
becomes significantly larger than the CMB temperature
(see top axis showing the temperature ratio). Below
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FIG. 3. Impact of the saturated spin temperature assumption on the 21-cm signal. The cutoff, default, and boost models are
represented in the leftmost, middle, and rightmost columns, respectively. In every panel, solid lines correspond to the full signal
including temperature fluctuations, while dashed lines represent the signal assuming spin temperature saturation (TS ≫ Tcmb). First
row: spatially averaged brightness temperature dTb. We find more than 10% differences once TS=Tcmb drops below 10. Second row:
21-cm power spectrum Δ2

21, plotted as a function of redshift z, at two different scales k ¼ 0.13 Mpc−1 and k ¼ 0.64 Mpc−1,
distinguished by different colors. The differences in Δ2

21 are due to the differences in global signal dTb and to the missing
temperature fluctuations in the case where the temperature is assumed to be saturated. The dotted vertical lines indicate the redshifts
at which we display spectra as a function of scale in the fourth row. Third row: 21-cm power spectrum Δ2

21 as a function of Fourier
mode k, at three different redshifts z ¼ 6.5; 7.9, and 9.1, where upper limits on the signal have been collected by MWA, HERA, and
LOFAR, respectively [29,100,101]. Fourth row: the dotted line represents the quantity Δ2

21;sat × dT2
b=dT

2
b;sat. This corresponds to the

signal assuming a nonsaturated but homogeneous spin temperature, neglecting the fluctuations of the Lyman-α coupling and kinetic
temperature fields.
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T̄S=Tcmb ∼ 10 differences start to become visible and below
T̄S=Tcmb ∼ 2 the two curves start to deviate strongly.
Similar conclusions can be drawn from the second row

of Fig. 3, where we depict the 21-cm power spectraΔ2
21 as a

function of redshift, at two different scales k ¼ 0.13 Mpc−1

and k ¼ 0.64 Mpc−1. There is no well-delimited period in
redshift where the saturated case yields results in agreement
with the full calculation. Only in the boost model are the
two lines close together for redshifts below 10. However, a
closer inspection still reveals differences between 5 and
20 percent. For the default and the cutoff model, the
saturated and true results are substantially different, even
at late stages of reionization.
In the third row of Fig. 3, we display Δ2

21 as a function
of comoving Fourier mode k at three different redshifts
z ¼ 6.5; 7.9 and 9.1. These redshifts are selected to be in
the regime where reionization is believed to have occurred.
They correspond to the redshift values from the current
upper limits of MWA [100], HERA [29] and LOFAR [101],
respectively. The differences between the saturated case
and the full calculation lie between about 10 percent in the
best case and 2–3 orders of magnitude in the worst.
The cutoff model corresponds to an example of cold

reionization where T̄S=Tcmb remains below 1 across all
redshifts. Therefore, the assumption of a saturated spin
temperature is trivially not fulfilled and, hence, there is a
very strong disagreement between the saturated and the full
cases in Fig. 3. Although the cutoff model may seem
extreme, it is worth noting that it remains a valid scenario
not ruled out by any current observation. The power
spectrum of the cutoff model is below all the available
upper limits, and at z ¼ 7.92, the average spin temperature
is T̄Sðz ¼ 7.92Þ ¼ 4.25 K, remaining above the current
lower limit of TS ¼ 2.3 K obtained by Ref. [29] within
95% confidence interval.
In the default and boost models, more efficient x-ray

heating drive the spin temperature above Tcmb before z ¼ 6.
In these two models, the saturated and full global signal
calculations agree to better than 10% once the fraction
T̄S=Tcmb goes above 10. In the power spectrum, on the
other hand, differences of order 10% remain as long as
T̄S=Tcmb < 100. At T̄S=Tcmb ≃ 10 the errors due to the
saturated spin temperature assumption is typically between
20 and 50 percent.
The difference in the power spectra between the satu-

rated and full signals is due to both the incorrect global
signal and the missing spin temperature fluctuations. To
isolate the effect of neglecting spin temperature fluctuations
while maintaining the correct global signal, we plot
the quantity Δ2

21;;sat × dT2
b=dT

2
b;;sat as dotted lines in the

fourth row of Fig. 3. We achieve per cent level agreement
with the true signal when T̄S=Tcmb > 10, indicating most
of the error arises from the incorrect global signal in this
case. However, substantial discrepancies remain when

T̄S=Tcmb < 10, showing that temperature fluctuations can-
not be ignored in this regime.
In summary, our analysis shows that a true saturation of

the spin temperature is only reached at T̄S=Tcmb ∼ 100 and
above. Below this ratio, neglecting fluctuations in the
temperature and the Lyman-α coupling yields errors of
10% or more on the 21-cm power spectrum (a number that
is strongly rising towards smaller values of T̄S=Tcmb).
For our three benchmark models, the condition of
T̄S=Tcmb > 100 is never fulfilled during the EoR epoch.
Although other models may have a regime where T̄S=Tcmb
rises above 100, we cannot know if such a model is realized
in nature before we measure the signal. We therefore
conclude that assuming a saturated spin temperature is
not an adequate strategy for predicting the 21-cm signal.

IV. TESTING THE PERTURBATIVE APPROACH

To bypass the computational cost of grid-based methods,
and efficiently explore the vast astrophysical and cosmo-
logical parameter space, analytical techniques have
been developed to compute the 21-cm global signal and
power spectrum within a matter of seconds, without
modeling the full cosmological fluctuations of dTb on a
grid [12,35,42,97,102–107]. These methods are rooted in a
perturbative treatment of the dTb field, and should not be
confused with analytical methods based on an effective bias
expansion of the signal [108,109].
In this section, we investigate the accuracy of the

perturbative approach for computing the 21-cm signal.
First, we describe the building blocks of the approach in
Sec. IVA. Then, we use our simulation boxes to reproduce
the predictions of the perturbative approach, and compare
themwith the actual signal. We perform this test for our three
benchmark models, examining the global signal in Sec. IV B
before turning to the power spectrum in Sec. IV C.

A. The perturbative approach for 21 cm

The core idea of the perturbative approach for the 21-cm
signal involves expressing the dTb perturbation as a sum
and product of individual perturbations arising from the
matter, the ionization fraction, the kinetic temperature,
and the Lyman-α coupling coefficient fields. This decom-
position is achieved through a Taylor expansion (as detailed
in Sec. IVA 2), and by neglecting high-order products
of these fields (as described in Sec. IVA 3). Subsequently,
the 21-cm power spectrum is obtained as a sum of auto
and cross power spectra of these individual fields (see
Sec. IVA 4). These spectra can then be computed using
various methods.

1. Decomposition of dTb into individual components

The fluctuations of dTb are sourced by four space and
time-dependent fields: δr, δU, δV and δb, representing the
fractional perturbations of the xHII, Uα, Vk, and the matter
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field, respectively. Accordingly, Eq. (1) can be reformu-
lated as follows:

dTbðx; zÞ ¼ ddTbð1þ βbδbÞð1þ βrδrÞð1þ δUÞð1þ δVÞ;
ð14Þ

with

ddTbðzÞ ¼ T0ðzÞx̄HIðzÞŪαðzÞV̄kðzÞ; ð15Þ

where the horizontal bars above letters designate spatially
averaged quantities and where the β factors are given by
βr ¼ −ð1 − x̄HIÞ=x̄HI, βb ¼ 1 and only depend on redshift.
Note that there is no assumption underlying Eq. (14), the
equality is exact.

2. The Taylor expansion approximation

To move forward and obtain a simpler expression for
dTb, the Uα and Vk fields are replaced by their Taylor
series truncated at order 1. One then obtains

Uα; taylor ¼
x̄tot

1þ x̄tot
ð1þ βαδαÞ; ð16Þ

Vk; taylor ¼
�
1 −

Tcmb

T̄k

�
ð1þ βTδTÞ; ð17Þ

with βα ¼ x̄α=x̄tot=ð1þ x̄totÞ and βT ¼ Tcmb=ðT̄k − TcmbÞ.
Note that Eqs. (16) and (17) are valid whenever

δ�α ≡ x̄α
1þ x̄tot

δα ≪ 1 and δT ≪ 1: ð18Þ

The Taylor expansion transforms the expression of dTb into

dTb;taylor ¼ gdTbð1þ βbδbÞð1þ βrδrÞ
× ð1þ βTδTÞð1þ βαδαÞ; ð19Þ

with

gdTb ¼ T0ðzÞx̄HIðzÞ
x̄totðzÞ

1þ x̄totðzÞ
�
1 −

TcmbðzÞ
T̄kðzÞ

�
: ð20Þ

Equation (19) corresponds to a multivariate polynomial
function of the 4 individual perturbation fields. It is the
starting point to compute P21 perturbatively. Note that
dTb;taylor being an approximation of the true dTb field, it
may lead to inaccurate results, especially near the center of
halos where xα and Tk may deviate significantly from their
mean values, rendering the conditions of Eq. (18) invalid.
Section IV C will further explore this issue.

3. Linearity: Neglecting high-order perturbations
in δα, δT, and δb

Equation (19) contains 16 individual products of fluc-
tuations, which would lead to 16þ ð16

2
Þ ¼ 136 auto and

cross terms when computing the power spectrum of dTb.
Therefore, it is critical to a priori neglect some of these
terms. Since by construction δr is of order Oð1Þ, the
perturbations in δr must be kept to nonlinear order. In
previous studies such as [12,104], every term including
more than two perturbations in either δb, δα, or δT was
discarded. This assumption was supported quantitatively
by measuring the standard deviations of these three fields,
which remain below one. This approach yields a more
manageable expression for dTb, which we indicate with the
subscript “nl,r”:

dTðnl;rÞ
b ¼ gdTbð1þ βrδr þ βbδb þ βTδT þ βαδα

þ βrβbδrδb þ βrβTδrδT þ βrβαδrδαÞ: ð21Þ

4. Final perturbative expression for the power spectrum

Moving forward with Eq. (21), we obtain the final
decomposition for the 21-cm power spectrum:

P21;decomp ¼ PðlinÞ
21 þ Pðnl;r; 1Þ

21 þ Pðnl;r; 2Þ
21 ð22Þ

with

PðlinÞ
21 ¼ gdTb

2 × ½Pr;r þ Pb;b þ PT;T þ Pα;α

þ 2ðPr;b þ Pr;T þ Pr;α þ Pb;T þ Pb;α þ PT;αÞ�;
ð23Þ

Pðnl;r; 1Þ
21 ¼ gdTb

2 × ½2ðPr;rb þ Pb;rbÞ þ Prb;rb�; ð24Þ

Pðnl;r; 2Þ
21 ¼ gdTb

2 × ½2ðPr;rT þ Pr;rα þ Pr;bα þ Pr;bT þ Pr;aT

þ Pb;rT þ Pb;rα þ PT;rb þ PT;rT þ PT;rα þ Pα;rb

þ Pα;rT þ Pα;rα þ Prb;rT þ Prb;rα þ PrT;rα

þ Prbα;r þ PrTα;r þ PrbT;rÞ þ PrT;rT þ Prα;rα�:
ð25Þ

We isolated the higher-order contributions arising from

matter (δb) and ionization (δr) perturbations, into Pðnl;r; 1Þ
21

for convenience. Note that all the individual terms above
are power spectra of perturbative quantities δr, δb, δα, δT,
including the β prefactors. For instance, Pα;rT is defined
as the Fourier transform of βαβrβThδαðxÞδrðx0ÞδTðx0Þi. We
refer to [110] for a more detailed study of these higher-
order terms. The last three equations are the building blocks
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of the analytical approach for the 21-cm power spectrum.
We will test their validity in Sec. IV C.

B. Global signal

The spatially averaged brightness temperature dTb can
be used to constrain both the cosmological and the
astrophysical parameters. It is experimentally very chal-
lenging to measure, but several single-dish experiments
currently attempt to detect the global 21-cm signal during
cosmic dawn and reionization [111–116]. The EDGES
detection [117], although being highly debated and
even excluded at 95% confidence by the SARAS3 experi-
ment [118], triggered the community to explore the rich
constraints that can be extracted from the global signal
[see e.g. [119–126]]. Therefore, it is crucial to have at our
disposal reliable and computationally efficient tools to
predict the global signal.
Analytical codes such as ARES [105], HMreio [12] or

ZEUS [97] can predict the global 21-cm signal in a mere
second. They compute the global signal dTb based on the
average quantity of the mean ionization fraction x̄HII, the
mean temperature of the gas T̄k, and the average Lyman-α
coupling coefficient x̄α. Therefore, they determine the
quantity gdTb, as defined in Eq. (20). These methods
implicitly assume two things: (i) that the mean of the
product of several fields equals the product of their means,

such that dTb ¼ ddTb [Eq. (14)], and (ii) that the mean of
the fields Uα and Vk can be computed via the mean

quantities x̄α and T̄k, such that ddTb ¼ fdTb. Combining
these two assertions leads to dTb ¼ gdTb.
In the left-hand panel of Fig. 4, we display gdTb and dTb,

computed from our simulation maps, as dashed and solid
lines. The default, cutoff, and boost models are represented
in blue, orange, and green colors. We observe a noticeable

discrepancy between these two quantities. Across all the
models, we find a relative error of about 10% around
the dip of the absorption trough. In the EoR period (where
the signal may be observed in emission) the relative error
can reach a factor of 2. In terms of absolute error (expressed
in mK) the largest values are found around the dip of the
absorption trough, with values of 15, 10, and 5 mK for the
cutoff, default, and boost models, respectively.
In the right-hand panel of Fig. 4, we show the quantitycdTb as dash-dotted line. cdTb is computed in a similar way

than gdTb, but using the mean of the individual quantitiesUα

and Vk instead of Tk and xα. Compared to gdTb, we find an
even more pronounced discrepancy of the order of 15%.

The difference between cdTb and gdTb is because
Ūα ≠ x̄α=ð1þ x̄αÞ, and V̄k ≠ ð1 − Tcmb=T̄kÞ, while the

difference between cdTb and dTb arises from the fact that
the mean of the product of multiple fields is not the product
of their means. These two approximation steps might
have opposite effects. For example, in our three models,
jV̄kj > jð1 − Tcmb=T̄kÞj around the dip of the absorption

trough, causing gdTb to be more accurate than cdTb, despite
relying on one more degree of approximation.

We can understand the connection between ddTb and the
actual global signal dTb by taking the spatial average of
Eq. (14). Ignoring all terms with more than 2 delta terms we
obtain

hdTbi ≃ ddTbð1þ ΞðzÞÞ ð26Þ

with

ΞðzÞ ¼
X

i;j∈ fr;b;Vk ;Uαg
i≠j

σijðzÞ; ð27Þ

FIG. 4. Impact of calculating the 21-cm global signal from the mean quantities of the ionization fraction (x̄HII), the temperature T̄k and
the Lyman-α coupling coefficient x̄α. The three models, default, cutoff, and boost, are represented in blue, orange, and green,
respectively. In both panels, solid lines correspond to the “true” global signal, computed as the spatial average of the dTbðx; zÞ
simulation boxes. In the left panel, the dashed line represents gdTb, defined in Eq. (20) and computed via the mean individual quantities
T̄k, x̄α, and x̄HII. We observe a difference of the order of 10 mK around the dip of the absorption trough. In the right panel, the dashed-

dotted line corresponds to ddTb, defined in Eq. (15) and computed via the mean individual quantities V̄k, Ūα, and x̄HII. We observe an

even larger difference with the true signal. To recover the global signal with percent precision, it is sufficient to multiply ddTb with the
correction factor ð1þ ΞðzÞÞ, which involves calculating the 6 auto and covariances between the fields Uα, Vk, ρ, and xHII.
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where σijðzÞ ¼ hδiδji denotes the covariance of the two
fields δi, and δj. We calculate σijðzÞ directly from our
simulation boxes, as the spatial average of the product of two
fields. Ξ depends only on redshift and is a sum of 6 different
terms. In the right panel of Fig. 4, we plot the quantityddTbð1þ ΞðzÞÞ. We observe that it provides a very good
approximation of the true global signal, reducing the relative
error around the dip of the absorption trough to below 2%.
In summary, we find that analytical techniques for

computing the 21-cm global signal from the average of
the individual fields lead to a ∼10% error on the signal
around the dip of the absorption trough. This error is
primarily due to neglecting nonzero correlations between
the fields. However, we find that three-point and higher
correlations have only a percent-level impact on the global
signal and can be ignored. Therefore, accurate results with
analytical models are achievable, provided they can cal-
culate the covariance between the individual fields.

C. Power spectrum

In this section, we test and discuss the validity of the
perturbative approach to compute the 21-cm power spec-
trum based on the decomposition of dTb into individual
components [Eq. (22)], and described in Sec. IVA. Using
the individual xHII, xα, Tk, δb boxes for our three astro-
physical models, we compute the various auto and cross
power spectra appearing in Eqs. (23)–(25). This allows us
to estimate the relevance of each term and examine the
accuracy of the perturbative approach to model the 21-cm
power spectrum.
We begin by testing the performance of the linear

prediction P21 ¼ Plin
21, defined in Eq. (23). This first

approximation assumes full linearity of all the individual
fields δr, δα, δT, δb. Note that here, “linearity” refers to the
assumption that perturbations are on average small,
allowing us to neglect products of more than two terms
in the dTb decomposition. Under this assumption, dTb
reduces to Eq. (21) without the last three higher-order terms
involving the δr perturbation. This approximation is known
to be inaccurate during the EoR, due to the nonlinearity of
the ionization fraction field [92,110], but has not been
properly tested during cosmic dawn, and serves as the
starting expression upon which we will add corrections.
Using our simulated boxes, we compute the 10 terms

present in Eq. (23) and subsequently calculate Plin
21 . In the

three upper panels of Fig. 5, we plot the true dimension-
less 21-cm power spectrum Δ2

21 computed from the dTb

maps (solid lines) next to the linear prediction Δ2
lin

(dashed lines). The spectra are displayed at two different
scales k ¼ 0.13 and 0.64 Mpc−1. The cutoff, default, and
boost models are represented in the leftmost, central, and
rightmost panels, respectively.
For the three models, the linear approximation performs

poorly over the whole range of redshifts. As expected,

the match is better at the largest scale k ¼ 0.13 Mpc−1.
Overall, the linear theory tends to overpredict the clustering
signal. This overestimation is of the order of factor 2–3
for the larger scales (k ¼ 0.13 Mpc−1) going up to a factor
5–10 for the smaller scales (k ¼ 0.64 Mpc−1).
In the following, we will comment in more detail on the

differences visible during both the cosmic dawn and the
EoR. Wewill furthermore investigate to what extent higher-
order terms can improve the result.

1. The epoch of reionization ðz < 10Þ
The EoR manifests itself as a peak in the 21-cm power

spectrum, visible between redshift z ¼ 6 and z ¼ 10 in
our three models. The failure of linear theory is well
expected in this regime because the δr field is known to
have fluctuations of order unity. This issue was already
addressed in the literature [92,110] and solved by
including higher-order products in δr to the dTb decom-
position. However, these studies investigated the
contribution from higher-order terms assuming a satu-
rated spin temperature, thereby ignoring higher-order
contributions arising from the temperature fluctuations.
We perform the same kind of analysis but including
temperature fluctuations. Namely, we check if the
inclusion of the higher-order contributions in the matter
(δb) and reionization (δr) fields [contained in Eq. (24)]
suffice to recover the true 21-cm power spectrum during
reionization.
Using our boxes of xHII and δb, we compute the three

extra terms contained in Eq. (24), and add this correction to
the linear prediction. The result (denoted asΔ2

lin þ Δ2
nl;r;1) is

shown in the second row of Fig. 5. For the default and boost
models a clear improvement can be observed. With the
Δnl;r;1 correction, the reionization peak is now accurately
recovered in the both models. In the cutoff model, on the
other hand, the higher-order terms in δr and δb do not
improve the fit with respect to the linear case. This is caused
by the fact that the reionization and temperature peaks are
merged in this model, strongly suggesting that at least
the temperature fluctuations remain important until the late
stages of reionization.
In the three bottom panels of Fig. 5, we show

Δ2
21;decomp ¼ Δ2

lin þ Δ2
nl;r;1 þ Δ2

nl;r;2, the 21-cm power spec-
trum consisting of all linear terms plus all the 24 higher-
order contributions arising from δr perturbations, as defined
in Eqs. (24) and (25). The result of this decomposition is
now in very good agreement with the true signal. Not only
the default and boost but also the cutoff model now show a
reasonable match with respect to the true result, at least for
the reionization epoch at z≲ 10.

2. Lyman-α coupling and heating ð20 < z < 10Þ
Let us now turn our focus to the cosmic dawn, i.e., the

heating and Lyman-α coupling epochs which are taking
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place between redshift z ∼ 20 and 10 in our scenarios.
Comparing the dashed curves in the upper row with the
ones in the middle and bottom rows of Fig. 5, we note that
the inclusion of all 24 higher-order contributions in δr
results in a clear improvement of the model prediction,
driving down the excess power predicted by linear theory.
However, a significant mismatch persists. The 21-cm
power spectrum is still overestimated by up to a factor
of 2 at k ¼ 0.13 Mpc−1 around both the heating and
the Lyman-α peaks across all three models. At the
k ¼ 0.64 Mpc−1, the mismatch is more pronounced,
reaching up to a factor 3–5 in the cutoff, default and
boost models.

The next logical option to investigate is the influence of
the remaining higher-order contributions to Eq. (19). We
tested this possibility, finding a significantly worse match
to the true signal once all higher-order terms are included.
The observed mismatch is mainly driven by the extreme
peaks produced by the δα × δT cross-field. Our investiga-
tion suggests that the remaining difference between P21 and
P21;model visible in the bottom row of Fig. 5 is not due to
missing higher-order contributions from the Lyman-α and
Tk fields. In what follows, we will demonstrate that the
error is instead caused by the Taylor expansion of the Uα

and Vk fields which can produce very wrong results for the
rare pixels where the perturbation criterion breaks down.

FIG. 5. Testing the 21-cm power spectrum calculation from the perturbative approach. The three columns correspond to the three
benchmark models, cutoff, default, and boost, from left to right, respectively. In each panel, we show the 21-cm dimensionless power
spectrum as a function of redshift, at two different scales k ¼ 0.13; 0.64 Mpc−1, distinguished by different colors. The solid lines
represent the “true” 21-cm power spectrum Δ2

21, measured directly from the dTbðx; zÞ boxes. The dashed lines represent various
predictions obtained from the decomposition of dTb into individual components. Upper row: dashed lines correspond to Δ2

lin [Eq. (23)].
We observe strong differences between Δ2

lin and the true signal across the three models, over most scales and redshifts. Middle row:
dashed lines represent Δ2

lin þ Δ2
nl;r;1 [Eq. (24)]. The agreement is now remarkable during the EoR for the default and boost models only.

Lower row: dashed lines correspond to Δ2
lin þ Δ2

nl;r;1 þ Δ2
nl;r;2. This last expression contains all 24 higher-order contributions from the

ionization fraction field δr [Eqs. (24) and (25)]. The agreement with the true signal is now excellent during the EoR for the three models.
However, significant discrepancies persist during cosmic dawn.
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3. Breakdown of perturbation theory due to highly
non-Gaussian distributions

In this section, we argue that the failure to correctly
capture the 21-cm power spectrum with the perturbative
approach is caused by a diverging Taylor series at rare
peaks where the fields exceed unity. To demonstrate this, let
us focus on the first-order Taylor series expansion Uα; taylor

and Vk; taylor written in Eqs. (16) and (17). These expansion
terms are only valid for regions where the temperature and
Lyman-α coupling fields stay well below certain values
[i.e. where Eq. (18) is satisfied]. Since the xα and Tk maps
are constructed by the overlap of multiple 1=r2 profiles
centered on halos, they can reach high values in the vicinity
of halo centers. In these regions, both Uα; taylor and Vk; taylor

predict very strong peaks while the true Uα and Vk cannot
exceed one by definition. These artificial peaks contami-
nate the power spectrum up to large scales (k ∼ 0.1 Mpc−1)
and are at the origin of the differences between the power
spectra of dTb and dTb;taylor. They form even when the
standard deviation of the field is well below unity because
the fields are non-Gaussian in nature and feature a tail
going to high values.

To support this last assertion, we measure the power
spectra of Uα, Vk, Uα; taylor and Vk; taylor from our maps.
We compare these quantities to the scale-dependent vari-
ance σ2XðkÞ and the cumulative probability distribution
PðδX > δÞ of the fields δ�α and δT. We define the scale-
dependent variance as σ2XðkÞ ¼ hX2

Ri − hXRi2, with XR the
X field smoothed over top-hat kernels of radius R, and
k ¼ π=R. The cumulative distribution function of a field δX
is computed according to

PðδX > δÞ ¼
Z

∞

δ
PðδX ¼ δÞdδ ð28Þ

with PðδX ¼ δÞ representing the probability that δX takes
the values δ, computed from the simulations boxes. The
quantity PðδX > δÞ informs us of the fraction of pixels with
values exceeding a threshold δ.
We show our results in Fig. 6 for the default model

only, as our findings are similar among the three models.
The color coding is different than in the previous plots. The
blue, orange, and green colors correspond to three different
redshifts, z ¼ 15; 11, and 7, respectively. The first row

FIG. 6. Breakdown of perturbation theory due to highly non-Gaussian distributions of the xα and Tk fields. The data displayed in this
figure corresponds to the default model. The different colors highlight different redshifts, z ¼ 15; 11, and 7, in blue, orange, and green,
respectively. Leftmost column: cumulative distribution functions of δ�α and of δT in the upper and lower panels, respectively. The black
dashed and dotted lines represent the distribution functions of a Gaussian and log-normal field with standard deviations σ ¼ 0.2,
respectively. We observe that δ�α and δT both contain a significant fraction of pixels reaching values larger than 1. Middle column:
standard deviations of the fields δ�α and δT smoothed over various scales, in the upper and lower panels, respectively. Noticeably, these
quantities remain largely below one. Rightmost column: the solid lines represent the power spectra ofUα and Vk, in the upper and lower
panels, respectively. Additionally, the dashed lines highlight the spectra of Uα; taylor and Vk; taylor, in the upper and lower panels,
respectively. We find that the spectra of the Taylor series significantly deviate from the true spectra. This discrepancy is caused by the
heavy-tailed distributions of δ�α and δT.
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focuses on the properties of the δ�α field, and the differences
between the power spectrum of Uα and Uα; taylor, while the
second row focuses on the properties of the δT field, and the
differences between Vk and Vk; taylor. The first two columns
show the cumulative distribution functions and standard
deviations of δ�α and δT, in the upper and lower panels,
respectively. The solid and dashed black lines visible in the
leftmost panels represent the distribution functions of a
normal and log-normal field with standard deviation
σ ¼ 0.2. The third column compares the power spectra
of Uα and Uα; taylor, and of Vk and Vk; taylor, in the upper and
lower panel, respectively.
As visible in the third column of Fig. 6, there is an offset

between the power spectra ofUα andUα; taylor and of Vk and
Vk; taylor. This mismatch increases towards small scales and
is at the origin of the discrepancy between P21 and Plin

21

observed in the middle upper panel of Fig. 5. Specifically at
redshift z ¼ 15, Δ2

Uα; taylor
exceeds Δ2

Uα
by a factor of 2 at

k ¼ 0.13 Mpc−1 and 5 at k ¼ 0.64 Mpc−1. This discrep-
ancy is equivalent to the deviation between Δ2

21 and Δ2
lin.

The same conclusions hold at z ¼ 11 around the heating
peak where the mismatch between the spectra of Vk
and Vk; taylor is of a similar magnitude to the offset between
Δ2

21 and Δ2
lin.

The leftmost panels of Fig. 6 demonstrate that δ�α and δT
both present a heavy tail distribution, significantly deviat-
ing from a Gaussian or a log-normal field, and charac-
terized by a significantly high fraction of pixels reaching
high values δ > 1. This distribution of high peaks is
correlated to the error on the power spectrum induced
by the Taylor series of Uα and Vk, but this relation is
nontrivial. For instance, at redshift z ¼ 15, the δT field is
close to a log-normal with variance σ ¼ 0.2, as visible in
the lower left panel of Fig. 6. At this redshift, the Taylor
expansion is a valid approximation and exhibits a Fourier
spectrum converged with its fiducial value, as indicated by
the overlap of the solid and dashed blue curve in the lower
right panel of Fig. 6. At other redshifts, where the high tail
of the distribution flattens, we observe a divergence of PVk

compared to PVk; taylor
.

We conclude that despite the individual fields having a
variance well below unity, they cannot be treated pertur-
batively due to their strongly non-Gaussian nature. The
presence of strong peaks in the Lyman-α and temperature
fields leads to an overestimation of power within the
perturbative approach. This bias originates from the inva-
lidity of the Taylor series expansion around the peaks of the
individual fields.

V. CONCLUSIONS

Radio interferometers such as the SKA will observe the
21-cm signal from the neutral hydrogen during the cosmic
dawn and the epoch of reionization. Given the high

complexity of coupled hydrodynamical radiative-transfer
computations, many calculations rely on simplifications
and approximations to simulate the 21-cm global signal
and power spectrum. In this paper, we investigate the
validity of a number of approximations commonly made in
the literature.
Our analysis is conducted with the one-dimensional

radiative-transfer code BEoRN [37] which uses an N-body
simulation as input and models the Lyman-α coupling,
x-ray heating, and the reionization process on a grid
painting luminosity profiles around halo centers. The code
provides cosmological boxes of the ionized hydrogen
fraction (xHII), the kinetic temperature of the gas (Tk),
the Lyman-α coupling coefficient (xα), and the total
differential brightness temperature (dTb). We use these
simulation boxes to mimic the predictions of various
approximations and compare them to the true signal. In
order to quantify the sensitivity of our results with respect
to the astrophysical modeling, we investigate the three
source models cutoff, default, and boost which differ in
their stellar-to-halo mass and UVescape fractions for small
galaxies (see Fig. 1 and corresponding text).
As a first step, we test the assumption of ignoring

reionization bubbles when investigating the cosmic dawn,
i.e. the epoch of Lyman-α coupling and heating of the
neutral gas. We show that disregarding reionization during
cosmic dawn has an impact on the 21-cm power spectrum
up to very high redshifts. Even at early periods when the
mean ionization fraction is well below the percent level,
order 50% deviations from the true power spectrum can
occur in the relevant regime of k ∼ 0.1–1 Mpc−1.
Next, we investigate the very common assumption of a

saturated spin temperature during reionization. This cor-
responds to ignoring all effects from the heating and the
Lyman-α coupling period during the reionization process.
We find that for all three astrophysical source models
considered here, effects from reionization cannot be
safely decoupled from the cosmic dawn as the ratio of
the mean spin temperature and CMB temperatures
(T̄S=Tcmb) always stays below 100. Even in the late
regime where the mean temperature ratio may go to
100 > T̄S=Tcmb > 10, the assumption of a saturated spin
temperature still leads to errors on the 21-cm power
spectrum of 10%–20%. This error grows substantially
to about an order of magnitude when moving to the regime
of 10 > T̄S=Tcmb > 1. We conclude that the conditions for
true spin saturation are hardly ever satisfied for realistic
astrophysical source models.
As a next step, we examine the common approximation

of calculating the global differential brightness temperature
dTb from the mean of the individual fields that compose the
signal. We compare this calculation to the true global signal
measured by averaging the dTb signal from the simulation
box. Our analysis reveals a bias of approximately 10%
around the dip of the absorption trough in all three
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astrophysical source models. This error can be reduced
when the correlations between the fields are accounted for.
We propose a method to include the covariances from the
individual clustering terms so that the true signal can be
recovered to good precision.
Finally, we analyze the accuracy of the perturbative

approach for computing the 21-cm power spectrum. This
method is based on a decomposition of the total dTb
fluctuations into a series of individual perturbations from
the Lyman-α, temperature, gas density, and ionization
components. This decomposition is obtained by replacing
certain components of the dTb field with their Taylor series
truncated to first order, and by neglecting high-order
products of individual perturbations. For the EoR we
demonstrate (i) the necessity of including higher-order terms
in the matter and ionization fields next to the standard linear
terms, and (ii) the non-negligible contribution of higher-
order terms in the temperature field for models where the
epoch of heating overlaps with reionization. A similar study
was performed in Refs. [92,110], however, without including
the impact of temperature and Lyman-α perturbations.
Regarding the epoch of cosmic dawn, the linear pertur-

bation approach overestimates the 21-cm power spectrum
during Lyman-α coupling and heating by up to an order of
magnitude. Including higher-order terms improves the
situation somewhat, but differences of a factor of 2–3
remain. We attribute this remaining error to the highly non-
Gaussian (heavy-tailed) distribution of the Lyman-α and Tk
fields. Despite their variances being well below 1, these
fields contain high peaks around large sources where the
Taylor series expansion becomes very inaccurate.

We conclude that analytical approaches based on a
perturbative series expansion of the dTb field remain very
approximate, a fact that is mainly driven by the nonlinear
dependence of the total 21-cm signal to the Lyman-α
coupling and temperature fields [see Eq. (1)].
The various approximations tested in this paper—

separating the epoch of Lyman-α coupling and heating
from the epoch of reionization, and using the perturbative
approach to calculate the 21-cm power spectrum—
result in prediction errors significantly larger than the
anticipated noise from HERA or SKA observations
[19,127,128]. These approximations fail to meet the target
modeling error of 3% required for SKA-low cosmological
constraints to be competitive with Planck, as demonstrated
by Ref. [12]. This underscores the necessity of grid-based
simulations that simultaneously model Lyman-α coupling,
heating, and reionization to obtain accurate predictions
of the total 21-cm global signal and, more so, the power
spectrum.
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and M. Stefanon, The dearth of z ∼ 10 galaxies in all HST
legacy fields—The rapid evolution of the galaxy popula-
tion in the first 500 Myr, Astrophys. J. 855, 105 (2018).

[63] S. De Barros, P. Oesch, I. Labbe, M. Stefanon, V.
González, R. Smit, R. Bouwens, and G. Illingworth,
The greats Hβþ [O III] luminosity function and galaxy
properties at z ∼ 8: Walking the way of JWST, Mon. Not.
R. Astron. Soc. 489, 2355 (2019).

[64] R. A. A. Bowler, M. J. Jarvis, J. S. Dunlop, R. J. McLure,
D. J. McLeod, N. J. Adams, B. Milvang-Jensen, and H. J.
McCracken, A lack of evolution in the very bright end of
the galaxy luminosity function from z ≃ 8 to 10, Mon. Not.
R. Astron. Soc. 493, 2059 (2020).

[65] S. Rojas-Ruiz, S. L. Finkelstein, M. B. Bagley, M. Stevans,
K. D. Finkelstein, R. Larson, M. Mechtley, and J.
Diekmann, Probing the bright end of the rest-frame ultra-
violet luminosity function at z ¼ 8–10 with Hubble pure-
parallel imaging, Astrophys. J. 891, 146 (2020).

[66] R. J. Bouwens, P. A. Oesch, M. Stefanon, G. Illingworth,
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