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PandaX-4T experiment is a deep-underground dark matter direct search experiment that employs a dual-
phase time projection chamber with a sensitive volume containing 3.7 tonne of liquid xenon. The detector
of PandaX-4T is capable of simultaneously collecting the primary scintillation and ionization signals,
utilizing their ratio to discriminate dark matter signals from background sources such as gamma rays and
beta particles. The signal response model plays a crucial role in interpreting the data obtained by PandaX-
4T. It describes the conversion from the deposited energy by dark matter interactions to the detectable
signals within the detector. The signal response model is utilized in various PandaX-4T results. This work
provides a comprehensive description of the procedures involved in constructing and parameter-fitting the
signal response model for the energy range of approximately 1 keV to 25 keV for electronic recoils and
6 keV to 90 keV for nuclear recoils. It also covers the signal reconstruction, selection, and correction
methods, which are crucial components integrated into the signal response model.

DOI: 10.1103/PhysRevD.110.023029

I. INTRODUCTION

Extensive astronomical evidence, as documented in the
literature [1–4], strongly indicates the ubiquitous presence
of dark matter (DM) in the Universe. The nature of DM
remains elusive, with various theoretical frameworks pro-
posing that it consists either entirely or partially of
unknown particles [5–7]. Among these hypotheses, the
weakly interacting massive particle (WIMP) [6] stands out
as one of the most promising candidates. In recent years,
significant advancements in sensitivity have been achieved
by DM direct search experiments conducted in deep
underground laboratories [8–16]. PandaX-4T, established
in May 2020, has emerged as one of the world-leading
experiments of this kind. With accumulated data spanning
over 92 days dedicated to WIMP search, the PandaX-4T
detector has played a pivotal role in advancing our under-
standing in this field. Utilizing a 0.63-tonne-year exposure
(Run0) conducted from November 2020 to April 2021,
PandaX-4T has attained the most stringent constraint on the
WIMP-nucleon spin-independent cross section at that
time [14]. Subsequently, following a campaign for impurity
removal in the summer of 2021, the PandaX-4T experiment
resumed stable operations and has since acquired more than
164 days of additional data (Run1).
The PandaX-4T experiment utilizes a dual-phase liquid

xenon (LXe) Time Projection Chamber (TPC) technique,
as outlined in Ref. [14]. In this configuration, the TPC
enables the detection of both prompt scintillation (S1) and
ionized electrons generated by energy depositions. The
ionized electrons undergo drift toward the top of the TPC
under the influence of an applied electric field. They are
subsequently extracted from the liquid phase into a thin
gaseous xenon layer, where they experience a stronger
amplification field. Through the process of electron
luminescence, the ionized electrons are converted into
secondary scintillation signals (S2). The S1 and S2 signals
are collected by photomultiplier tubes (PMTs) positioned
at the top and bottom of the TPC. Leveraging the time
difference between the S1 and S2 signals, as well as the
signal patterns observed on the PMTs, the longitudinal

and horizontal positions (referred to as z and x-y posi-
tions) of an interaction vertex can be reconstructed. This
positional information is crucial for various purposes,
including distinguishing interactions originating from
material or external radioactivity (e.g., those occurring
near the TPC edges) and identifying interactions caused
by neutrons that may exhibit multiple distinct interaction
vertices within the TPC. In addition, TPCs employing
LXe as the target material possess excellent discrimina-
tion capabilities between DM-induced nuclear recoils
(NRs) and background-induced electronic recoils (ERs)
based on the ratio of S2 to S1. Consequently, the signal
response model, which relates the deposited energy to the
observable signals, plays a crucial role in interpreting DM
signals within TPC-based experiments.
This paper provides a comprehensive description of the

signal response model employed in the analysis of PandaX-
4T results [14,17–20]. The signal response model utilized
in PandaX-4T encompasses the conversion from deposited
energy to the observable signals (S1 and S2). This includes
the signal production within the LXe medium, the sub-
sequent signal collection within the TPC, and the signal
reconstruction, correction, and selection during the data
analysis stage. Given the inherently stochastic nature of
these processes, a fast Monte Carlo (MC) simulation-based
approach with the help of GPU boosting is adopted for the
signal response model. This framework draws inspiration
primarily from the Noble Element Simulation Technique
(NEST) framework [21,22], as well as other similar
methodologies found in the literature [23]. Sec. II describes
our modeling of the intrinsic signal production in LXe. The
signal collection, reconstruction, correction, and selection
procedures are described in Secs. III, IV, V, and VI,
respectively, which are the essential detector effects in
the signal response model. Furthermore, Sec. VII presents
the outcomes of parameter fitting to ensure the alignment of
the model with the calibration data from PandaX-4T. The
obtained results from this fitting procedure are reported.
Finally, a concise summary and a discussion of the findings
are provided in Sec. VIII.
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II. SIGNAL PRODUCTION IN LIQUID XENON

When particles interact with LXe, they transfer momen-
tum to recoiling particles, which can be a shell electron in
the case of ERs or a xenon atom in the case of NRs. These
recoiling particles subsequently lose kinetic energy through
elastic scattering (thermalization) and inelastic scattering
(excitation and ionization) with the surrounding atoms. The
total number of detectable quanta (denoted as Nq), which
includes excited xenon atoms and ion-electron pairs, is
directly related to the deposited energy ξ. This relationship
is governed by the work function, denoted as W. The work
function represents the average energy required to produce
a single detectable quantum in the LXe

Nq ¼ Ni þ Nex ¼ Bðξ=W;LÞ; ð1Þ

where Ni and Nex are the number of ion-electron pairs
and excited atoms, respectively. We take a constant W ¼
13.7 eV [21] in the signal responsemodel.L is the Lindhard
factor [24] characterizing the degree of heat quenching in the
detection process. For ER, the Lindhard factor has a value of
1. To account for the probabilistic nature of the detection
process, the expression Bðξ=W;LÞ is utilized. Here, B
represents a randomly sampled number generated from a
binomial distribution with the number of trials being ξ=W
and the success probability being L. Upon interaction with
the surrounding medium, the excited xenon atom combines
with a neighboring atom to form a dimer, which sub-
sequently undergoes a decay process with a lifetime of
about 4 ns or 22 ns [25]. This decay process results in the
emission of a photon with a wavelength of ∼175 nm. A
fraction of the ion-electron pairs formed during the inter-
action can recombine and form a dimer with a surrounding
atom, leading to the emission of the 175-nm ultraviolet light
as well. The rest of the ionized electrons do not participate in
the recombination process. The numbers of the ion-electron
pairsNi, the emitted photonsNph, and the escaped electrons
Ne can be written as

Ni ¼ B

�
Nq;

α

1þ α

�
;

Ne ¼ BðNi; 1 − rÞ;
Nph ¼ Nq − Ne; ð2Þ

whereα is themean ratio of the numbers of the excited atoms
to ion-electron pairs. The recombination fraction, denoted as
r, exhibits intrinsic fluctuations based on previous discus-
sions [26]. In the fast MC simulations, the recombination
fraction is sampled from a Gaussian distribution, denoted as
Gðhri;ΔrÞ, where hri represents the mean fraction and Δr
represents the fluctuation of recombination. The energy
dependence of the mean recombination fraction, hri, is
traditionally described by Birk’s law [27] in the high-energy
region, typically around the order of 10 keV. In the

low-energy region, the energy dependence of hri is consid-
ered to follow the Thomas-Imel model [28]. However, the
existing measurements show a deviation of the hri from the
Thomas-Imel model in this low-energy region, and a global
model (NEST model) [21] fitting existing data is usually
used in the community. The availability ofmeasurements for
the mean recombination fraction (hri) and its fluctuation
(Δr) is limited in this low-energy region due to the difficulty
of getting keV and sub-keV energy depositions in a dense
detector. Consequently, the nominal values provided by
NESTv2 [22] have uncertainties associatedwith them. In the
PandaX-4T experiment, we have performed further tuning
of the model parameters using our own calibration data to
refine the values of hri andΔr. The details of this tuningwill
be presented in Sec. VII.

III. SIGNAL COLLECTION

TPC detects the primary scintillation S1 signals and the
secondary scintillation S2 signals with different features.
The prompt scintillation signals, S1, are collected shortly

after the particle interaction, typically within a timescale of
10 to 100 ns. However, the collection of S1 signals is
associated with a success probability, typically around 0.1
to 0.2 in dual phase TPCs. This success probability, also
known as the photon detection efficiency (PDE), is spa-
tially dependent and influenced by various factors. These
factors include the coverage of PMTs within TPC, as well
as the collection efficiency and quantum efficiency of the
PMTs themselves. The PDE is also affected by the purity
level of the LXe, which can influence the absorption length
of scintillation photons, and the reflection properties of the
polytetrafluoroethylene (PTFE) reflectors used in the TPC.
The number of collected photons Ndet is related to the
number of photons generated Nph and can be written as

Ndet ¼ BðNph; εPDEðx; y; zÞÞ; ð3Þ

where εPDE represents the spatially dependent PDE.
When a photon is detected by a PMT and converted into

a photoelectron (PE) inside the PMT, there is a phenome-
non known as double PE emission (DPE). This phenome-
non refers to the emission of multiple photoelectrons from
the PMT photocathode as a result of the initial detection of
a single photon. In the case of 175-nm ultraviolet (UV)
light, it has been observed that there is an approximately
20% probability for a single detected photon to generate
two photoelectrons within the PMT [29]. The number of
the PEs Npe that are generated inside PMTs can be
expressed as

Npe ¼ N0
det þ BðN0

det; pdpeÞ; ð4Þ

where pdpe represents the probability of DPE. We usually
take g1 ¼ hεPDEi · ð1þ pdpeÞ as a characteristic parameter
for S1 detection. hεPDEi is the average PDE inside the
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fiducial volume (FV). The spatial dependence of
εPDEðx; y; zÞ is obtained using calibration data, which will
be illustrated in Section V. Note that the N0

det in Eq. (4)
represents the number of photons that are successfully
clustered during signal reconstruction, which will be
detailed in Sec. IV.
The S2 signal in the PandaX-4T detector is obtained by

the detection of secondary scintillation light emitted when
the ionized electrons undergo drift in the sensitive volume
and reach the gaseous xenon region. During the drifting
process, electron attachment can occur, when some of the
drifting electrons become bound to electronegative impu-
rity molecules present in the LXe. The probability of
electron attachment is dependent on factors such as the
concentration and type of impurity. In the PandaX-4T
detector, the most prevalent and dominant electro-negative
impurity is oxygen. The number of electrons that survive
the drifting process and reach the gaseous xenon layer,
denoted as Ndrift, can be written in the form

Ndrift ¼ BðNe; e−z=ðτevdriftÞÞ; ð5Þ

where vdrift is the constant drift velocity of the electrons in
LXe, and τe is the electron lifetime which is an indicator of
the impurity level. Throughout Run0 and Run1 of the
PandaX-4T, the operation of the TPCwas subject to various
procedures and incidents, such as power outages. These
events led to the introduction of impurities into the TPC,
despite the continuous circulation and purification of the
LXe. The evolution of the electron lifetime was monitored
during this period using residual α events originating from
222Rn decays (as shown in Fig. 1), as well as x-ray events
resulting from the decays of neutron-activated 129mXe
and 131mXe.

The drifted electrons are subsequently extracted into the
gaseous xenon layer of the TPC. However, it is worth
noting that if the extraction electric field strength is
insufficient, a fraction of the electrons may fail to be
extracted, leading to a signal loss. The number of extracted
electrons Next can be written as

Next ¼ BðNdrift; εextÞ; ð6Þ

where εext represents the extraction efficiency. Once
extracted, the electrons pass through the gaseous xenon
medium, inducing excitation in the surrounding xenon
atoms, which subsequently emit 175-nm ultraviolet (UV)
light. These light signals are collected and converted into
PEs by the PMTs. The number of PEs of these light signals
Nprop then is modeled as

Nprop ¼ Gðκðx; yÞNdrift;Δκ
ffiffiffiffiffiffiffiffiffiffi
Ndrift

p
Þ: ð7Þ

The overall amplification gain, denoted as κ, is determined
by the combined factors of light collection efficiency,
the gas gap thickness, and the strength of the amplifica-
tion field. However, the amplification process is subject
to nonuniformities in the amplification field, leading to
fluctuations in the total gain. These fluctuations are
quantified by the parameter Δκ, which typically exhibits
magnitudes on the order of 20% to 40% of κ. To describe
the amplification of the charge signal, a commonly
employed parameter is defined as g2 ¼ hκiεext where hκi
is the average of κ within the FV. The spatial dependence of
κðx; yÞ is illustrated and given in Sec. V. In order to have
time-independent charge amplification in the data, the
temporal feature of κ is corrected (discussed in later
Sec. V) and shown in Fig. 2. Note that in the PandaX-4T
analysis, the S2 signals from bottom PMTs are used.

FIG. 1. The electron lifetime evolutions in Run0 and Run1 scientific data taking periods. The gray shaded regions indicate the time
periods for detector operations. The period of calibration runs are present as well, including 241AmBe (magenta), DD (red), 220Rn (cyan),
and 83mKr (green).
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The S2 distribution on the bottom PMTs is more spread
than the one on the top PMTs, reducing the chance of PMT
saturation for S2s. Therefore, we use the corresponding
parameter g2b ¼ hκbiεext as the parameter for describing the
S2 gain.
Both g1 and g2b can be determined by analyzing calibra-

tion data. Following the charge correction steps discussed
later in Sec. V, g1 and g2b are fitted by ER peaks of 83mKr
(41.5 keV), 131mXe (163.9 keV) and 129mXe (236.2 keV),
according to the energy reconstruction formula

ξ ¼ W

�
Qc

S1

g1
þQc

S2b

g2b

�
ð8Þ

where Qc
S1 and Qc

S2b
are the corrected S1 and S2 charges,

respectively. The lower b indicates the S2 charge is obtained
fromonly the bottomPMTs.The correction here refers to the
correction for signal’s spatial nonuniformity, which will be
detailed in Sec. VA. In order to establish a unified signal
response model for the entire data-taking period of PandaX-
4T, the parameters (g1, g2b) for Run0 and Run1 data are
considered to differ by a factor due to variations in operating
conditions, specifically electric fields and liquid levels.
Using the α events from 222Rn decay, we obtain that the
g1 in Run1 is 9% smaller than that in Run0, and g2b 22%
larger. Next, the corrected S1 and S2b yields, defined as the
number of detected PEs (corrected) in the S1 and S2b signals
per unit of energy, aremeasured for six ER peaks originating
from 83mKr (41.5 keV), 131mXe (163.9 keV), and 129mXe
(236.2 keV) in both Run0 and Run1 datasets. The distri-
butions of corrected S1 and S2b yields, often referred to as
Doke plots, in Run0 and Run1 are simultaneously fitted to
obtain the g1 and g2b. Figure 3 illustrates the distributions of
corrected S1 and S2b yields from the six ER peaks, and the
best fit of g1 and g2b.

IV. SIGNAL RECONSTRUCTION

The impact of signal reconstruction on the signal
response model is substantial due to several factors. The
region of interest (ROI) that we focus on is characterized
by low deposit energy, making it susceptible to various
sources of fluctuations introduced during the trigger,
reconstruction, and correction processes. Additionally,
the presence of noise, PMT afterpulsing, photoionization
effects, and delayed electrons complicates the data selec-
tion process. These factors collectively contribute to the
considerable influence of signal reconstruction on our
model’s accuracy. In this section, we provide a detailed
description of the sequential steps involved in signal

FIG. 2. The evolution of κ in Run0 and Run1 data taking periods. The gray shaded regions indicate the time periods for detector
operations. The period of calibration runs are present as well, including 241AmBe (magenta), DD (red), 220Rn (cyan), and 83mKr (green).

FIG. 3. The corrected S1 and S2b yields obtained from 83mKr,
131mXe, and 129mXe in Run0 (red) and Run1 (blue) data. A Run0-
Run1 combined fit is performed using these corrected S1 and S2b
yields to obtain the g1 and g2b, with a projection line being plotted
for both runs. The best fit (g1, g2b) values for Run0 and Run1
are (0.103� 0.005, 3.9� 0.4) and (0.093� 0.004, 4.7� 0.5),
respectively.
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reconstruction and present an effective model for signal
reconstruction within the signal response model.

A. Hit finding and clustering

Following the collection and amplification of the 175-nm
light signal by the PMTs, the resulting signal is passed to
the V1725 fast analog-to-digital converter (FADC). To
reduce data size, we employ the zero length encoding
(ZLE) modewithin the FADC. This mode involves setting a
ZLE threshold, which is determined as approximately one-
third of the single PE amplitude (20 ADC units). Only
waveform segments that exceed this threshold are recorded.
For each PMT channel, waveform segments are first
subtracted by their respective baselines, which are calcu-
lated segment-by-segment. The single hit is then con-
structed once the amplitude exceeds the 2.44 mV (20
ADC) threshold and continues until there are 80 ns of
continuous sampling points whose amplitudes are below
this threshold. To keep enough duration for baseline
calculation, the shortest duration of one segment is set
to be 400 ns. These single hits serve as the fundamental
units within the entire data structure throughout the
PandaX-4T data analysis process. Based on these single
hits, we further define the concepts of signal and physical
event. The single hits across the PMT channels are further
clustered into a single pulse, once the time difference of any
two adjacent hits in the clustered pulse is less than 60 ns.

B. Pulse classification

The clustered pulses are further categorized into S1 and
S2 pulses based on their different characteristics. S1 lights
are generated almost instantly after the incident particle
collides with the target nucleus, resulting in a narrow pulse.
Additionally, the S1 lights are generated in the LXe region
below the liquid-gas surface. Due to the total internal
reflection effect at the liquid-gas interface, the S1 signal
received by the bottom PMTs is greater than that received
by the top. On the contrary, the generation of S2 signals
involves the electron drifting which is affected by diffusion,
and the continuous acceleration and extraction of electrons
in the gaseous layer under a stronger electric field, resulting
in a larger amplitude and a more spread time profile of the
S2 lights. Since the S2 lights are generated in gaseous
xenon and closer to the top PMTs, the top PMTs receive
more lights.
With these considerations, the classification of S1

and S2 pulses is primarily based on the pulse shape
and its distribution across the PMTs. To characterize
the charge partition between the top and bottom PMT
arrays, we define the top-bottom asymmetry (TBA) as
TBA ¼ ðqt − qbÞ=ðqt þ qbÞ, where qt=b represents the
accumulated charge of the pulse from the top/bottom
PMTs. Additionally, the full width of the pulse is defined
as the difference of the reconstructed left and right

boundaries (overthreshold times with some buffer) of the
pulse, which is affected by the afterglow effect. To better
characterize the pulse duration while mitigating the after-
glow effect following the major pulses, we also introduce a
pulse width metric called CDF width. This width is
determined by the time interval that encompasses the
cumulative charge from 10% to 90% of the pulse and is
denoted as w90–10

CDF . In the data processing of PandaX-4T, the
analysis program iterates over all clustered pulses and
assigns different types to each pulse. The classification
discussed in this work primarily focuses on the low-energy
region (< 25 keV for ER or < 90 keV for NR). Before
the classification, noise and discharging pulses are pre-
identified based on their abnormal waveform shapes and
concentrated distributions. Signals larger than 106 PE with
narrow widths and negative TBA values, or signals larger
than 104 PE with one PMT channel accounts for more than
40% of the total signal charge, are determined to be due to
discharging. Subsequently, the S1 and S2 pulses are
identified with relatively loose filtering conditions com-
pared to the final data selection. For S2 pulses, a minimum
total charge of 15 PE is required, along with triggering of at
least five PMTs and a TBA above a charge-dependent
lower limit. Furthermore, the full width of S2 pulses must
be larger than 320 ns, and w90–10

CDF must exceed 240 ns.
Regarding S1 pulses, the total charge is accepted down to
0.3 PE (corresponding to the ADC threshold of a single
hit), with a charge-dependent upper limit for TBA. Low-
energy S1 pulses are also required to have w90–10

CDF less
than 320 ns.

C. S1-S2 pairing

In a TPC detector, a typical physical event is charac-
terized by the presence of one S1 pulse accompanied by at
least one associated S2 pulse. In the case of multiple
scatters (MSs), multiple S2 pulses are present. To define the
time window for a physical event, we primarily consider a
window extending 1 ms before and after the start time of the
first arrived S2 pulse, which serves as the anchor S2. The
anchor S2 is subject to updating if a subsequent S2 pulse
with three times larger total charge is found within the event
window. In this case, the window’s right boundary is
extended to 1 ms after the updated anchor S2, and the
left boundary is synchronously redefined as 1 ms before it.
This updating procedure is iterated until no more update on
the anchor S2 is needed. The 1-ms window is chosen so that
it is sufficiently larger than the maximum drift time of the
TPC, which are approximately 840 and 850 μs in Run0 and
Run1, respectively.
Once the event window is determined, the major S2

pulse is identified as the pulse with the largest total charge.
This pulse is considered to be the primary S2 signal
associated with the event. To enhance the pairing efficiency
between S1 and S2 signals in physical events, several
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selection criteria are applied to the major S1 signal. These
criteria aim to distinguish it from single electron (SE)
fragments that may be incorrectly tagged as S1 pulses. The
major S1 pulse is required to be “clean,” meaning that no
other signals should appear in its temporal vicinity (within
400 ns before and after). Additionally, the major S1 pulse
should not have more than 5 peaks,1 and its w90–10

CDF is
constrained to a maximum of 240 ns. Furthermore, to
distinguish the major S1 pulse from pulses due to dis-
charging, it is required that the light distribution of the
major S1 pulse is not excessively concentrated on the top
and bottom PMT arrays. We use the area of a single hit
(Ahit) in the waveform to quantify the concentration
of the light signal, and set upper limits to the largest hit
area detected from top and bottom PMT arrays, respec-
tively. Since the TBA distribution of S1 (TBAS1) has been
tested to be consistent between waveform simulation and
calibration data [30]. The 99.5% quantile derived from
waveform simulation in the parameter space of TBAS1 −
MðTBAS1Þ as a function of QS1 is applied as an upper
bound, where MðTBAS1Þ denotes the median values with
respect to the drift time dt, as shown in Fig. 4. The largest
of the S1 pulses that satisfy the criteria within the physical
event window before the first arrived S2 is determined as
the major S1.

D. S2 reclustering

In the analysis of PandaX-4T data, an additional reclus-
tering procedure is applied to the largest and second-largest
S2s in a physical event. This step is necessary to address the
problem of the initial clustering method, which combines
two adjacent hits into one cluster if they are less than 60 ns

apart in time. It has been observed that this approach can
lead to incorrect fragmentation of hits that actually belong
to an S2 signal. To overcome this issue, the reclustering
algorithm utilizes the S2 width relation with the S2 vertical
position due to electron diffusion. For each instance of the
largest and second-largest S2 waveform, the clustering
width is redefined and adjusted based on factors such as the
vertical position and the S2 size.
In the reclustering process of PandaX-4T, the determi-

nation of whether to merge each nearest neighbor pulse into
a major S2 signal is performed based on whether the
inclusion would result in a S2 w90–10

CDF that complies with
the expected S2 width due to diffusion. Based on the
distribution of the S2w90–10

CDF as a function of drift time t, the
standard deviation σoriðtÞ of the S2 w90–10

CDF as a function of
drift time is derived. The nearby small signal ismerged if its
resulted w90–10

CDF increment is less than 1.5σoriðtÞ. For S2
signals smaller or larger than 1000 PE, the reclustering is
forced to stop when the merged S2 signal’s w90–10

CDF deviates
by 5σ or 3σ, respectively, from the expected w90–10

CDF of the
initial S2 before the reclustering. Additionally, the hori-
zontal distance between signals (< 200 mm for Qsignal >
10 PE) is taken into account to ensure spatial proximity,
suggesting a common origin for the merging candidates.

E. Position reconstruction

The vertical position in the PandaX-4T experiment is
determined by multiplying the drift velocity by the time
difference between the S1 and S2 signals. For horizontal
position reconstruction in the PandaX-4T experiment, two
algorithms have been developed: the template matching
(TM) and the photon acceptance function (PAF) methods.
These algorithms are designed to determine the scattering
position of each event based on the signals collected by
the top PMT array during the S2 signal. More details
of the position reconstruction can be found in Ref. [31].

FIG. 4. Left: the distribution of low energy ER and NR calibration events presenting the relation between TBAS1 and drift time. The
red solid curve illustrates the median of TBAS1 [i.e., MðTBAS1Þ]. Right: Median-centering for TBAS1 as a function of QS1. Any S1
above the red dashed curve is not treated as a major S1.

1The number of peaks in a signal waveform refers to the count
of times the signal exceeds 1=3 of its maximum amplitude and
then falls below 1=10 of its maximum amplitude.
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The reconstruction quality is influenced by the statistical
fluctuation of S2 hit pattern, and depends on the S2 charge.
The position resolution (Fig. 5) is estimated conservatively
by taking the data-driven edge events (S2 from 210Po
alpha), by a series Gaussian fit on the radius distribution
of different S2b ranges.
Non-functioning PMTs (“off-PMT”) lead to topological

defects in the charge pattern on PMTs, leading to offsets in
horizontal position reconstruction. Especially when several
adjacent PMTs are malfunctioning, this offset effect
becomes more pronounced, which results in significant
charge loss. To reduce the reconstruction uncertainty at and
close to “off-PMT” regions, the brightest PMT channel
center is used as the prior position of the reconstructed
algorithm. Relaxed S2 TBA selection criteria to the scatter
events located at this region is applied to reduce the
acceptance loss.

F. Model of signal reconstruction
in signal response model

The PE waveforms, shaped by PMTs, undergo process-
ing procedures described in the previous subsections. These
detected hits are organized into clusters, which are further
classified as either S1 or S2 signals based on their
respective pulse widths. The identified S1 and S2 signals
are subsequently paired together to form physical events.
However, it is important to note that both S1 and S2 signals
can be subject to biases during the clustering and classi-
fication processes. For example during the clustering
process, the hits are assigned to clusters if the time
difference between any two hits is less than 60 ns.
Considering the photon propagation in LXe and reflection
on PTFE surface, the efficiency loss caused by the
clustering process could be nontrivial. This effect mainly
influences the low-energy region, and the number of
photons that survive the hit clustering is modeled as

N0
det ¼ BðNdet; 1 − εhitÞ; ð9Þ

where the εhit is the loss probability of 1 hit during the
clustering and is dependant on the number of hit Ndet,
shown in Fig. 6. The hit loss probability is estimated using
the PandaX-4T waveform simulation framework [30].
Furthermore, it is important to acknowledge the potential

bias introduced to the S1 charge measurement due to the
self-trigger threshold of the digitizers. The self-trigger
threshold is set at 20 ADC, and as a result, single hits
below this threshold will be discarded. Consequently, the
S1 obtained after hit clustering may be underestimated
compared to the true S1 value. Externally triggered data
without such 20-ADC self-trigger threshold from the LED
light calibration is utilized to determine the efficiency of
such 20-ADC self-trigger threshold to S1s with various

FIG. 5. Position reconstruction resolution as a function of the
corrected S2 charge from bottom PMTs.
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signal sizes. Applying the self-trigger threshold allows for
the successful recording of approximately 90% of the
single PEs, contributing to the overall bias in the S1 charge
measurement. The S1 charge is modeled in the signal
response model as

QS1 ¼ NPEGð1þ δselfS1 ;ΔδselfS1 Þ; ð10Þ

where δselfS1 and ΔδselfS1 represent the S1 mean bias caused by
the self-trigger and its associated fluctuation, respectively.
The bias caused by the self-trigger threshold is overlaid in
the left panel of Fig. 6.
The aforementioned factors also collectively contribute

to a slight bias in the S2 charge after the signal
reconstruction. The combined biases arising from the
clustering, classification, and pairing procedures for the
S2 signal (δS2), along with their corresponding fluctuation
(ΔδS2), are assessed through a dedicated waveform simu-
lation, as detailed in Ref. [30]. Figure 6 illustrates the mean
and fluctuation of these biases for S2 signals as a function
of the S2 charges. The S2 charge (QS2) is then modeled as

QS2 ¼ NpropGð1þ δS2;ΔδS2Þ; ð11Þ

Signal reconstruction can also contribute to a direct loss
in efficiency, particularly during the processes of pulse
classification and the pairing of S1 and S2 signals. The
assessment of these efficiencies is performed using the
waveform simulation framework [30]. Efficiency values,
characterized as a function of energy, are presented in
Sec. VI.

V. SIGNAL CORRECTION

A. Spatial uniformity correction

The spatial nonuniformity of the S1 and S2 signals in the
PandaX-4T detector is primarily attributed to several
factors. These include the unevenness of the electric field,
the levelness of the liquid-gas surface, and the optical solid
angle. Additionally, operational conditions of the PMTs
and impurity concentration in the LXe can also contribute
to these nonuniformities. These spatial nonuniformities
have the potential to degrade the energy resolution of the
detector, thereby impacting its overall detection sensitivity.
To correct for the spatial nonuniformities, a method
utilizing an injected radioactive source, specifically
83mKr, is employed. It is assumed that the 41.5 keV
X-ray-induced ER events from 83mKr are uniformly dis-
tributed throughout the sensitive volume of the PandaX-4T
TPC. The correction maps, expressed as the photon
detection efficiency εPDE and charge amplification factor
κb for S1 and S2b, respectively, are obtained through a
fitting procedure using a three-variable 9th-degree poly-
nomial function (

P
ijk cijkx

iyjzk, where i, j, k are integers
from 0 to 9). Figure 7 shows the εPDE on (r2, z) and (x, y)

for Run0 and Run1. Figure 8 shows κb on (x, y) for Run0
and Run1. The reconstructed positions in 83mKr data are
approximated as the true positions since the position
reconstruction resolution is small at the S2 size for 83mKr
(>1000 detected electrons).
As mentioned in Sec. III, the number of electrons gets

reduced due to the attachment to electro-negative impurities
in LXe during the drift process. The 5.6MeV 222Rn αevents
are also used for obtaining the electron lifetime τe. All
physical S2s adopt this z-dependent charge correction by a
factor of e−z=τe=vdrift .

B. Temporal variation correction

The magnitude of the detected S1 and S2 signals in the
PandaX-4T experiment is known to be affected by varia-
tions in the detector conditions, such as the liquid level.
These variations occur over time, particularly during Run1
when the overflow tube experienced a failure. To mitigate
the impact of this instability, a temporal correction is
applied to the S1 and S2 signals. To derive the run-by-
run time-correction factors for the S1 and S2 signals,
5.6 MeV α decay events from 222Rn are utilized. These
events are used to determine the correction factors, which
are then applied to signals at all energy levels. Only 222Rn α
events with drift times ranging from 200 μs to 550 μs are
considered. The lower and upper limits of the drift time
range are set to avoid influences from other radioactive
impurities and PMT saturation, respectively. The reference
points for the correction factors are determined based on the
average values of the last 10 DM runs for both Run0 and
Run1. Set 1-3 of Run0 are further corrected set-by-set
based on the 163.9 keV γ peak from 131mXe in a similar
approach. The variations before such temporal correction
are 0.6%(0.7%) in S1 and 1.6%(4.6%) in S2b on average
for Run0(Run1).

C. Position correction

Due to several detector effects including the distortion of
drift electric field and the segmented coverage of the top
PMTs, events, especially for those close to the PTFE wall,
tend to be reconstructed toward the interior in terms of
horizontal position. For a direct comparison in the MC
simulation, an azimuth-angle-dependent as well as
z-dependent horizontal radial position affine scaling is
necessary. The scaling factors are derived based on the
uniformity of 83mKr ER events. Figure 9 shows the
significant effect of this radial scaling using 210Po α events,
which are mostly from the PTFE surface and selected
through dedicated criteria involving event’s S1 charge
and TBA.

D. Model of signal correction in signal response model

In the PandaX-4T TPC, both the S1 and S2 signals
exhibit spatial dependence, as discussed in previous
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FIG. 7. The 3-D PDE εPDE map projected on (r2, z) and (x, y) planes are shown in the left and right panels, respectively. The top and
bottom panels show the maps for Run0 and Run1, respectively. The color axes give the values of the position-dependent PDE
εPDEðx; y; zÞ [Eq. (3)].

FIG. 8. The S2 gain maps as a function of horizontal position (x, y) for Run0 and Run1. The bright spot that appears in the right top of
the left plot is due to one noisy PMT channel during Run0.
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subsections. To account for the spatial dependence of
signals, the S1 and S2 charges can be corrected through

Qc
S1 ¼ QS1hεPDEi=εPDEðxrec; yrec; zrecÞ;

Qc
S2 ¼ QS2ez=τe=νdrifthκi=κðxrec; yrecÞ: ð12Þ

It should be noted that the position coordinates in Eq. (12)
are the reconstructed coordinates. These reconstructed
coordinates are susceptible to fluctuations due to the
inherent resolution limitations of the position reconstruction
algorithms. The extent of these fluctuations is influenced by
the size of the S2 signal, with smaller S2 signals resulting in
more pronounced fluctuations. The S2-dependent position
reconstruction resolution, denoted as σpos, is illustrated in
Fig. 5. Assuming identical position resolutions in the x and y
directions, the reconstructed transverse positions xrec and
yrec can be expressed as

xrec ¼ Gðx; σposÞ; yrec ¼ Gðy; σposÞ: ð13Þ

VI. SIGNAL SELECTION

In order to maintain a high level of data purity and
eliminate spurious events, a series of data selections are
applied. These selections involve quality assessments of the
S1 and S2 signals, correlation between S1 and S2, wave-
form “dirtiness,” and other considerations. More details are
given in the following subsections.

A. Data quality

To ensure data quality in the PandaX-4T experiment,
certainmeasures are implemented to remove exposure times
that exhibit high rates of eitherS1 orS2 signals. The first step
involves identifying and removing data files, each contain-
ing approximately 15 seconds of data, that exhibit signifi-
cantly higher rates of S1 signals within a continuous period
of time where the S1 rate exceeds the normal rate (10 to

15 Hz) by 2 standard deviations (2 to 3 Hz). 1% and 7% of
live time are removed in Run0 and Run1, respectively. A
specific treatment is applied to address the issue of after-
glow, which refers to the presence of delayed electrons
following a large signal. This treatment is performed on an
event-by-event basis. After each pulsewith a charge exceed-
ing 10000 PE, a certain length of the recorded data time
window is vetoed and excluded from analysis. To determine
the appropriate length of the vetoed window, the concept of
“silent rate” is introduced. The silent rate (Rsil) refers to the
average rate of signals in nonvetoed windows, which are
significantly delayed (≳200 ms.) following large signals,
within a given data file. The window length is determined
such that the charge density (total S2 charge per unit time)
falls below a threshold of a · Rsil, as illustrated in Fig. 10.
The scaling factor a is optimized bymaximizing a figure-of-
merit (FoM) defined as

FIG. 9. The median of radius square of 210Po α events before (solid line) and after (dash-dotted line) the azimuth-angle-dependent
scaling at different z.

FIG. 10. An example of the S2 afterglow rate as a function of
the delay time following one large S2 is shown by the black dots.
The blue dashed line represents the calculated “silent rate” level.
The red dashed line corresponds to the optimized cutoff rate
a · Rsil. The gray shaded region gives the time window for cut-off,
which is determined based on the cutoff rate.
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FoM ¼ ϵaftðaÞffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RaftðaÞ

p ; ð14Þ

where ϵaft and Raft are the fraction of exposure time left and
average S2 rate, respectively, after applying the aforemen-
tioned veto on data time window. The exact value of a
depends on the S2ROI for the analysis which influences the
values of Rsil and Raft.

B. Individual signal quality

The reconstruction quality of individual physical signals
is ensured by applying range selections on the parameters
that are related to the S1 and S2 pulse shapes, as well as the
signal distributions among PMTs. All the relevant param-
eters and their descriptions are listed in Table I. It is worth
noting that for events occurring near the PMTs that were
turned off due to malfunctions (referred to as “off-PMT”
region), the selection criteria based on TBA and recon-
structed position parameters are appropriately relaxed to
ensure that the acceptance in this region remains consistent
with the rest of the TPC. The detail for signal quality
selections on each parameter is presented in Fig. 11,
showing the low-energy events distribution from the sum
of all the 220Rn, 241AmBe and DD calibration data in each
specific parameter space, along with dashed colored lines
represent the cut boundaries. The data points that deviate
from the charge-dependent TBAS2 and fall below the lower
boundary of the cut are associated with events that occur in
the “off-PMT” region.
The efficiency of these individual signal quality selec-

tions are derived both from a data-driven approach using all
of 220Rn, 241AmBe and DD calibration data and an approach
based on the simulated samples from the waveform

simulation [30], shown in Fig. 12. In the data-driven
approach, the events in these low energy calibration data
that pass the single scatter cuts (see Sec. VI D) are selected
to evaluate the efficiencies of the signal quality selections.
Particularly, we require these events to have S2 charge and
w90–10
CDF values within 15%–85% (25%–75%) quantiles of

the expected S2 charge and width distributions for NR (ER)
calibration data to ensure the purity of the data sample.
Considering the correlation between the selection criteria,
efficiency of the selections that concern S1-related (S2-
related) parameters are modeled as a function ofQS1 (QS2).
The results of Run0 and Run1 are consistent with each
other. The data-driven derived efficiency is taken as the
nominal results, while the difference between waveform-
simulation and data-driven results is considered as the
systematic uncertainty.

C. S1-S2 correlation

In liquid xenon detectors, ionized electron clusters
experience a diffusion effect during their drift process.
As a result, clusters with longer drift times will have larger
widths, and specifically, the size in the vertical direction is
reflected in the waveform’s width. In Fig. 13, we show the
distributions of the CDF width w90–10

CDF versus the drift time
from the 83mKr, 220Rn, and neutron calibrations, as well as
the α events from 222Rn in the background data. Therefore a
direct correlation between the primary width of the wave-
form and the drift time is established, known as the
diffusion relation. Moreover, the broadening of the width
distribution for smaller S2s suffers more pronounced
binomial fluctuations in the number of electrons contrib-
uting to the small signals. A charge-dependent selection
criterion is applied on the normalized flattened parameter

TABLE I. The parameters that are used in the signal quality selections, together with their descriptions and the types of noise they are
intended to remove.

Symbol Description Remarks for major noise

Amax
hit;bottomðS1Þ The largest hit area at the bottom of S1 Remove sparking

Amax
hit;topðS1Þ The largest hit area at the top of S1 Remove sparking

hQS1iPMT The average charge per PMT channel of S1 Remove sparking
NpeakðS1Þ The number of peaks identified in the S1 waveform Remove S1-like single electron

w90–10
CDF ðS1Þ The CDF width of S1 waveform Remove S1-like single electron

TBAS1 The TBA of S1 Remove accidental coincidence

w90–10
CDF ðS2Þ The CDF width of S2 waveform Remove accidental coincidence

hS2 The height of S2 waveform Remove sparking
σAhit

The standard deviation of the hit areas of S2 Remove sparking

TBAS2 The TBA of S2 Remove gas event
σ�TM The charge-weighted standard deviation of the

reconstructed position by TM algorithm
Poorly reconstructed position

Δr2TM−PAF The square of the distance between two reconstructed
positions by TM and PAF algorithms

Poorly reconstructed position
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FIG. 11. The parameter spaces of all the S1- and S2-related quality selections. The data shown are the sum of all the 220Rn, 241AmBe
and DD calibration data. The red dashed lines give the selection boundaries in each specific parameter space. The red dash-dotted lines
indicate the relaxed selection boundaries for the “off-PMT” region. Table I describes the meaning of the variables used here.
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FIG. 12. Efficiency curves as functions of QS1 and QS2b for S1-related selection cuts and S2-related selection cuts, respectively. The
difference between waveform simulation and data-driven (see text for detailed description) results is considered to be a systematic
uncertainty.
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FIG. 13. The normalized distributions of the S2’s w90–10
CDF over the drift time for four types of data: (a) the 220Rn calibration, (b) the

neutron calibration using 241AmBe and DD, (c) the 83mKr calibration, and (d) the α events originated from 222Rn impurities. The red solid
lines represent the means of the distributions.
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spaces of the 10%-to-90% (w90–10
CDF ) and 10%-to-50% (w50–10

CDF )
CDF widths. The flattening process reduces the dependence
on the drift time.The distributions of the normalized flattened
CDF widths W90 ≡ ðw90–10

CDF −Mðw90–10
CDF ÞÞ=Mðw90–10

CDF Þ and
W50 ≡ ðw50–10

CDF −Mðw50–10
CDF ÞÞ=Mðw50–10

CDF Þ, whereM function
gets themedian of thevariable fromsimulation, are displayed
in Fig. 14. The parameter region between the 0.5% and
99.5% contours are selected.
The scintillation light can be generated anywhere in the

sensitive volume and emit isotropically. A recoil taking
place near the cathode/gate will collect more light on the
bottom/top PMT array due to the solid angle. Hence such a
geometric relation of the scintillation light is illustrated by a
selection cut in terms of S1 TBA as a function of the
electron cloud drift time.

D. Single scatter

Neutrons generated through spontaneous fission and the
(α, n) reaction of radioactive materials within the detector
can undergo MS interactions within the sensitive volume. A
crucial parameter for categorizing a single-scattering (SS)
event is the count of S2 signals that meet specific quality
selection criteria. Only S2s with a full width greater than

0.8 μs that fall within certain TBA parameter ranges for S2
will contribute to the count. To distinguish from the
afterglow effect, any S2 signal that exhibits a charge value
above a predetermined threshold is considered in the
analysis

�
QS2;i > 75 PE

QS2;i > 0.06QS2;max
; for all i; ð15Þ

where QS2;i and QS2;max are uncorrected charges of the ith
largest and the largest S2, respectively, in the event.
Besides, in order to further suppress the background due

to the material neutrons, MS events with one interaction in
the veto region are rejected. The veto region is between the
inner vessel and TPC’s PTFE side panel reflector. These
MS events are identified as nonzero photo charges within
the S1 window in the veto region, and excluded from the
analysis. Approximately 20% of the neutron events are
removed by this veto based on the neutron calibration data.

E. Waveform “dirtiness”

The actual recorded waveform in real data within an
event time window contains not only the S1 signal induced

FIG. 14. The distributions of the normalized flattened CDF widths. The top and bottom panels give the distributions from the
waveform simulation data and Run1 calibration data (220Rn, 241AmBe and DD), respectively. The left and right panels give the
distributions of W90 and W50, respectively. The red dashed lines indicate the selected parameter spaces.
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by scintillation light and the S2 signal caused by electro-
luminescence from ionized electrons but also various noise
signals. These noise signals originate from PMT dark
counts, microdischarges, delayed single-electron extrac-
tions, and so on, which can degrade the quality of physical
signal reconstruction. Thus, each event must adhere to a
basic duty cycle requirement within the event time window.
In order to reduce the interference of noise signals on the
reconstruction of the waveform and charge amplitude of
physical S1 and S2 signals, the proportion of physical
signals with respect to the entire event total charge is
required to reach a certain threshold. The noise level
depends on the data taking status, leading to a different
threshold of 72% and 59% for ER and NR calibration data,
respectively. ER calibration data have an extra requirement
that the charge proportion of nonphysical signals before the
major S2must be smaller than 6%, with respect to the entire
event total charge. Furthermore, for WIMP search analysis,
events with more than one S1 signals that can be paired with
anS2 are removed to eliminate any ambiguity in pairing. The
optimized pulse classification strategy for low energy
analysis is not proper for S1 much greater than the low
energy region of interest (>500 PE), and it happens to be
classified to a specific signal type called “Unknown”, which
leads to its S2 wrongly paired with an small isolated S1. In

order to specifically remove such events, the charge of all
“Unknown” signal before the major S2 are required to be
less than 4.2 times the charge of the mis-identified major S1.

F. Model of signal selection in signal response model

The efficiencies of the majority of these selections can be
modeled as functions of the S1 or S2 signals. However,
certain selections may also depend on additional variables,
such as the drift time. For example, we require a correlation
between the S2 width and drift time to satisfy the diffusion
principle. For each simulated event in the signal response
model, a weight w is assigned corresponding to its expected
efficiency

w ¼ ϵq · ϵr · ϵrec · ϵss; ð16Þ

where ϵq and ϵr are the products of the quality data
selections and the selections that require the S1 and S2
be in the ROI, respectively. ϵrec is the efficiency of signal
reconstruction which is illustrated in Sec. IV. The single
scatter selection efficiency is denoted as ϵss. This selection
requires that the largest S2 charge (Q1st

S2 ) in an event is
greater than a certain threshold value. The single scatter
selection is a distinct data selection criterion designed to
retain a majority of the genuine single scatter events while

FIG. 15. The detection efficiency (green line), reconstruction efficiency (blue line), data quality efficiency (orange line), and the total
efficiency (red, with the shaded band representing the uncertainty) as a function of NR energy (upper panels) and ER energy (lower
panels). The left and right panels show the efficiencies for Run0 and Run1, respectively.
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potentially misclassifying a portion of the true multiple
scatter events as single scatters. Due to its unique nature, a
simple efficiency measure is insufficient to fully character-
ize its impact on data purity. Thus, the SS selection is
directly incorporated into the fast MC simulation of the
signal response model. This enables the extraction of the S1
and S2 signal charges associated with each deposition
cluster, providing a more accurate representation of the
detector response to the GEANT4-simulated (G4-simulated)
[32] event. In the case of S1 signals, their charges are
combined since the simulated particles typically have
sufficient speed, resulting in energy depositions occurring
within a time frame shorter than the scintillation light
propagation time and the dimer decay constant. Unless the
S2 signals of a particular simulated event satisfy the SS
selection criteria given in Eq. (15), the efficiency ϵss is set to
1 instead of 0. Additional details regarding the G4-based
simulation and the clustering of energy depositions will be
provided in Sec. VII. All the efficiencies as a function of
NR and ER energies are summarized in Fig. 15.

VII. FIT TO DATA

The signal response model of PandaX-4T is tuned by
matching the (Qc

S1, Q
c
S2b

) distributions between the cali-
bration data and the fast-MC simulation. To expedite the
fitting process, acceleration is employed for the simulation,
leveraging the computational capabilities of GPUs. In this
section, we provide a comprehensive description of the
tuning process.

A. Calibration data

The tuning process of the PandaX-4T signal response
model incorporates calibration data from three sources:
injected 220Rn source, external 241AmBe neutron source,
and a DD neutron generator. The total numbers of events
used in fit are 1921 (2838), 1823 (935), and 1049 (1770) for
220Rn, 241AmBe, and D-D calibration data, respectively, in
Run0 (Run1). For the 220Rn calibration, the energy spec-
trum is assumed to be “flat” in the low-energy region due to
the dominant decay process of β decay from 212Pb, which
has a relatively high Q value of 584 keV. The spatial
distribution of 212Pb is also assumed to be uniform within
the TPC, considering that several hours of data after
injection has been remove to allow for sufficient diffusion.
The 241AmBe source is positioned outside the stainless steel
container of PandaX-4T, at a radial distance of about 80 cm
from the center of the PandaX-4T TPC. Three separate
241AmBe runs are conducted with varying vertical positions
of the source relative to the TPC center. This arrangement
ensures neutron events are captured in the top, middle, and
bottom regions of the PandaX-4T TPC. The emitted
neutron energy spectrum from 241AmBe is continuous,
with the neutron energy ranging from several keV to a few
MeV. In the case of the DD neutron generator, neutrons are

transported from outside the water tank to the TPC through
a stainless steel pipe surrounded by water during detector
operation. DD calibration is performed with the generator
tube oriented perpendicular to the stainless steel pipe,
resulting in monoenergetic neutron energy of approxi-
mately 2.45 MeV.

B. GEANT4 simulation

The signal responsemodel forNRs in PandaX-4T is tuned
using neutron calibration data. Due to the large size of the
PandaX-4T TPC, neutrons have a considerable probability
of undergoing multiple scattering within the detector. In the
low-energy region, the selection efficiency for SS and the
purity of rejecting MS are not optimal. Thus, the contribu-
tion of MS in the selected “SS” events is not negligible. To
accurately model the contamination of MS, a dedicated
simulation is conducted using the PandaX BambooMC
framework [33] based on the GEANT4 toolkits [32].
Comparing the simulation result with NR calibration data,
the relative difference is less than 8.5%. This simulation,
referred to as the G4-based simulation in the manuscript,
takes into account neutron propagation within the TPC.
Furthermore, the capability of SS/MS discrimination is
dictated by the z resolution in the TPC, which is determined
by the complex signal reconstruction process, including
clustering and S2 reclustering (as described in Sec. IV). The
z resolution could depend on various factors such as the size
andwidth of theS2 signal, aswell as the position in the ðx; yÞ
plane. To incorporate these effects, a specific procedure is
followed after the G4-based simulation. The simulated data
are first subjected to a primary clustering algorithm that
combines energy depositions with z positions closer than
0.5 mm. These primary energy clusters then are fed into
waveform simulation [30], and subsequently undergo data
reconstruction that is the same as used for real data. The
resulting energy clusters for 241AmBe and DD calibration
data are utilized in the signal response model for model
parameter fitting. Figure 16 displays the total deposited
energy spectra in the TPC for the 241AmBe and DD
calibration data. The neutron energies from the 241AmBe
source are associated with uncertainties, and additional
deposit energy spectra are shown for alternative models
with different initial neutron energy spectra, similar to [34].
Negligible differences in energy spectrum are observed. In
the lower panel of Fig. 16, the 2-D distribution of the second
largest energy versus the largest energy in the simulated data
is also given. In addition, the end of the pipe used in DD
neutron calibration stops a few centimeters away from the
outer vessel wall of the cryostat. The thickness of this water
layer has uncertainty due to the potential expansion of the
water tank when fully loaded. The thickness is effectively
determined to be approximately 6.25 cm through a primary
matching of energy spectra between the G4-based simu-
lation and the DD calibration data.
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C. Parametrization in signal response model

The energy and field dependencies of key parameters of
intrinsic light and charge generation in LXe for the signal
response model are taken from the NESTv2 effective
model, as described in Ref. [22]. These parameters include
the excited-atom-to-ion ratio (α), the Lindhard factor for
nuclear recoils (L), the initial mean recombination fraction
(hri0), and the initial recombination fluctuation (Δr0). The
exact expressions used can be found in Appendix A.
The signal response model for ERs and NRs incorporates

additional degrees of freedom for tuning the light and
charge yields. Specifically, the mean recombination frac-
tion hri is adjusted by adding a 3rd-order Legendre
polynomial P multiplied by an exponential function, and
the recombination fluctuation Δr is scaled by a factor λ,
respectively. The exponential function is applied to sup-
press the tuning in high-energy region, which is well
understood with global measurements. Their dependence
on the deposit energy ξ can be expressed as

hriðξÞ ¼ hri0ðξÞ þ P3ðξ=ξnorm;p0; p1; p2; p3Þ · e−ξ=ξnorm ;
ΔrðξÞ ¼ Δr0ðξÞ · λ;
ξNRnorm ¼ 30 keV;

ξERnorm ¼ 150 keV; ð17Þ

where p0, p1, p2, and p3 are the coefficients of the 3rd-
order Legendre polynomial function. The ξnorm is the

exponential constant, which are fixed for ERs and NRs,
respectively. The orders of the Legendre polynomial
functions are determined so that adding more degree of
freedom brings no significant improvement in data/model
comparison. Independent sets of free parameters p0, p1,
p2, p3, and λ are assigned to ER and NR. To compare
the performance of the NESTv2 nominal model with the
PandaX-tuned model (referred to as P4-NEST), we
present the mean photon yields Nph=ξ and charge yields
Ne=ξ, along with the corresponding Δr, as functions of
energy for both ER and NR. These results are depicted
in Fig. 17.

D. Penalty constraints

The nuisance parameters employed to characterize the
detector effect within the signal response model are
acquired through independent studies and are associated
with corresponding uncertainties. A comprehensive inven-
tory of the free, constrained, and fixed parameters
employed in the signal response model can be found in
Table II. It is worth noting that a specific constraint is
applied to the parameters g1 and g2b. The mean recon-
structed energies for the three monoenergetic peaks ( 83mKr,
129mXe, and 131mXe) are required to closely align with their
corresponding true energies

Λ ¼
X
i

ðErec;i − Etr;iÞ2=ð2σ2Erec;i
Þ; ð18Þ

where i represents the index of the monoenergetic peak.
Erec;i and Etr;i are the reconstructed [following Eq. (8)] and
true energies, respectively. σErec;i

is the statistical uncer-
tainty of the reconstructed energy following the error

propagation σErec;i
¼W

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðσcS1;i=g1Þ2þðσcS2b;i=g2bÞ2

q
, where

σcS1;i and σcS2b;i are the statistical uncertainties of the mean
corrected signals Qc

S1 and Qc
S2b

for the i-th monoener-
getic peak.

E. Contamination in the calibration data

Neutrons can scatter inelastically or be captured by
atoms in material, resulting in the emission of high-
energy gamma rays. As a consequence, neutron calibra-
tion data are contaminated by ER events. Additionally,
intrinsic gamma rays are emitted alongside neutrons in
the case of the 241AmBe source. To account for these
effects, we introduce one degree of freedom for the ratio
of ER contamination to NR in each neutron calibration
data. The energy spectrum of such ERs is assumed to be
flat in low-energy region, since they are basically caused
by small-angle Compton scatters of MeV gamma rays. In
Run0, we also have remnant tritiated methane during the
220Rn calibration. A tritium β component with a contra-
ined rate is added to the 220Rn simulation in the parameter
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FIG. 16. The simulation outputs (energy deposition inside the
FV) by GEANT4 toolkit are shown. The left and right panels
display the simulation results for 241AmBe source and DD
generator, respectively. The top panels give the total deposit
energy spectra, and the bottom panels display the distribution of
the largest cluster energy over the total energy. The black lines are
the nominal spectra used, while the blue and green solid lines
are the alternative AmBe spectra from Ref. [34].
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FIG. 17. The light yield, charge yield, and recombination fluctuationΔr as a function of the deposit energy are shown in the top, middle,
and bottom panels, respectively. The left and right panels correspond to the results for ER and NR, respectively. The blue and red lines give
the corresponding results forRun0 andRun1 electric field configurations. The dashed and solid lines represent the nominal predictions from
NESTv2 [22] and the tuned results in this analysis. Small panels beneath each major panels give the uncertainty bands of the residual
difference between the tuned results and nominal NEST prediction. The black dashed lines indicate the�1σ uncertainties of the nominal
NESTpredictions.We also show the light and chargeyieldmeasurements fromEricDahl [35,36]with the electric fields of 60 and80 V=cm.

TABLE II. Parameters of the combined fit with Run0 and Run1.

Parameters Description Constrain Nominal Best-fit Note and reference

pdpe Double-PE probability Fixed 0.22 � � � (Eq. (4))

τe Electron lifetime Fixed � � � � � � Time dependent (Eq. (5), Fig. 1)
εext Electron extraction efficiency Fixed � � � � � � Correlated with g2 and κ (Eq. (6))
κ Electron amplification factor Fixed � � � � � � Time dependent (Eq. (7) and Fig. 2)
g1 S1 gain Free � � � 0.0997þ0.0002

−0.0005 Extra constraint on reconstructed
energy (Eq. (8) and Sec. VII D)g2b S2 gain Free � � � 4.12þ0.06

−0.04
fg1 Scale factor of S1 gain in Run1 Fixed 0.90985 � � �
fg2b Scale factor of S2 gain in Run1 Fixed 1.22067 � � �

(Table continued)
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TABLE II. (Continued)

Parameters Description Constrain Nominal Best-fit Note and reference

εhit Loss probability of 1 hit due to
clustering

Fixed � � � � � � S1 dependent (Eq. (9) and Fig. 6)

δselfS1 self-trigger bias on S1 Fixed � � � � � � S1 dependent (Eq. (10) and Fig. 6)

ΔδselfS1 Standard deviation of self-
trigger bias

Fixed� � � � � � �

δS2 Mean S2 reconstruction bias Fixed � � � � � � S2 dependent (Eq. (11) and Fig. 6)
ΔδS2 Standard deviation of

reconstruction bias
Fixed� � � � � � �

σpos Position reconstruction
resolution

Fixed � � � � � � S2 dependent (Eq. (13) and Fig. 5)

ϵq Quality cut efficiency Fixed � � � � � � Depend on various variables (Eq. (16)
and Fig. 15)

ϵr ROI efficiency Fixed � � � � � � (Eq. (16) and Fig. 15)
ϵrec Signal reconstruction efficiency Fixed � � � � � � Depend on various variables (Eq. (16)

and Fig. 15)
ϵss Single scatter cut efficiency Fixed � � � � � � Special implementation in fast MC

(Sec. VI)

pER
0

3rd-order Legendre coefficients
for ER

Free � � � 1.1� 0.4 (Eq. (17) and Sec. VII C)

pER
1

Free � � � −3.1� 1.2

pER
2

Free � � � 2.2þ0.6
−0.8

pER
3

Free � � � −1.7þ0.7
−0.6

pNR
0

3rd-order Legendre coefficients
for NR

Free � � � 0.7� 0.3

pNR
1

Free � � � −1.6þ0.9
−0.7

pNR
2

Free � � � 1.3þ0.5
−0.7

pNR
3

Free � � � −0.6� 0.4

AER Recombination fluctuation
scaling for ER

Free � � � 1.11þ0.06
−0.04

ANR Recombination fluctuation
scaling for NR

Free � � � 1.06þ0.09
−0.10

RAmBe;Run0
ER

Ratio of ER contamination to
NR in Run0 AmBe

Free � � � 0.031� 0.011 (Sec. VII E)

RAmBe;Run1
ER

Ratio of ER contamination to
NR in Run1 AmBe

Free � � � 0.028þ0.016
−0.010 (Sec. VII E)

RDD;Run0
ER

Ratio of ER contamination to
NR in Run0 DD

Free � � � 0.029þ0.016
−0.014

RDD;Run1
ER

Ratio of ER contamination to
NR in Run1 DD

Free � � � 0.029þ0.008
−0.012

RRn;Run0
T

Ratio of Tritium’s
contamination in Run0 Rn

Constrained 0.007� 0.006 0.010þ0.006
−0.004

RAmBe;Run0
AC

Ratio of AC contamination to
NR in Run0 AmBe

Fixed 0.0038 � � �

RAmBe;Run1
AC

Ratio of AC contamination to
NR in Run1 AmBe

Fixed 0.0076 � � �

RDD;Run0
AC

Ratio of AC contamination to
NR in Run0 DD

Fixed 0.0021 � � �

RDD;Run1
AC

Ratio of AC contamination to
NR in Run1 DD

Fixed 0.0044 � � �

(Table continued)
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fitting, with total event of 14þ13
−0 counts. The uncertainty

is estimated as the difference between the tritium rates
estimated using the background data taken during and
before the 220Rn calibration.
The accidental coincidence (AC) rate can increase in

calibration data, particularly during neutron calibrations,
due to high event rates. We estimate the AC rate and its
spectral shape using the isolated S1 and S2 rates [14].

F. Combined fit to calibration data in Run0 +Run1

The fit is performed by maximizing the likelihood
function

L ¼
Y
α;β

λ
Nαβ

αβ

Nαβ!
e−λαβ · eΛ; ð19Þ

where α and β represent the indices of the used calibration
dataset and the data binning, respectively. In our analysis,
the 2-D distribution of theQS2b overQ

c
S1 is fit for tuning the

signal model, with 30 bins for the S1 from 0 to 135 PE and
30 bins for the QS2b from 0 to 3000 PE by default. λαβ and
Nαβ are the expectation and observed number, respectively,
for βth bin of the distribution from αth calibration data. Λ is
the constraint on the reconstructed energy which is given
by Eq. (18). To optimize the likelihood, we employ the
emcee toolkit [37], which utilizes Goodman and Weare’s
Affine Invariant Markov chain Monte Carlo Ensemble
sampler [38]. During the optimization process, the expected
values λαβ are calculated using dedicated signal response
simulation data with sufficient statistics. Specifically, for
each iteration, we use a substantial number of events
(default: 107 for ER calibration and 2 × 106 for NR
calibration) to ensure accurate estimation. Due to this
iteration-by-iteration simulation causing statistical fluc-
tuation of the simulated samples, the likelihood is further
corrected

L0 ¼ L=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ σ2L

q
; ð20Þ

where σL is the relative statistical fluctuation of the like-
lihood which is typically 1-2 for the ER and NR simu-
lations with default MC statistics. They are updated every
500 iterations during the fitting.

A simultaneous fit of all the calibration data (220Rn,
241AmBe, and DD calibration) in Run0 and Run1
was conducted.2 The optimization process by emcee is
determined to be converged when the Gelman-Rubin test
statistics [39] drops below 1.1. The parameterization of
hri in Run1 is identical to those in Run0, except for that
we consider there a constant difference between the hri
values of Run1 and Run0. This difference is introduced
to accommodate the slightly different electric field
conditions experienced during Run0 and Run1 in the
sensitive regions of the experiment. Regarding the
recombination fluctuation Δr, it is assumed to have a
weak dependence on the electric field. Therefore, the
field dependency modeled in NESTv2 [22] is directly
adopted for Δr. All fixed parameters associated with
the detector effects, as discussed in previous sections,
have been updated for Run0þ Run1 combined fit and
are listed in Table II. As described in Section III, the
values of g1 and g2b in Run1 were found to exhibit
slight deviations from those in Run0. This difference
could be attributed to various factors, such as the
disabling of some PMTs, differences in liquid level,
and variations in the electric field configuration during
Run1. The differences in the mean values of Qc

S1 and
Qc

S2b
for the α events between Run0 and Run1 were

utilized to constrain the ratio of g1 and g2b between the
two runs.

�
g1;Run1 ¼ fg1 · g1;Run0
g2b;Run1 ¼ fg2b · g2b;Run0

ð21Þ

The comparisons of the Qc
S1 distribution, the Qc

S2b
distribution, and the Qc

S2b
distributions at different Qc

S1

between the data and the best-fit model (all calibration
data with Run0 and Run1 combined) are shown from
Figs. 18–23.

VIII. SUMMARY

The article provides a comprehensive description of the
signal response model employed in the PandaX-4T experi-
ment. The model encompasses various processes, including

TABLE II. (Continued)

Parameters Description Constrain Nominal Best-fit Note and reference

dER Recombination fraction shift
for ER in Run1

Free � � � −0.032þ0.004
−0.004 (Sec. VII F)

dNR Recombination fraction shift
for NR in Run1

−0.043þ0.006
−0.07

2The fit results using only Run0 data can be found in
Appendix B.
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FIG. 18. The comparison between 220Rn calibration data in Run0 and best-fit results of P4-NEST model from the simultaneous fit
using Run0 and Run1 data. The top panels show the distribution of Log10ðQc
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=Qc

S1Þ over Qc
S1 for the P4-NEST model (left) and the

data (right). The magenta dashed lines encircles the�2σ region of the NR from the P4-NESTmodel. The middle panels give theQc
S1 and

Qc
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spectra from the data (black error bars) and the P4-NEST model (red solid lines), respectively. Blue dashed lines represent the
contribution of the residual tritium impurities in the calibration run. The lower eight panels give theQc
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spectra in differentQc
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FIG. 19. The comparison between 241AmBe neutron calibration data in Run0 and best-fit results of P4-NEST model from the
simultaneous fit using Run0 and Run1 data. The figure layout and the line denotations are the same as Fig. 18. The green dashed lines
are the�2σ boundaries of the ER from P4-NEST. The red, orange, and blue dashed lines in the middle and bottom panels are the model
spectra of SS NR, MS NR, and ER contamination in the neutron calibration, respectively.
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FIG. 20. The comparison between DD neutron calibration data in Run0 and best-fit results of P4-NEST model from the simultaneous
fit using Run0 and Run1 data. The figure layout and the line denotations are the same as Fig. 19.
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FIG. 21. The comparison between 220Rn calibration data in Run1 and best-fit results of P4-NEST model from the simultaneous fit
using Run0 and Run1 data. The figure layout and the line denotations are the same as Fig. 18.
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FIG. 22. The comparison between 241AmBe neutron calibration data in Run1 and best-fit results of P4-NEST model from the
simultaneous fit using Run0 and Run1 data. The figure layout and the line denotations are the same as Fig. 19.
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FIG. 23. The comparison between DD neutron calibration data in Run1 and best-fit results of P4-NEST model from the simultaneous
fit using Run0 and Run1 data. The figure layout and the line denotations are the same as Fig. 19.
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the generation of intrinsic photons and electrons
within the LXe, the detection and collection of photon
and electron signals, as well as the subsequent signal
reconstruction, correction, and selection processes.
Considerable effort has been made to ensure a realistic
representation of these processes within the signal
response model. However, it is important to note that
the production of photon and electron signals in LXe,
particularly in the low-energy range, is subject to sig-
nificant uncertainty, due to limited measurements
in this range. To address this, the parameters of the
signal response model have been refined through a
simultaneous fit utilizing all available calibration data
from both Run0 and Run1. Comparing the observed
data with the signal response model, a good agreement
has been achieved. Furthermore, future data taking
in the PandaX-4T experiment is expected to yield addi-
tional information with an upgraded detector. This
anticipated increase in data volume and improved detec-
tor capabilities will enable more stringent constraints on
the signal response model, thereby reducing the asso-
ciated uncertainty.
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APPENDIX A: PARAMETRIZATION OF
RECOMBINATION

The key parameters, which describe the recombination
process in LXe, include the excited-atom-to-ion ratio (α),
the Lindhard factor for nuclear recoils (L), the initial
mean recombination fraction (hri0), and the initial
recombination fluctuation (Δr0). The expressions for
these parameters to ER and NR, respectively, are shown
in Eq. (A1) and (A2), with ρXe and E being the
LXe density and field strength. Φ represents the error
function.

8>><
>>:

α¼ð0.067366þ0.093963ρXeÞ ·Φð0.05ξÞ
hriER0 ¼1− hNeiER

hNiiER
ΔrER0 ¼Ae−ðζER−0.5Þ2=0.084ð1þΦð−0.6899ðζER−0.5ÞÞÞ

for ER;where

8>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>:

η¼1þ 0.4607
ð1þðE=621.74Þ−2.2717Þ53.503

Y0¼ 1000
W þ6.5

�
1− 1

1þðE=47.408Þ1.9851

�

Y1¼32.99η

�
1− 1

1þðE=ð0.02672eρXe=0.3393ÞÞ0.6705

�

τ¼
�
1652.264þ 1.145935e10−1652.3

1þðE=0.02673Þ1.564691

�
ξ−2

hNeiER¼ξ

�
Y1þ Y0−Y1

ð1þ1.304ξ2.1393Þ0.35535þ 28
1þτ

�

hNiiER¼1000ξ=ðWαÞ
A¼0.1383−0.09583=ð1þðE=1210:Þ1.25Þ
ζER¼hNeiERW=ð1000ξÞ;

ðA1Þ
8>>>>>><
>>>>>>:

α¼ðhNeiNRþhNphiNRÞς
hNiiNR

−1

L¼ðhNphiNRþhNeiNRÞW=ξ

hriNR0 ¼1− hNeiNR
hNiiNR

ΔrNR0 ¼0.1e−ðζNR−0.5Þ2=0.0722

forNR;with

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ς¼0.0480E−0.0533ðρXe=2.90Þ0.30

hNeiNR¼ξ

�
1− 1

1þðξ=0.3Þ2

�
=ðς ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ξþ12.6
p Þ

hNphiNR¼ð11.0ξ1.1−hNeiNRÞ
�
1− 1

1þðξ=0.3Þ2

�

hNiiNR¼4ðehNeiNRς=4−1Þ=ς
ζNR¼hNeiNRW=ð1000ξÞ;

ðA2Þ

APPENDIX B: FIT RESULTS WITH
RUN0 DATA ONLY

A combined fit to all the calibration data (220Rn,
241AmBe, and D-D calibration) in Run0 is performed.
Table III summarizes the nominal values and best-fit
values of both the free and constrained parameters
obtained from the fits. The best-fit parameters are in good
consistency with the nominals. The comparisons of the
Qc

S1 distribution, the Qc
S2b

distribution, and the Qc
S2b

distributions at different Qc
S1 between the data and the

best-fit model (all calibration data combined) are shown in
Figs. 24–26.
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TABLE III. Parameters of the Run0-only fit.

Parameters Description Constrain Nominal Best-fit Note and reference

pdpe Double-PE probability Fixed 0.22 � � � (Eq. (4))
τe Electron lifetime Fixed� � � � � � � Time dependent (Eq. (5), Fig. 1)
εext Electron extraction efficiency Fixed� � � � � � � Correlated with g2 and κ (Eq. (6))
κ Electron amplification factor Fixed� � � � � � � Time dependent (Eq. (7) and Fig. 2)
g1 S1 gain Free � � � 0.0998þ0.0011

−0.0009 Extra constraint on reconstructed
energy (Eq. (8) and Sec. VII D)- S2 gain Free � � � 3.95þ0.12

−0.14
εhit Loss probability of 1 hit due to

clustering
Fixed� � � � � � � S1 dependent (Eq. (9) and Fig. 6)

δselfS1 self-trigger bias on S1 Fixed� � � � � � � S1 dependent (Eq. (10) and Fig. 6)
ΔδselfS1 Standard deviation of self-

trigger bias
Fixed� � � � � � �

δS2 Mean S2 reconstruction bias Fixed� � � � � � � S2 dependent (Eq. (11) and Fig. 6)
ΔδS2 Standard deviation of

reconstruction bias
Fixed� � � � � � �

σpos Position reconstruction
resolution

Fixed� � � � � � � S2 dependent (Eq. (13) and Fig. 5)

ϵq Quality cut efficiency Fixed� � � � � � � Depend on various variables (Eq. (16)
and Fig. 15)

ϵr ROI efficiency Fixed� � � � � � � (Eq. (16) and Fig. 15)
ϵrec Signal reconstruction efficiency Fixed� � � � � � � Depend on various variables (Eq. (16)

and Fig. 15)
ϵss Single scatter cut efficiency Fixed� � � � � � � Special implementation in fast MC

(Sec. VI)
pER
0

3rd-order Legendre coefficients
for ER

Free � � � 1.0þ0.7
−0.5 (Eq. (17) and Sec. VII C)

pER
1 −2.8þ1.5

−2.3
pER
2 2.0þ1.5

−0.9
pER
3 −1.5þ0.8

−1.2
pNR
0

3rd-order Legendre coefficients
for NR

0.4þ0.4
−0.5

pNR
1

−0.7� −1.1
pNR
2

0.6� 0.8
pNR
3 −0.2þ0.5

−0.6
AER Recombination fluctuation

scaling for ER
1.16� 0.07

ANR Recombination fluctuation
scaling for NR

1.09þ0.12
−0.09

RAmBe
ER Ratio of ER contamination to

NR in AmBe
0.027þ0.008

−0.009 (Sec. VII E)

RDD
ER Ratio of ER contamination to

NR in DD
0.027� 0.013

RRn;Run0
T

Ratio of Tritium’s
contamination in Run0 Rn

Constrained 0.010� 0.006 0.015þ0.005
−0.004

RAmBe
AC Ratio of AC contamination to

NR in AmBe
Fixed 0.0038 � � �

RDD
AC Ratio of AC contamination to

NR in DD
Fixed 0.0021 � � �
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FIG. 24. The comparison between 220Rn calibration data in Run0 and best-fit results of P4-NEST model. The figure layout and the line
denotations are the same as Fig. 18.
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FIG. 25. The comparison between 241AmBe calibration data in Run0 and best-fit results of P4-NEST model. The figure layout and the
line denotations are the same as Fig. 19.
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FIG. 26. The comparison between DD neutron calibration data in Run0 and best-fit results of P4-NEST model. The figure layout and
the line denotations are the same as Fig. 19.
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