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Simulation of radio signals from cosmic-ray cascades in air
and ice as observed by in-ice Askaryan radio detectors
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A new generation of neutrino observatories will search for PeV-EeV neutrinos interacting in the ice by
detecting radio pulses. Extended air showers propagating into the ice will form an important background
and could be a valuable calibration signal. We present results from a Monte-Carlo simulation framework
developed to fully simulate radio emission from cosmic-ray particle cascades as observed by in-ice radio
detectors in the polar regions. The framework involves a modified version of COREAS (a module of
CORSIKA7) to simulate in-air radio emission and a GEANT4-based framework for simulating in-ice radio
emission from cosmic-ray showers as observed by in-ice antennas. The particles that reach the surface of
the polar ice sheet at the end of the CORSIKA7 simulation are injected into the GEANT4-based shower
simulation code that takes the particles and propagates them further into the ice sheet, using an exponential
density profile for the ice. The framework takes into account curved ray paths caused by the exponential
refractive index profiles of air and ice. We present the framework and discuss some key features of the radio
signal and radio shower footprint for in-ice observers.
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I. INTRODUCTION

The IceCube neutrino observatory was the first experi-
ment to detect a cosmic high-energy neutrino flux and
indicate possible sources, which has been a true milestone
in multimessenger astronomy [1-4]. However, IceCube
rapidly runs out of events above ~PeV energies, as its
current effective volume is too small to address the
corresponding very low fluxes.

Radio signals have an attenuation length 10 times longer
than optical light in polar ice, making them a favorable
means to monitor very large interaction volumes, and
thus enable ultra high energy (UHE) neutrino detection
in the >PeV energy range [5-9]. Current in-ice radio
neutrino detection experiments with typical peak sensitiv-
ities in the higher PeV to EeV energy range consist of
two classes. The first class of experiments includes pro-
jects like ARA [10], ARIANNA [11], and RNO-G [12].
These experiments have deployed radio antennas inside
the Antarctic and Greenlandic ice sheets and aim to detect
coherent radio emission, known as Askaryan emission,
from particle cascades induced by neutrino interactions
in ice [13-15].
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The second class of experiments aims to detect UHE
neutrino particle cascades using radar echoes. The in-ice
particle cascades are illuminated with radio waves, and the
reflected signal is recorded, which could potentially cover
the PeV-EeV energy gap. The T-576 experiment at SLAC
recently demonstrated that the radar echo method works for
particle cascades in High-Density PolyEthylene, a material
having very similar properties to polar ice [16]. Currently,
the Radar Echo Telescope for Cosmic Rays has been
deployed at Summit Station, Greenland, as a pathfinder
experiment to test the radar echo method in nature [17].

For completeness we mention that alternatives to
detecting the radio emission from neutrino interactions
with arrays in ice are being explored as well. Examples
are balloon-borne radio detectors monitoring large areas
of ice such as ANITA [18] and PUEO [19], and radio
arrays aiming to detect neutrino-induced air showers like
GRAND [20] and BEACON [21].

Radio emission from UHE Cosmic Ray (UHECR)
particle cascades acts as an important background for
in-ice radio neutrino detectors, as UHECRs have a much
higher interaction probability and arrive with a consider-
ably higher flux than UHE neutrinos. Furthermore, they
can serve as an important proof of concept and could be
an interesting calibration source. It is therefore critical to
understand and properly simulate the radio emission from
cosmic-ray particle cascades as seen by in-ice detectors.

© 2024 American Physical Society
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To fully understand the properties of UHECR radio
emission, not only the emission during the development
of the particle cascade in air has to be taken into account.
Especially for detectors deployed at high altitudes, such as
at the South Pole or near the summit of the Greenland ice
sheet, the emission created during the propagation of the
particle cascade through the ice should be considered as
well, since at these altitudes the particles in the shower
cascade still carry a significant fraction of the energy of the
primary particle.

In a previous work, we have presented simulation results
of the propagation of UHECR air showers in ice [22]. We
used the CORSIKA Monte Carlo code [23] to simulate air
showers, and developed a module based on the GEANT4
simulation toolkit [24] to propagate the air shower particle
footprints through a high-altitude ice layer. We showed that
the particle showers contain a very energy-dense core,
forming the main component determining the development
of the in-ice part of the cascades. We found that the lateral
charge distribution of the in-ice cascades has a comparable
typical width to that of neutrino-induced particle cascades,
indicating that the radio emission from both types of events
shares many similarities. We implemented the end-point
formalism [25] within the GEANT4 module to get a first
estimation of the Askaryan emission from the in-ice
particle cascades, ignoring detailed radio signal propaga-
tion in the ice. We concluded that the energy-dense core
containing the particles of the cascade up to a radius of 1 m
dominates the radio emission, leading to similar signals
compared to neutrino-induced particle cascades.

Following up on the previous work summarized above
we now present FAERIE, the framework for the simulation of
air shower emission of radio for in-ice experiments. It is the
first complete Monte-Carlo cosmic-ray radio emission
simulation framework for in-ice detectors. It includes both
the propagation of the particle cascade in air and in ice,
and applies the end-point formalism to calculate the radio
emission from both components using ray tracing to
account for radio propagation through nonuniform media.

II. FRAMEWORK OVERVIEW

To fully simulate the radio emission of cosmic-ray
particle cascades for in-ice radio antennas, we need to
consider (a) the emission created during the development of
the in-air particle shower and how this propagates into ice,
and (b) the emission created during the development of the
in-ice particle cascade, initiated when the particle shower
itself propagates into ice. Earlier studies investigating the
propagation of cosmic-ray particle cascades into ice and
other media can be found in [14,22,26-36]. Polar ice can
reach up to altitudes of ~3 km, which corresponds to a
vertical atmospheric depth of ~730 g/cm? at the South
Pole, where UHECR air showers still have a very energy-
dense core. As such, the in-ice radio emission can lead to a

significant contribution to the total radio emission of the
shower as observed by in-ice antennas.

FAERIE uses the air shower simulation program
CORSIKA7.7500 to simulate the in-air particle cascade, which
calculates the radio emission using the COREAS code
[23,37]. COREAS applies the endpoint formalism to simulate
the electric field at a given antenna position in air. This is
done by calculating the emission of every single charge in
the particle cascade during the CORSIKA simulation, and
using straight-line propagation of rays [25,38]. For FAERIE,
we modified the code so it can handle antenna positions in
ice using full ray tracing. The ray tracing has been
discussed in detail in [39,40].

For the simulation of the in-ice particle cascade, FAERIE
uses a code based on the GEANT4 simulation toolkit [24].
GEANT4 allows for full Monte-Carlo simulation of particle
creation and propagation through any given medium. Using
GEANT4 we propagate the core of the in-air particle shower,
i.e., all particles within 1 m of the shower axis, into an ice
volume consisting of multiple horizontal 1-cm-thick layers
of pure ice. Figure 16 shows the energy contained within
a given radius from the shower core for two simulated
proton-induced air showers at an altitude of 2.835 km,
which corresponds to a vertical atmospheric depth of
729 g/cm®. Both showers were simulated using a zenith
angle € = 0 but differ by one decade in primary energy. For
the shower with a primary energy of E, = 10'7 eV we see
that at the given altitude the full air shower contains roughly
50% of the primary energy. Within a radius of 1 m from the
shower core we find about 20% of the primary energy,
which is about half of the energy of the full particle shower
at this altitude. A similar picture holds for the shower with
a primary energy of £, = 10'® eV, where the full shower
contains close to 60% of the primary energy and again half
of that energy is contained within 1 m of the shower axis.
As illustrated by Fig. 17 in Appendix A, propagating the
showers through ice at the given altitude leads to high energy
densities in the ice close to the shower core, dropping
rapidly as the distance to the shower axis increases. Similar
results were shown in Figs. 5 and 6 in [22]. Furthermore,
Fig. 16 in [22] shows that we do not expect any significant
changes in the total fluence of the in-ice radio emission
around the Cherenkov cone, when the radius of the particle
footprint being propagated into the ice is increased beyond
~10 cm. Important to note is that only for the in-ice cascade
the simulation is limited to a radius of 1 m from the shower
axis. For the simulation of the in-air particle cascade and
its corresponding radio emission, the whole air shower is
accounted for.

Each layer of the ice has a constant density determined
by the depth of the layer, following a typical polar ice
density profile given by

1.9
p(Z) = Pice — (pice - psurface) eXp (_? |Z|> s (1)
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with pice =917 kg m=, Psurface = 359 kg m~* and liim =
100 m [41]. The ice density profile can be freely adjusted
by the user. The radio emission is simulated using the
endpoint formalism, using the implementation originally
developed for the T-510 experiment at SLAC [42], with the
addition of full ray tracing to account for the changing
index of refraction in the ice. The index of refraction
profile is not directly related to the layered density profile
described by Eq. (1), but instead follows a continuous
exponential profile given below. Note that this means that
the layered density profile of the ice volume only influences
the development of the particle cascade, and does not
influence the radio propagation. The features of the density
profile at depths beyond ~20 m are therefore not relevant.
The GEANT4-based particle propagation program has been
discussed in detail in [22,36].

As shown in [25], the endpoint formalism naturally
includes the emission of transition radiation when the
calculations of the emission in the first medium and the
emission in the second medium are performed separately,
which is how it is implemented in FAERIE.

III. RAY TRACING

To account for the changing index of refraction in both
air and ice, as well as the transition of the radiation from
air to ice, FAERIE uses full ray tracing for the simulation
of the radio emission. Ray tracing is the procedure of
tracing the trajectory of radio waves traveling through a
given medium, and/or passing the boundary of two differ-
ent media. Ray tracing in the simulation is performed
analytically in a flat Earth approximation using an expo-
nential refractive index profile for both air and ice. Further-
more we assume a cylindrical symmetry for both media,
i.e., the refractive index profile only depends on the depth
in the air or ice. The air density profile and corresponding
refractive index profile as well as the refractive index
profile for the ice can be freely adjusted by the user.

For the results presented in this work, the density of the
atmosphere is described by a five-layer model for the South
Pole fitted to a database used by the National Center for
Environmental Predictions Global Forecast System in
weather forecasting. Based on this fit, a five-layer model
of the refractive index is created. Both the five-layer density
model as well as the corresponding five-layer refractive
index model are then used for the CORSIKA/COREAS
simulation [39]. The details of the models are given in
Appendix B. In the following, the refractive index model
for ice is set to

n(z) = 1.78 = 0.43exp (—(0.0132 m™)[z]),  (2)

corresponding to the model used by the Askaryan
Radio Array at the South Pole outlined in [43]. More
detailed information on the analytical ray tracer can be
found in [44.,45].
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FIG. 1. A sketch of the three different types of rays: a direct ray

(solid line), an indirect refracted ray (dotted line), and an indirect
reflected ray (dashed line). In reality, only one of the two indirect
rays will be a solution of the ray tracing.

Air-to-ice ray tracing describes ray bending in air,
followed by refraction at the air-ice boundary and further
bending in the ice. The ray-bending effect is less pro-
nounced in air than in ice since the air refractive index value
remains close to unity throughout. The refractive index
profile is however still relevant, as the refractivity
R = n — 1 starts around R = 0 at the top of the atmosphere
and increases to approximately R = 3 x 10 at sea level,
which can lead to a so-called refractive displacement for
inclined air showers [46]. The polar ice refractive index
changes from n = 1.35 at the surface to n = 1.78 within
the first 100-200 m. Therefore, significant refraction
occurs near the ice surface due to a sharp change in the
refractive index values. For ice-to-ice ray propagation, in
general two solutions are found for each emitter-receiver
pair. The first solution we will call the direct ray, which out
of the two solutions has the shortest ray path between
emitter and receiver. The second solution we will call
the indirect ray, which can either be a refracted ray with a
ray path longer than that of the direct ray, or a ray reflec-
ting on the ice-air boundary. All three types of rays are
shown in Fig. 1.

In order to obtain ray parameters like the ray propagation
time and path length from the analytic ray tracing expres-
sions, one must provide the initial launch angle of the ray.
At the correct launch angle, the ray will hit the target point
in ice. Therefore, ray tracing involves a minimization
procedure. This procedure will be slightly different from
when we are tracing rays from a point in air to a point in ice
as compared to when the rays are being traced between two
in-ice points.

A. Interpolation of ray tracing parameters

A typical execution of the analytic ray tracing functions
involving air and ice takes around 0.05-0.1 ms. This is
relatively fast but not fast enough for simulating a complete
cosmic ray shower. A typical cosmic-ray shower will
consist of O(10°) particles at EeV energies. In this case,
propagating rays from each shower particle at each step
to each antenna could take weeks or months, depending
on the shower energy and the number of in-ice antennas.
Therefore, it is not feasible to use the analytic ray tracing
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functions directly, and we have to move toward interpo-
lation tables. Interpolation of ray tracing parameters from
premade tables makes the ray tracing process significantly
faster.

For each receiver point of interest, an interpolation table
is generated by using a 2D grid representing the particle
shower, either in air or in ice. The grid covers the expected
cascade dimensions, using horizontal distance with respect
to the receiver point on the first axis, and depth of cascade
on the second axis. The points in the grid are considered the
emitter points, and ray tracing is performed between each
emitter point and the given receiver point. For each grid
point the resulting ray tracing parameters are stored in a
table, leading to one single table for each receiver.

To reduce memory usage during the simulation, antennas
at the same depth in the ice share a single interpolation table
for the in-air ray tracing. Since the index of refraction
profile only depends on depth, the ray tracing applied is
cylindrically symmetric. A grid covering a sufficiently
large interval of horizontal distances can therefore be used
by multiple antennas located at the same depth in the ice.
For the in-air ray tracing the grid depth is varied from the
ice layer altitude, generally around 3 km, up to 100 km. The
horizontal distance range for the grid is set by varying
the ray launch angle 0 from 89.9° (almost horizontal) to 0°
(vertically down). Small variations in @ can cause almost
exponential changes in the horizontal distance.

The in-ice ray tracing interpolation tables span intervals
of 20 m on both axes, which covers the typical dimension
of in-ice cascade. Since in ice the refractive index changes
much more than it does in air, the in-ice grids are denser
than the in-air grids. For in-ice ray tracing, one inter-
polation table is made for every single antenna, irrespective
of the antenna depths in the ice. A visualization of an
interpolation table used for the in-ice ray tracing is given
in Fig. 2.

Once generated, the tables are used to supply the COREAS
and GEANT-based modules with the ray parameters for any

. 20 m
Air < >
:lllll»‘llllllll: A
Ice L7 N
V4 =
; : |8
- He
. = | N
H in-ice table H
% containing the shower ¢ &
< >
receiver dhor

FIG. 2. A visualization of an interpolation table used for the in-
ice ray tracing, for a given receiver position. Interpolation tables
for the in-air ray tracing follow a similar structure, but instead
cover a much larger area in air. A single in-air table is used for
multiple receivers at the same depth in the ice.

given emitter point they encounter by using linear inter-
polation between the grid values. Each interpolation for a
given parameter takes around 250 ns, making the ray
tracing process significantly faster and, as such, particle
shower radio emission calculations in gradient media
feasible. The error for the interpolated results is around
O(1077-107%) [39,40].

Note that the method of using interpolation tables for ray
tracing is independent of the type of ray tracer being used.
Since they are created before the actual simulation starts,
also slower and more involved ray tracers could be
considered for setting up the interpolation tables.

B. Modification of the endpoint formalism

The end-point formalism calculates the electric field
observed at a position X emitted by a charged particle taking
a propagation step (track segment) in the simulation by
using the formula

~ ~ s
E(ir)=+d <W> (3)
Atc \|1 —np" - 7R
where the plus sign is applied using the start point of the
step and the minus sign using the end point of the step [25].
The combination of both then gives the net contribution
of the step. Here, At is the sampling time interval of the
observer, g the charge of the particle, 7 the direction from

the start/end point toward the antenna, ﬁ* the velocity of the
charge during the step, R the distance between the start/end
point and the antenna, and » the index of refraction of the
medium at the respective emission point. The variable ¢
refers to the arrival time of the emission at the observer,
and relates to the emission time ¢ via t = ¢ + nR/c. The
emission time ¢ is often referred to as the retarded time.

The so-called boost factor B =1 — nB* -7 found in
Eq. (3) arises from classical theory and can more generally
be described as B = %. The implementation as used in
the endpoint formalism considers signals traveling along
straight lines, i.e., 7 points directly from emission point to
receiver point. This approach is however not valid when
working in media with a nonconstant index of refraction
where formalisms such as ray tracing need to be used to
correctly describe signal propagation.

Using a ray tracer calculating the derivative % numeri-

cally, we found that the relation B = 1 — nﬁ* - 7 still holds
provided that n is evaluated at the emission point and 7 is
interpreted as the launching direction of the ray [47].
Figure 3 shows a visualization of the ray tracing together
with the comparison of different estimators of the boost
factor B to the numerically computed value of %. Rays
were traced from a receiver in the ice to a line of emitting
points, including an air-ice boundary at z = 0. Both the in-
air and the in-ice medium have an associated exponential
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FIG. 3. Left: visualisation of several rays traced from the receiver to a line of emitters, including an air-ice boundary at z = 0. Direct
rays are shown in blue. Reflected rays are only considered when total internal reflection occurs and are shown in red. Transmitted rays
are shown in green. Right: the boost factor estimations along with the numerically computed value of % as a function of depth.
The diamonds correspond to the calculations using 7 pointing directly from emission point to receiver point. The stars correspond to the
values of the boost factor when evaluating n at the emission point and using the launch direction for 7. The dots correspond to the
numerically calculated values of the boost factor. The different regions are associated with direct (blue), reflected (red), and transmitted

rays (green).

index of refraction profile. Evaluating the boost factor
using a straight line calculation clearly diverges from the
numerically calculated value, while evaluating n at the
emission point and using the launch direction for 7 agrees
well for all direct, reflected, and refracted rays.

The derivation in [ 14] shows that the variable R in Eq. (3)
refers to the geometrical distance between the emitter point
and the receiver point. The variable R is therefore now
interpreted as the geometrical path length of the ray
connecting emitter and receiver, which implies the relation
t =t + nR/c still holds.

Finally, a rotation of the electric field is applied in the
plane of the ray. This rotates the electric field such that its
component in the plane of the ray is perpendicular to the
receiver direction, instead of the launching direction. A
visualization of the endpoint formalism including ray
tracing is shown in Fig. 4.

C. Fresnel coefficients

In order to correctly calculate the final electric field
amplitude as observed by the in-ice antenna, it is important
to calculate Fresnel coefficients for the electric field ray
paths. In case of air-to-ice rays moving through the air-ice

E
~ R —
Start &> e E
A e Receiver

FIG. 4. A visualization of the variables used in the end-point
formula including ray tracing [Eq. (3)], in the specific case where
the start point, end point, and receiver coincide in the same plane.
The circles represent the start and end point of the emitter
step; the square represents the receiver. All vectors shown in the
illustration lie in the same plane.

boundary, we need to apply the transmission coefficients.
In case of ice-to-ice rays reflecting on the ice-air boundary,
we need to apply the reflection coefficients.

The cosmic-ray simulation framework utilizes a global
Cartesian coordinate system in which the positions and
momenta of the particles; the positions of the receivers; and
the electric field components E, Ey, and E, are defined.
To apply the Fresnel coefficients we have to construct the

orthogonal vectors 7, 9, and q?) representing a local spherical
coordinate system defined by the incoming direction of the
ray, within the global Cartesian coordinate system of the
simulation framework. This is shown in Fig. 5. The Fresnel

v

FIG. 5. A visualization of the relation between a global
Cartesian coordinate system and a local spherical coordinate
system, defined by the incoming direction of the ray.
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coefficients are commonly expressed as scaling factors for
the S and P electric field components. The P component is
the component in the plane of incidence of the ray, i.e., the
plane of the ray, while the S component is the component
perpendicular to that plane. Since the electric field is
perpendicular to the propagation direction and therefore
to the unit vector 7, we know that Eg = E; and Ep = E,.

From ray tracing we find the propagation direction of the
ray and, therefore, can construct the vector 7 = (r,, ry, rz)
in the Cartesian basis. Since we know that gi -7 =0and ¢
is confined to the xy plane, we find

b= (r.r.0). (4)

r%—i—r

=N

The unit vector § can then be found by 0= g?ﬁ X 7, which
gives

1

[y
I

(r roTylz,

—(r2+1r2)). (5)

r?c + r’%

The electric field EC corrected for the transmission
coefficients can therefore be derived from the uncorrected

electric field E using

Ec = (i E)i +15(¢- E)p + tp(0 - E)D. (6)
The correction for the reflection coefficients follows the
same formula, where the transmission coefficients ¢5 and #p
are replaced by respectively the reflection coefficients
rg and rp.

As the Fresnel coefficients are scaling factors for the S
and P components of the electric field, the correction given
by Eq. (6) can be applied directly to the electric field at the
receiver, using 7, (;5 and 0 in the local spherical coordinate
system at the receiver. There is no need to calculate the
electric field and the unit vectors of the corresponding local
spherical coordinate system at the point where the ray
meets the air-ice boundary. The effect of propagation from
the air-ice boundary to the receiver on the electric field is,
following Eq. (3), limited to an overall decrease in
magnitude by a given factor due to the longer geometrical
path length R, followed by a rotation in the plane of the ray.
The only relevant variable at the air-ice boundary is the
incidence angle 6,, i.e., the angle between the refracting or
reflecting ray and the normal on the interface, which
follows directly from ray tracing.

Both the permeabilities in air and ice can be approxi-
mated by the permeability of free space u,, and the co-
efficients therefore follow the relations given in [48]. Using
Snell’s law they can be expressed as

ny cos(6;) — nyy /1 = (3sin(6;))?
nycos(6;) + nyy /1= (GLsin(6;))?

lszl—f—rs (7b)

/1=t s1n(¢9 — n,cos(0
'p =
/1= s1n 2 + n,cos(0

n

(7¢)

tp = (1+rp)— (7d)

nz

The variables n; and n, refer to the refractive index values
of the first and the second medium at the boundary respec-
tively. The ordering of the two media (i.e., air and ice) can
differ depending on whether a ray is being transmitted
through the air-ice boundary or reflected on the ice-air
boundary. It should be noted that for #; greater than the
angle of total reflection a nontrivial phase shift occurs,
which is not included in this work.

D. Focusing factor

As a consequence of ray tracing, rays will converge or
diverge when compared to the straight-line approximation.
Since during the simulations the emitter and receiver are
represented by points and therefore do not capture any
convergence or divergence effects during the ray tracing,
this needs to be taken into account explicitly. We follow the
same procedure as described in [49], which introduces a
focusing factor correcting the electric field amplitude. This
factor is given by

R A6
F= |t 2 (8)
Np, SIN GREC AZ

and is calculated for the ice-to-ice direct and indirect ray
tracing. Here ny, and ng, are the refractive index values at
the transmitter and receiver points respectively, R is the
geometrical path length of the ray between the two points,
Orec 18 the angle of reception at the receiver point, and Af;,
is the difference in ray launch angles (6;) for when the
receiver is moved away from its “original” depth by an
amount given by Az In our work, Az was fixed to 1 cm.
Following the approach in [49], we limit the factor
t0o 0.5 < F <£2.0.

In principle a focusing factor should also be applied to
rays moving from air into ice, and a method similar to the
one described in [50] could be used. However, this effect is
negligible when the angle of incidence of the ray to the
surface normal is small. Since the Cherenkov angle in air is
of the order of 1°, we do not include it in the simulations.
We expect it to be important only for inclined air showers,
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at which point also the curvature of the Earth needs to be
taken into account.

IV. SIMULATION RESULTS

In this section we discuss simulation results from
FAERIE. We simulated a cosmic-ray cascade initiated by
ak, = 10'7 eV proton entering the atmosphere at a zenith
angle 6 = 0° and azimuth angle ¢ = 0°. We set the geo-

magnetic field to B = (16.7525 pT, —52.0874 uT), which
are the values at a latitude of 89.9588° south following the
IGRF12 model [51]. The first component indicates the
horizontal component of the magnetic field and defines
the geomagnetic north. The second component indicates
the vertical component of the magnetic field, and is upward
for negative values. Thinning was applied during the
CORSIKA air shower simulation on electromagnetic par-
ticles falling below 10‘6E1,, using a weight limit of
w = 100 [52,53]. For hadrons (except 7°’s) and muons the
kinetic energy cutoff was set to 0.3 GeV. For electrons and
photons (including 7°°s) the kinetic energy cutoff was set to
0.401 MeV. We use the QGSJETII-04 high energy hadronic
interaction model [54] and the UrQMD low energy
hadronic interaction model [55,56]. The altitude of the
ice layer was fixed to that of the South Pole, which is
2.835 km and corresponds to a vertical atmospheric depth
of 729 g/cm?. For the GEANT4 simulation we used the
default production cut-off length for gammas, electrons,
positrons, and protons, which is 1 mm. Only charged
particles with a kinetic energy above 0.1 MeV were taken
into account for the calculation of the radio emission. The
longitudinal particle and energy distributions for the in-air
particle cascade are shown in Appendix A (Fig. 14),
together with the energy deposited in the ice by the in-
ice particle cascade (left-hand side of Fig. 17). More
information about the CPU time and job run time of the
simulation can be found in Appendix C.
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Figure 6 shows the fluence footprint of the simulated
cosmic-ray cascade at a depth of 100 m below the air-ice
boundary, for the in-air emission (left), in-ice emission
(middle), and combined emission (right), where fluence is
defined as

F = eoco/Ez(t)dt, 9)

with €, the vacuum permittivity and ¢ the speed of light in
vacuum.

The simulation was performed using 121 antennas in a
star-shaped grid with eight arms and an antenna spacing
of 10 m, including a single antenna at (0, 0). For the inter-
polation of the star grid we used the code described in [57].
We follow the CORSIKA coordinate system, consisting of
the geomagnetic north, west, and vertical directions. The
center of the coordinate system corresponds to the point
of impact of the shower core on the ice surface. In this
case, west is the polarization direction of the geomagnetic
emission (7 x B).

The in-air emission in Fig. 6 (left) clearly shows the
typical bean shape which arises due to the interference
between the geomagnetic emission and the Askaryan
emission, as described in [58]. The in-ice emission is
dominated by Askaryan radiation, and therefore a clear
Cherenkov-like ring can be seen. The combination of both
gives a unique footprint, showing the beanlike shape from
the in-air emission close to the shower axis, enclosed by the
Cherenkov-like ring from the in-ice emission.

Figures 7 and 8 show the electric field components as a
function of time for four different antennas positioned
along the west axis and the north axis respectively, at a
depth of 100 m. The blue lines indicate the in-air emission,
while the red lines indicate the in-ice emission. The
coordinates of the antennas on their given axis are shown
at the top of each plot. As shown in [49], the typical peak
amplitude around the Cherenkov cone of neutrino-induced

200
150
100

50

=
[

=50

N
o
Fluence (eV/m?2)

=
o

50 —100

w

25 —150

-200
-200-150-100 -50 0 50 100 150 200

East-West (m)

FIG. 6. The fluence footprint of the simulated cosmic-ray shower at a depth of 100 m for the in-air emission (left), in-ice emission
(middle), and the combined emission (right), using a primary energy of E, = 10'” eV and zenith angle 0 = 0. The simulation was
performed using 121 antennas in a star-shaped grid with eight arms and an antenna spacing of 10 m, indicated by the white dots. For the

interpolation of the star grid we used the code described in [57].
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FIG. 7. The electric field components as a function of time for four different antennas positioned along the west axis at a depth of
100 m, using a primary energy of £, = 10" eV and zenith angle & = 0. The coordinate of each antenna is indicated at the top of the
plots. The blue line indicates the in-air emission, and the red line indicates the in-ice emission. Note that the range on the y axis is

different for every plot.

Askaryan signals from electromagnetic showers in ice with
an initial energy of 10'¢ eV is of the order of ~1000 pV /m,
which is similar to the peak amplitudes shown in both
figures. The signal of a cosmic ray cascade with a primary
energy E), and zenith angle 6 = 0 thus roughly translates to
a signal from a neutrino with an energy of 0.1 x E,, which
indeed corresponds to the typical energy within the cosmic-
ray air shower core at these altitudes [22].

As we move further outward, the difference in time of
arrival between the in-air and in-ice emission increases.
This increase in delay can be expected. For antennas further
away from the point of impact of the shower core on the
ice surface, the in-ice emission will have to travel larger
distances through the ice, where the propagation velocity is
significantly lower compared to air. The arrival time of the
in-ice emission will therefore increase. The in-air emission
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enters the ice much closer to the antenna position. Its arrival
time is less affected by the distance of the antenna from
the shower core, and depends mostly on the depth of the
antenna.

For the antennas closer to the point of impact of the
shower core on the ice surface (left columns of Figs. 7
and 8), the in-air emission dominates. The Cherenkov angle
in air is of the order of 1°, and the in-air emission is

therefore strongest close to the shower axis [59]. For the
antennas further out, at a horizontal distance of 80 m from
the shower axis, the in-ice emission dominates, as these
antennas are placed in the Cherenkov ring clearly visible
in Fig. 6.

For the in-air emission the west component of the elec-
tric field is the strongest, showing that the geomagnetic
emission dominates. The Askaryan emission is radially
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polarized and is therefore clearly visible for antennas
located on the north axis (Fig. 8), showing a signal in the
north component close to the shower core. This component
also shows the expected polarization flip when moving
from one side of the shower core to the other. The Askaryan
emission can also be seen through its interference with the
geomagnetic emission in the antennas on the west axis
(Fig. 7), causing the total signal in the west component to
be stronger on the negative side of the axis compared to that
on the positive side. The vertical component of the in-air
emission is always small since the in-air emission comes
from above the ice surface, corresponding to down-
going rays toward the given antenna positions and thus
horizontally polarized electric fields. It is noticed that the
pulses of the west component and the vertical component
for the in-air emission at 20 m from the axis center shown
in Figs. 7 and 8 are different in shape. A possible
explanation would be the difference in pulse shapes due
to the geomagnetic emission driving the east-west compo-
nent, and the charge-excess emission driving the vertical
component [60].

For the in-ice emission we see a strong west component
for antennas on the west axis (Fig. 7), and a strong north
component for antennas on the north axis (Fig. 8), showing
the radial polarization of the Askaryan emission. The
expected polarization flip when moving from one side of
the shower core to the other is also clearly visible. In
contrast to the in-air emission, the in-ice emission does
have significant vertical components. Since the given
antenna positions are located closer to the emission points
the incoming rays are not completely down going, which
results in electric fields with both a horizontal and vertical
component.

A. In-ice emission without ray tracing

To show the effect of the exponential density profile on
the cosmic-ray in-ice particle cascade development and
its corresponding radio emission, we also simulated the
cosmic-ray cascade using an ice layer with constant density
and constant index of refraction. The ice density was fixed
to the value of 359 kg/m?, and the corresponding ice
refractive index value was fixed to n = 1.35, i.e., the value
at z = 0 for the exponential profile given in Eq. (2).

Figure 9 shows the fluence along the west axis for the
in-ice emission using the constant density and index of
refraction profiles, compared to the result obtained using
the exponential profiles and ray tracing. In both cases an
eighth order digital Butterworth bandpass filter for a
frequency band of 300-1000 MHz was applied. The
simulation was performed using 201 antennas on each
axis using an antenna spacing of 1.5 m. As expected,
adding ray tracing to the simulation clearly decreases the
radius of the Cherenkov ring, as rays bend toward the
shower axis when propagating through the ice.
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< L
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20F
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FIG. 9. The fluence on the west axis of the simulated cosmic-
ray shower at a depth of 100 m for the in-ice emission only using
a constant ice density of 359 kg/m? and a constant index of
refraction n = 1.35, compared to the result using ray tracing with
an exponential density and index of refraction profile. In both
cases an eighth order digital Butterworth bandpass filter for a
frequency band of 300-1000 MHz was applied. The simulation was
performed using 201 antennas using an antenna spacing of 1.5 m,
with a primary energy of E, = 10'7 eV and zenith angle § = 0.

B. Frequency dependence

To study the frequency dependence of the radio emission
we applied an eighth order digital Butterworth bandpass
filter to the electric field waveforms for three different
frequency bands, and calculated the resulting fluence
values for 201 antennas each on the north and west axis
with an antenna spacing of 1.5 m, shown in Fig. 10.

The two outer fluence peaks correspond to the
Cherenkov ring from the in-ice emission, while the inner
peak shows the bean shape from the in-air emission. As
expected the relative contribution of the in-ice emission at
higher frequencies is larger, since due to the higher density,
the in-ice particle cascade is more compressed compared
to the in-air cascade. In the limit of a pointlike charge,
coherence is expected over all frequencies. We also clearly
see the width of the Cherenkov cone of the in-ice emission
decreasing at higher frequencies, as for higher frequencies
the condition for coherence is restricted to smaller length
scales and therefore only fulfilled closer to the Cherenkov
angle [14].

C. Primary energy dependence

Figure 11 shows the radio footprint observed by in-ice
antennas at 100m depth when the primary energy is
increased by an order of magnitude to E, =108 eV.
The longitudinal particle and energy distributions for the
in-air particle cascade are shown in Appendix A (Fig. 15),
together with the energy deposited in the ice by the in-ice
particle cascade (right of Fig. 17).

The number of particles in the cascade and therefore the
amplitude of the electric field scales with primary energy.
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the combined in-air and in-ice emission when applying an eighth order digital Butterworth bandpass filter, for the frequency bands
30-100 MHz (upper), 100300 MHz (middle), and 300-1000 MHz (lower). The simulation was performed using 201 antennas each on

the north and west axis using an antenna spacing of 1.5 m, with a primary energy of £, = 107 eV and zenith angle 8 = 0.
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The fluence footprint of the simulated cosmic-ray shower at a depth of 100 m for the in-air emission (left), in-ice emission

(middle), and the combined emission (right), using a primary energy of £, = 10'® eV and zenith angle 6 = 0. The simulation was
performed using 121 antennas in a star-shaped grid with eight arms and an antenna spacing of 10 m, indicated by the white dots. For the

interpolation of the star grid we used the code described in [57].

Following Eq. (9), increasing the energy of the primary
particle by a factor of 10 should thus lead to an increase in
the fluence by a factor of 100. However, comparing Fig. 11
to Fig. 6, we see that the fluence from the in-ice emission at
a primary energy of 10'® eV has increased significantly
more compared to that of the in-air emission. An air shower
particle cascade with a higher primary energy will develop
deeper into the atmosphere, which means a larger fraction
of the primary energy is still contained within the particle
shower core when it reaches the ice. Increasing the primary

energy of the shower by a factor of 10 has lead to an increase
in the total energy deposited in the ice within a radius of 1 m
of the shower axis by a factor of 15. The fluence integrated
over the footprint in the ice of the in-ice emission has
increased by a factor of 240, which is indeed close to the
expected 152. As alarger part of the shower development has
been shifted into the ice, the in-air emission has only
increased by a factor of 85. The effect of increasing the
primary energy on the energy contained within the particle
shower core is illustrated by Fig. 17 in Appendix A.
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Figure 12 shows the electric field components of two
antennas positioned along the west axis at a depth of 100 m
using a primary energy of £, = 10'® eV. Comparing these
to the two upper panels of Fig. 7 confirms this behavior.
Overall the amplitude of the electric field components of
the in-air emission has increased by 1 order of magnitude,
which is less than the increase of the amplitude for the
in-ice emission on the Cherenkov ring.

D. Double pulse signature

One of the most important purposes of the cosmic-ray
cascade simulation is to be able to extract key features of
cosmic-ray showers that can be used to identify them in in-
ice radio detector data and distinguish them from neutrino-
induced cascade radio signals. One such feature is the
difference in the time of arrival of the in-air and in-ice
emission. This feature causes the two radio pulses to
separate out in time and provides us with a double pulse
signature that can possibly be used to identify cosmic-ray
radio signals in data.

Figure 13 shows the time delays measured between the
air and ice pulses as a function of the distance of the
antenna to the shower axis for varying antenna depths,
using a primary energy £, = 10'7 eV, zenith angle 6 = 0°,
and azimuth angle ¢ = 0°. To determine the arrival time of
either an in-air or in-ice pulse we constructed the Hilbert
envelope of the given pulse after applying an eighth order
digital Butterworth bandpass filter for the frequency band
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FIG. 13. The difference in arrival time of air and ice radio
pulses as a function of distance to the shower axis for varying
depths as indicated by the legend, using a primary energy E, =
10" eV and a zenith angle & = 0. The arrival time was defined as
the time where the Hilbert envelope reaches 33% of its maximum
value, after passing an eighth order digital Butterworth bandpass
filter for the frequency band 30-1000 MHz, averaged over the
three components.

30-1000 MHz. The arrival time was then defined as the
earliest time where the envelope reaches 33% of its
maximum value.

If the receiver is far out from the shower axis and close to
the surface, the in-air emission will arrive well before the
in-ice emission does. As mentioned earlier the propagation
velocity of the radio emission is significantly lower in ice
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compared to air, delaying the in-ice emission but hardly
affecting the in-air emission. If the depth of the receiver
increases, the time difference between the two pulses
decreases, as now also the in-air emission is affected by
the in-ice delay. When the receiver is located on the shower
axis, the in-ice and in-air emission will arrive almost
simultaneously, with the in-ice emission arriving slightly
before the in-air emission. Both emission components will
travel the same distance through ice, but the in-ice emission
has a small head start because the in-air particle shower
moves slightly faster through air than its corresponding in-
air radio emission does.

This double pulse feature could be used by in-ice radio
experiments to search for cosmic-ray particle cascade
signals, along other properties like arrival direction.
Especially when the polarization of the pulses is taken
into account, it can be a strong discriminator for cosmic-ray
events and constrain the event geometry. One of the two

pulses should follow the geomagnetic polarization (7 X E),
while the other pulse should show radial polarization.
Furthermore, as shown by Fig. 13, by measuring the time
difference between both pulses at a given depth an
estimation of the distance between the shower axis and
the receiver could be made. It should be noted however that
a degeneracy might arise when considering different
shower arrival directions.

V. CONCLUSION

We presented FAERIE, a framework developed to simu-
late the radio emission of cosmic-ray induced particle
cascades for observers located in ice. It is the first full
Monte-Carlo framework including the shower development
and corresponding emission in both air and ice. Ray tracing
is applied to account for the changing index of refraction in
both media, as well as the transition of the radiation from
air to ice. To simulate the in-air particle cascade and its
corresponding radio emission, we used the air shower
simulation program CORSIKA7.7500 with a modified version
of COREAS to handle signal propagation to antenna posi-
tions in ice. To simulate the propagation of the air shower
through ice and its corresponding radio emission, we
developed a program based on the GEANT4 simulation
toolkit.

Ray tracing was performed analytically by using expo-
nential refractive index profiles for both air and ice, leading
to significant ray bending for in-ice radio propagation.
For ice-to-ice ray tracing in general two contributions are
found, which we called the direct and indirect emission, the
latter consisting of reflected and refracted ray solutions. To
achieve reasonable computation times the ray tracing was
performed through the interpolation of premade tables,
which implies that also slower, more accurate ray tracers
can be used.

To account for ray tracing we investigated the behavior
of the end-point formalism, and found that it still holds

when correctly interpreting the different variables. We also
included the transmission Fresnel coefficients for air-to-ice
rays moving through the air-ice boundary, and the reflec-
tion Fresnel coefficients for ice-to-ice rays reflecting on the
ice-air boundary. Furthermore, we included a focusing
factor to account for ray convergence and divergence.

We discussed the first simulation results, using a proton
with a primary energy of E, = 10" eV, a zenith angle
6 = 0°, and an azimuth angle ¢p = 0°. The fluence footprint
of the in-air emission is marked by the typical bean-shaped
pattern arising from the interference between geomagnetic
and Askaryan emission, while the in-ice emission fluence
footprint shows a symmetric Cherenkov ring associated
to Askaryan emission. The combination of both gives a
unique footprint showing the bean-shaped pattern from the
in-air emission enclosed by the Cherenkov ring from the in-
ice emission. We also showed the electric field as a function
of time for different polarizations and antenna positions
along two different axes, and discussed general features
characterizing the in-air and in-ice components. We com-
pared the in-ice radio emission to the result obtained
without ray tracing, applied an eighth order digital
Butterworth bandpass filter to study the frequency depend-
ence of the emission, and studied the dependence of the
different components of the radio emission on the energy
of the primary particle. Finally we discussed the typical
double pulse signature of the time traces, arising due to the
different arrival times of the in-air and in-ice emission. We
showed that in general the in-air emission arrives before the
in-ice emission, and that the time difference between both
pulses shows a clear relation with distance between receiver
and shower axis, as well as receiver depth.

FAERIE combines the CORSIKA7.7500 and the GEANT4
simulation toolkit for a full Monte-Carlo simulation of
the radio emission from cosmic-ray particle cascades,
taking into account the propagation and emission in both
air and ice. In the future it will be possible to simulate
similar cross-media scenarios in one joint step within
CORSIKAS [61,62].
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APPENDIX A: SHOWER PROFILES

Figures 14 and 15 show the longitudinal particle and
energy distributions of respectively the simulated air shower
at a primary energy of E, = 10'7 eV and E, = 10'® eV,
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FIG. 14. The number of particles (left) and the distribution of the energy (right) in the air shower as a function of depth with primary
energy E, = 10" eV and zenith angle § = 0. The particle distributions are obtained over the full radial extent of the in-air particle
cascade. Similar results were shown in [22].
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FIG. 15. The number of particles (left) and the distribution of the energy (right) in the air shower as a function of depth with primary
energy £, = 10" eV and zenith angle & = 0. The particle distributions are obtained over the full radial extent of the in-air particle
cascade. Similar results were shown in [22].

both with a zenith angle # = 0. The air-ice boundary is located at a depth of 729 g/cm?, which means the distributions only
show the in-air particle cascade. Figure 16 shows the total energy contained within a given radius from the shower core at
the air-ice boundary for both showers. The energy deposited in the ice by both particle cascades is shown in Fig. 17.
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FIG. 17.  The energy deposited in ice by the in-ice particle cascade for the simulated shower with a primary energy £, = 10'7 eV and
zenith angle 0 = 0 (left) and the simulated shower with a primary energy E,, = 10'8 eV and zenith angle # = 0 (right). Shown here is
the deposited energy density within a vertical 1-cm wide slice going through the center of the particle shower. The air-ice boundary is
located at an altitude of 2.835 km, which corresponds to a vertical atmospheric depth of 729 g/cm?. Similar results were shown in [22].

APPENDIX B: ATMOSPHERIC MODEL For the simulations described in this work, the parameters
used are given in Table I. The refractive index n of the
atmosphere is modeled by five consecutive layers as well,
all following an exponential profile given by

The density of the atmosphere is modeled by five
consecutive layers. The lower four layers each follow an
exponential profile given by

T(h) = a; + be™"/¢ i=1,2,3,4, (B1) n(h) = 1+ Be-Cit (B3)
with T the mass overburden and / the height [63]. The fifth,

topmost layer follows a linear profile given by based on the five atmospheric density layer profiles, as

described in [44]. The parameters for the index of refraction

T(h) = as — bsh/cs. (B2) profiles are summarized in Table II.
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TABLE I.  The numerical values of the parameters in Egs. (B1) and (B2) describing the density of the atmosphere
used for the simulations in this work.

Layer Altitude interval (m) a; (g/cm?) b; (g/cm?) ¢; (cm)

1 0-3217 —1.13352 x 10? 1.19439 x 103 8.10969 x 10°
2 3217-8364 —9.73769 1.10328 x 10° 7.06357 x 103
3 836423142 —2.18461 x 107! 1.10964 x 103 6.86443 x 10
4 23142-100000 7.95615 x 10~ 1.12499 x 103 6.82494 x 10°
5 >100000 1.12829 x 1072 1.00000 1.00000 x 10°
TABLE II. The numerical values of the parameters in Eq. (B3) describing the refractive index of the atmosphere
used for the simulations in this work.

Layer Altitude interval (m) B, C; (m™)

1 0-3217 3.28911 x 1074 1.23309 x 107
2 3217-8364 3.48817 x 1074 1.41571 x 107
3 8364-23142 3.61006 x 104 1.45679 x 10~
4 23142-100000 3.68118 x 10™* 1.46522 x 10~
5 >100000 3.68404 x 1074 1.46522 x 107

APPENDIX C: CPU TIME AND JOB RUN TIME

Running the simulation of a cosmic-ray cascade using
FAERIE requires the three following steps: (1) running the
in-air simulation with CORSIKA and COREAS, (2) processing
the CORSIKA particle output file to generate input files
for the GEANT4-based module, and (3) running the in-ice
simulation with the GEANT4-based module. Since multiple
CPUs were used during steps (1) and (3) of the simulation
process, we can distinguish between CPU time (the total
time spent by a single CPU) and the job run time (the time
between the start and the end of the simulation process).

To simulate the cosmic-ray cascade initiated by a £, =
10'7 eV proton entering the atmosphere at a zenith angle
6 = 0° using a star-shaped antenna grid of 121 antennas,
the in-air simulation with CORSIKA and COREAS was split
up over eight different CPUs. Each CPU simulated the full
cosmic-ray air shower and its corresponding radio emission
for 15 of the 121 antennas, with one of the CPUs including
a 16th antenna at (0, 0). The total CPU time for the in-air
simulation was 171 h, which gives an average CPU time of
21.3 h. The longest CPU time was 26.8 h, which equals the
job run time.

To reduce the CPU time of the in-ice simulation, only the
particles within a radius of 1 m of the shower axis are
propagated through the ice [22]. Furthermore we split up
the particle footprint into separate parts, running the in-ice
simulation for each part on a different CPU. Note that
following this approach, a single CPU can simulate the full
antenna grid of 121 antennas. The splitting process is based
on the energy of the particles, where the amount of particles
per part can vary from 540,000 (energies below 107 eV)
down to only 1 (starting at energies of 10'* eV). Figure 18

shows the distribution of the CPU time of the 591 cores
used for the in-ice simulation. Most of the CPUs manage to
stay within 10 h of CPU time. Some cores however take
significantly longer, driving up the job run time to
approximately 24 h. The distribution shows there is still
room for optimization in the splitting process. Combining
the particle groups corresponding to the simulations with
low CPU time would decrease the amount of cores needed,
while splitting up the particle groups corresponding to the
simulations with high CPU time would decrease the job
run time. The longest CPU time for a simulation of the
propagation of a single particle was 12.2 h, which means
for this specific case the job run time will always be at least
12.2 h, unless the antenna grid is distributed over different
cores as well. The total CPU time was 2985 h.
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FIG. 18. A distribution of the CPU time of 591 cores used for
the simulation of the in-ice particle cascade and the correspond-
ing radio emission for 121 antennas in the ice, using a primary
energy E, = 10" eV and zenith angle 6 = 0.
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