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We use a new method to estimate the injected mass composition of ultrahigh cosmic rays (UHECRs) at
energies higher than 10 EeV. The method is based on comparison of the energy-dependent distribution of
cosmic ray arrival directions as measured by the Telescope Array (TA) experiment with that calculated in a
given putative model of UHECR under the assumption that sources trace the large-scale structure (LSS) of
the Universe. As we report in the companion Letter, the TA data show large deflections with respect to the
LSS which can be explained, assuming small extragalactic magnetic fields (EGMF), by an intermediate
composition changing to a heavy one (iron) in the highest energy bin. Here we show that these results are
robust to uncertainties in UHECR injection spectra, the energy scale of the experiment and galactic
magnetic fields. The assumption of weak EGMF, however, strongly affects this interpretation at all but the
highest energies E > 100 EeV, where the remarkable isotropy of the data implies a heavy injected
composition even in the case of strong EGMF. This result also holds if UHECR sources are as rare as
2 × 10−5 Mpc−3, that is the conservative lower limit for the source number density.

DOI: 10.1103/PhysRevD.110.022006

I. INTRODUCTION

Ultrahigh energy cosmic rays (UHECR) are charged
particles of high energies E > 1 EeV (1 EeV ¼ 1018 eV)
that are reaching Earth from space. The UHECR spectrum
is showing a steep decline at highest energies [1,2],
indicating some specific physical process. The nature of
this steepening is related to UHECR mass composition at
these energies—the type of particles constituting the
UHECR flux. If the cutoff in the injected spectrum is high
enough, the steepening of the observed spectrum is
associated with the Greisen-Zatsepin-Kuzmin (GZK) proc-
ess—the scattering of primary UHECR on the cosmic

background radiation [3,4]. In this case the observed flux is
enriched by protons, either primary or secondary. At the
same time, a lower injection cutoff manifests itself in the
observed spectrum directly. In this case the flux at high
energies consists of the same nuclei that were injected in
sources [5]. Therefore, by estimating the UHECR mass
composition at highest energies one could discriminate
between these two scenarios. However, this is a challenging
task for standard UHECR measurement techniques.
The flux of UHECR is tiny, of order 1 km−2 sr−1 yr−1 at

E≳ 1 EeV and as small as ∼10−2 km−2 sr−1 yr−1 at high-
est energies of E≳ 100 EeV. Therefore, they can be
detected only indirectly via extensive air showers (EAS)
of secondary particles they produce in Earth’s atmosphere.
The standard technique of the mass composition measure-
ment employs the fluorescence detectors (FD) that are
observing the ultraviolet light that EASs emit while
propagating through the atmosphere. Extracting the dis-
tribution of atmospheric depths of shower maxima (Xmax)
from the FD data and fitting it with simulated EAS of
various primary particles one can estimate the observed
UHECR mass composition [6–9]. Being the most reliable
mass composition measurement technique up to date, this
method is still prone to uncertainties of high-energy
hadronic models. In addition, FD measurements are pos-
sible only in moonless nights, which reduces the initially
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small UHECR statistics at the highest energies to ∼10% of
its full value. As a result, the FD measurements do not
cover the physically most interesting region of highest
energies. In composition measurements with surface detec-
tors (SD) the uncertainty due to high-energy hadronic
interaction models is either inherited from the FD by the
cross-calibration [10] or follows directly from the SD
Monte Carlo (MC) [11], but in both cases the results are
less accurate than those of the FD. There are also interesting
proposals of mass composition reconstruction using neural
networks [12,13], but the fundamental problem of hadronic
model dependence is not yet solved in this approach either.
Finally, the Pierre Auger observatory is now undergoing the
surface detector upgrade that would allow it to measure
electromagnetic andmuonic parts of showers separately [14].
These measurements are expected to improve the composi-
tion-related discriminating power of the surface detector
observations.
An alternative idea to use the UHECR anisotropy as a

measure of their charge and hence mass composition has
been proposed in Ref. [15]. There is a number of studies on
the measurement of the UHECR anisotropy [16–21], as well
as several theoretical approaches that are using these
measurements to unveil UHECR sources and mass compo-
sition [22–28]. Our method has an advantage that it uses only
the most robust UHECR observables: arrival directions and
energies. Comparing the energy-dependent distribution of
UHECR arrival directions over the sky with the distribution
expected in a generic model of sources with a given injected
composition one can constrain this composition from the
data. The key ingredient of the method is the test statistics
(TS) that summarizes the information contained in the arrival
directions of the given event set in a single number: the mean
deflection of the events from the sources that are assumed to
follow the large scale structure (LSS) of the Universe. Due to
shrinking of the attenuation horizon and decrease of mag-
netic deflections, at highest energies the UHECR flux is
expected to consist of isolated sources with different degrees
of smearing for different primaries. This potentially allows
one to constrain composition even at highest energies
where the experimental statistics are small. The method is
applied to the TA data with E > 10 EeV in the companion
Letter [29]. From the physical point of view, the most
interesting result is the indication of a heavy mass compo-
sition at energies higher than 100 EeV.
In this paper we focus on the impact of various

uncertainties that affect the compatibility of the composi-
tion models with the data: parameters of injected UHECR
spectra, systematics of the energy scale, uncertainties of
galactic and extragalactic magnetic fields, effect of the
small number density of sources. We show that most of
these uncertainties have a negligible impact on the physical
result mentioned above.
The paper is organized as follows: In Sec. II we briefly

introduce theTelescopeArray experiment, the reconstruction

procedure, and the dataset used. In Sec. III we describe the
analysis method used in this study and give the details of the
simulation of the mock UHECR sets. In Sec. IV we present
the resulting constraints on composition models from the TA
data. In Sec. V we evaluate the impact of various uncertain-
ties on these results. SectionVI contains concluding remarks.

II. EXPERIMENT, DATA,
AND RECONSTRUCTION

Telescope Array [30,31] is the largest cosmic-ray experi-
ment in the Northern Hemisphere. It is capable to detect
EAS in the atmosphere initiated by cosmic particles of EeV
energies and higher. The experiment is located at 39.3° N,
112.9° W in Utah, USA, and has operated in a hybrid mode
since May 2008. It includes the surface detector and 38
fluorescence telescopes grouped into three stations. The SD
consists of 507 scintillator stations of 3 m2 each, placed in a
square grid with the 1.2 km spacing and covers the area of
∼700 km2. The duty cycle of the SD is about 95% [32].
We use the standard TA SD reconstruction procedure as

described in Refs. [32,33]. Each event is reconstructed by
separate fits of shower geometry and lateral distribution
function (LDF), which allows one to determine the shower
arrival direction, core location, and signal density at the
distance 800 m from the core S800. The latter quantity
together with the zenith angle is used to reconstruct the
primary energy by making use of lookup tables derived
from a full Monte Carlo of EASs and the detector
response [33]. Finally, the energy is rescaled by a
correction factor 1=1.27 to match the energy scale of
the calorimetric TA FD technique. The resolution of
the arrival direction reconstruction is estimated as 1.5°
at E ≥ 10 EeV [34]. The energy resolution is found to be
18% in terms of logarithm of reconstructed to thrown
energies ratio lnðErec=EMCÞ for EMC ≥ 10 EeV [32,33].
The systematic uncertainty of the energy scale coming
from FD is estimated to be 21% [35].
To insure proper reconstruction of the primary particle

parameters the following quality cuts are imposed [36]:
(1) E ≥ 10 EeV;
(2) zenith angle ≤ 55°;
(3) number of “good” detectors in the fit ≥ 5;
(4) χ2=d:o:f: ≤ 4 for both geometry and LDF fits;
(5) pointing direction error ≤ 5°;
(6) σS800=S800 ≤ 0.25;
(7) detector with the largest signal is surrounded by four

working detectors; there must be one working
detector to the left, right, down, up on the grid of
the largest signal detector but they do not have to be
immediate neighbors of the largest signal detector.

These are the standard TA cuts used for anisotropy studies.
In addition, we also eliminate the events induced by
lightnings that mimic the EAS [37,38]. The lightning
events are taken from the Vaisala lightning database
compiled by the U.S. National Lightning Detection
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Network (NLDN) [39]. We correlate the list of the NLDN
lightning events detected within 15 miles from the central
laser facility of the TA during the full time of TA operation
with the list of TA events. We remove all the TA events that
occur within 10 min before or after the NLDN lightnings
This cut was shown to reduce the total exposure by less
then 1% [40].
In the present study we use the TA SD dataset obtained

during 14 years of operation fromMay 11, 2008 to May 10,
2022. The total number of events passing all the cuts is
5978; 19 of these events have energies larger than 100 EeV,
including the highest energy event with E ¼ 244 EeV [41].

III. ANALYSIS

Our analysis closely follows that of Ref. [15]. It is based
on the computation and comparison of the same, properly
defined test statistics for both UHECR dataset and mock
sets simulated in the assumption of various injected
compositions. The general outline of the method is the
following. In general, each composition model is charac-
terized by the fractions of injected species, spectral slopes,
and cutoff energies for each species. These parameters are
not independent as the model has to reproduce the observed
UHECR spectrum. In this analysis we limit ourselves to a
simplified set of models in which each species independ-
ently is injected in such a way (see the details below) as to
reproduce the observed spectrum in the energy range of
interest. In this case the fractions of injected species are
independent parameters—those which we aim to constrain.
For given fractions we generate a large mock set of UHECR
events distributed according to flux maps computed for this
composition with full account of attenuation and propaga-
tion effects. The sources are assumed to trace the LSS. All
other parameters affecting the UHECR flux distribution are
fixed by some conservative assumptions as will be dis-
cussed below. Second, we define the test statistics that
quantify only the overall magnitude of the deflections of a
given event set with respect to the LSS. This TS only
involves parameters that are most robustly measured by the
experiment: the event arrival directions and energies. At the
third step, we compute this TS for each mock event set and
for the actual TA dataset, and quantify the compatibility of
each composition model with the data by means of the
likelihood method. Finally, we estimate the impact of
uncertainties of other parameters affecting the UHECR
flux: shapes of injection spectra, galactic, and extragalactic
magnetic fields, energy scale of the experiment and
UHECR source number density. Varying these parameters
in their experimentally allowed ranges we estimate how
robust our conclusions about the composition are.

A. Simulation of mock event sets

We now discuss the details of the generation of the mock
event sets that are used to compare a given model to

observations. We first compute the flux maps for different
injected species at different observation energies taking into
account the UHECR injection spectrum, propagation,
deflections by the magnetic fields, and the detector effects.
Thus we get a set of basic maps for various primaries at
various energies. Then we combine these maps with
fractions of primaries corresponding to a particular com-
position model and use the resulting map to generate mock
UHECR event sets. The construction of the basic flux maps
Fi;k, where i denotes the injected particle type and k the
detected particle energy, is organized as follows.
UHECR sources are assumed to trace the luminous matter

distribution in the Universe. This can be achieved, on a
statistical basis, by assigning each galaxy from a complete
volume-limited sample an equal intrinsic luminosity in
UHECR. In practice, we use instead a flux-limited galaxy
sample derived from the 2MRS galaxy catalog [42]. We cut
out dim galaxies with mag > 12.5 so as to obtain a flux-
limited sample with a high degree of completeness, and
eliminate galaxies beyond 250 Mpc. We assign
progressively larger flux to more distant galaxies to com-
pensate for the observational selection inherent in a flux-
limited sample (see Ref. [43] for the exact procedure). In a
similar way, we assign larger weights to the galaxies within
�5° from the Galactic plane to compensate for the catalog
incompleteness in this region. We also cut out galaxies at
distances closer than 5 Mpc as they are too few to be treated
statistically (this is equivalent to assuming that there are no
sources closer than this distance; if such sources exist they
have to be added individually). Finally, we assume that
sources beyond 250 Mpc are distributed uniformly with the
same mean density as those within this distance. The space
distribution of sources obtained in that way is completely
fixed. The source number density, ρ, in this model is
corresponding to that of all galaxies: ρ≃10−2 Mpc−3 [44].
It should be emphasized that we use this source distribution
for both the generation of basic UHECR mock sets and for
the computation of the TS, see next subsection.
The source number densities as low as ρ ≃ 10−5 Mpc−3

and even lower are not excluded experimentally [45] (see,
however, recent studies that are placing more stringent
limits [26,27]). In case of such rare sources one would
expect that the TS based on the catalog of all galaxies
would show lower sensitivity to mass composition. In
Sec. V E we describe mock set simulations for low source
number density and discuss this issue quantitatively.
We set UHECR injection spectra by fitting the TA and

Auger observed spectra with the SimProp v2r4 [46]
propagated spectra for each primary separately. As a result,
the following spectra are adopted for our basic expected
UHECR flux: power law with the indexes −2.55, −2.20,
−2.10 and without injected energy cutoff for protons,
helium, and oxygen, respectively; power law with the
index −1.50 and with a sharp cutoff at 280 EeV for silicon;
and power law with the index −1.95 and with a sharp cutoff
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at 560 EeV for iron. The spectra for protons, helium, and
iron are derived from the fits to TA observed spectrum [47],
while the spectra for oxygen and silicon are adapted from
Ref. [28], where combined fits to TA [48] and Auger [49]
were performed, taking into account an energy rescaling
between the two experiments [50]. Note that the shape of
the injected spectrum cutoff is not important in our setup,
according to discussion of Ref. [28]. We show some
examples and details of the spectra fitting in the
Appendix. The secondary protons generated during propa-
gation of injected primary nuclei through the interstellar
medium are taken into account for helium and oxygen
nuclei. We adapt the method and the approximations used
in Ref. [28]. In particular, we assume that all nuclei of
atomic weight A injected with E > 10A EeV immediately
disintegrate into A protons having the energy 1=A times the
injected energy of the nucleus each. For a power-law
injection of nuclei with index γ and no cutoff, this results
in the following number of secondary protons Np above a
given threshold Emin:

Npð≥ EminÞ ¼ A2−γNAð≥ EminÞ: ð1Þ

Because of the cutoff in the injection spectra the seconda-
ries generated by silicon and iron nuclei drop out of the
energy range E > 10 EeV that we consider in this study.
More details on the approximations of UHECR propaga-
tion used are given in Ref. [28].
We also found that for iron primary the observed

spectrum can be fitted almost equally well by the injection
with and without cutoff. For no-cutoff spectrum the
injection slope is −1.89 and the observed flux is supple-
mented with secondary protons. We choose the injection
for iron with the cutoff—this choice is conservative
because it yields larger mean deflections. In Sec. VA we
study how our results change if we use the no-cutoff iron
injection instead. We also discuss the effect of varying
spectral indexes within their uncertainties.
Finally, following the approximations of Ref. [28] we

assume the remnants of the primary nuclei, that are attenu-
ated upon the propagation through the interstellar medium,
at detection have the same charge as primary nuclei have at
injection. As it was shown in that study, this assumption lead
to a percent level errors with respect to fullMC simulation of
the propagation. Moreover, in context of our study these
correctionswould act in a conservative direction,making the
simulated deflections larger and the composition models
more compatible with the data (see next section).
We also consider an injection composition model from

the Auger study [51]. Namely, we use their best-fit model
with a power-law spectrum E−0.96 and a rigidity-dependent
exponential cutoff of the special form. The fractions of
separate mass components are fixed at 1 EeV: fp ¼ 0,
fHe ¼ 0.673, fN ¼ 0.281, fSi ¼ 0.046, fFe ¼ 0. To get
the appropriate spectrum at Earth taking into account the
attenuation and secondaries, we use the results of the

propagation for this model obtained with the code of
Ref. [19]. The results are obtained in the energy range
32 ≤ E ≤ 80 EeV due to the limitations of the mentioned
code. The deflections in the galactic magnetic field (GMF)
(see below) for this model are estimated according to an
average charge of the observed composition at a given
energy.
As we plan to use deflections of UHECRs from their

sources as a variable discriminating between particle types,
the effect of cosmic magnetic fields on the expected
UHECR flux is of primary importance. The UHECR
deflections by the galactic magnetic fields are implemented
as follows. In general, the galactic magnetic field has
regular and random components. For the regular field, we
adapt the model of Ref. [52] for our basic UHECR flux
picture and the model of Ref. [53] for the test of result
robustness. The correction of the UHECR flux for the
deflections in regular GMF is done by the standard
backtracking technique. The deflections in random mag-
netic fields, both Galactic and extragalactic, are modeled as
smearing of the flux with the von Mises-Fischer distribu-
tion fθðαÞ defined as

fθðαÞ ¼
expð2 cos α=θ2Þ
2πθ2 sinhð2=θ2Þ ; ð2Þ

where the parameter θ is the smearing angle. The magni-
tude of the smearing is proportional to the combination
Bq=E and is different for UHECR species of different
charges q and energies E.
The galactic random field is nonuniform over the sky: the

dependence of mean deflections
ffiffiffiffiffiffiffiffiffi
hθ2i

p
(equivalently, the

smearing angle) on the Galactic latitude has been estimated
from the dispersion of Faraday rotation measures of
extragalactic sources in Ref. [54]. The following empiric
relation has been obtained for protons of E ¼ 40 EeV:

ffiffiffiffiffiffiffiffiffi
hθ2i

q
≤

1°
sin2bþ 0.15

; ð3Þ

b being the Galactic latitude. Note that this formula is
purely phenomenological and independent of any assump-
tions about morphology or coherence length of random
GMF. We adopt this relation conservatively treating it as
the equality (i.e, assuming maximum deflections) and
rescaling it for other species and energies according to
magnetic rigidity. Subtleties of implementation of a non-
uniform smearing are described in Ref. [15].
The deflections in extragalactic magnetic field (EGMF)

are set to zero in our basic flux model. This corresponds to
either BEGMF ≪ 1 nG for the correlation length λ ∼ 1 Mpc
or BEGMF ≪ 0.1 nG for cosmological scale λ. The detailed
discussion of possible UHECR deflections in EGMF, as
well as quantitative estimate of their effect on our results, is
given in Sec. V D.
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Finally, we add instrumental effects to our flux maps in
order to fully reproduce the observed UHECR flux picture.
We add a uniform smearing by 1° to account for the angular
resolution of TA. This only slightly affects flux maps for
protons at high energies in the Galactic pole regions where
the deflections due to random and regular GMF may
become comparable to 1°. We should also note that the
accuracy of our procedure of flux map construction is also
1°, that defines the overall accuracy of our method. Finally,

we modulate the flux maps by the geometrical exposure of
the TA SD. We bin the energy in 20 logarithmic bins per
decade starting from 5 EeV, with the highest energy bin
being an open interval E > 200 EeV, and generate a flux
map for each injected species and each energy bin.
Several examples of resulting model flux maps Fi;k for

injected protons and iron and for different energies are
shown in Fig. 1. Each map is a continuous function of the
direction that is normalized to a unit integral over the

FIG. 1. Examples of our basic UHECR flux model maps, Fp;k and FFe;k used for mock UHECR sets simulation. Deflections in regular
GMF model of Ref. [52] and b-dependent smearing in a random GMF model of Ref. [54] are assumed. No EGMF deflections. Left
column: protons with energies 10, 50, 100, and 200 EeV (from top to bottom). Right column: iron with energies 10, 50, 100, and
200 EeV (from top to bottom). Maps are shown in galactic coordinates for TA SD field of view.
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sphere. It can be interpreted as a probability density to
observe an event from the direction n. Given the flux map
Fi;k it is straightforward to generate the set of UHECR
events that follow the corresponding distribution by throw-
ing random events and accepting them with the probability
Fi;kðnÞ according to their direction n. We generate the
energies of the events in a mock set according to the
reconstructed TA spectrum [55] and additionally smear
the energies with the Gaussian function of a width
corresponding to the TA SD energy resolution of 18%
(for the Auger best-fit composition model we do not
perform this smearing in order not to narrow down the
available energy range, which is already not wide). Each
event is thrown using the flux map of the given species and
energy of the bin it falls into. We generate a large number of
events in each mock event set so as to make the statistical
uncertainty of the corresponding TS negligible.

B. Test statistics

The appropriate choice of the test statistics and the
corresponding observable is very important for our
method. We want the TS to depend on the overall
magnitude of deflections but be insensitive to their
particular directions. We would expect that such observ-
able would not depend strongly on the details of the
regular magnetic field, but mainly on its overall magni-
tude. While the existing GMF models agree on the overall
magnitude of the galactic field within ∼50%, the magni-
tude of deflections in various composition models differ
from 1 to 26 times, according to particle charges.
Therefore we expect that the TS that is sensitive mainly
to deflections magnitude would distinguish between dif-
ferent composition models despite the relatively poor
knowledge of the Galactic magnetic field.
Such an observable is inspired by the case of purely

random UHECR deflections which are characterized by a
single parameter, the width of the Gaussian spread of a
point source. More accurately, we use the von Mises-
Fischer distribution (2). By analogy, we choose to char-
acterize the given set of events by their typical deflection
angle with respect to the sources in the LSS. To compute
this quantity we construct another set of sky maps
Φkðθ100Þ that are simplified analogs of the flux model
maps Fi;k. Namely, each map Φkðθ100Þ is derived from the
same LSS source distribution with the flux attenuated as
protons with injection spectrum index 2.55 taken at
detected energy Ek and uniformly smeared with the angle
θ ¼ ð100 EeV=EkÞ · θ100, where θ100 is the composition-
discriminating parameter to be determined from fitting to
the data or mock sets: given the set of events with
directions ni one can determine the value of θ100 by
computing the θ100-dependent test statistics

TSðθ100Þ ¼ −2
X
k

�X
i

ln
Φkðθ100;niÞ
ΦisoðniÞ

�
: ð4Þ

Here the internal sum runs over the events in the energy
bin k and we have included a standard normalization
factor −2. For convenience we also included the normali-
zation factor ΦisoðniÞ ¼ Φð∞;niÞ that corresponds to the
isotropic distribution of sources—a uniform flux map
modulated by the exposure function. The energy binning
here is the same as for the model flux maps Fi;k. The
parameter θ100 ranges from 1° to 200°, where the first
value comes from the experiment resolution and the
second one corresponds to the size of the TA field of
view (FoV) and mimics the isotropic distribution. One can
infer the value of θ100 for the given event set by finding the
TS minimum with respect to it. This minimum, θmin

100, is
interpreted as the typical deflection angle with respect to
the sources in the LSS. The width of the minimum,
σðTSðθ100ÞÞ characterizes the uncertainty of the deflection
angle, and the square root of the minimum depth,
jTSðθmin

100Þj1=2, measures the significance of the departure
of a given set from isotropy in standard deviations. A
detailed discussion of the TS choice and construction is
given in the study [15]. Several examples of maps
Φkðθ100Þ are shown in Fig. 2.
We should stress that one and the same TS is used to

quantify any mock event set with arbitrary injected com-
position, or a dataset. The applicability of such a TS for
event sets generated with different assumptions about
UHECR flux is justified by the tests of the statistical
power of the TS in distinguishing these event sets. These
tests were performed in Ref. [15] as well as in the present
study (see next two sections).
For a sufficiently large event set the TS yields a deep and

narrow minimum at some value θmin
100 that, within our

approach, is a single characteristics of a given composition
model. Comparing the values of θmin

100 for various models
with the TS distribution for the data one may determine to
what extend each of these models is compatible with the
data. To make the picture more precise we estimate the
compatibility separately is several energy ranges (not to be
confused with the technical energy bins Ek used for TS
construction). Namely, we use the logarithmic energy
ranges of 0.25 decade starting from 10 EeV, with the fifth
range being the open interval E > 100 EeV.

IV. RESULTS

The distributions of the TS for the TA SD data in five
energy ranges is shown in Fig. 3. We stress again that the
same parameter θ100—the typical deflection rescaled to the
energy E ¼ 100 EeV—is measured in different energy
ranges. Even before comparing these distributions with
simulated models one can notice three important points.
First, all the curves show steep rise at small values of θ100.
This implies that at all considered energies the data is
incompatible with small deflections of events from the
LSS. Second, while at low energies the data does not show
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any clear preference for any deflection magnitude—all the
minima are shallow, if present at all—at 56≲ E ≤ 100 EeV
the minimum exists at θmin

100 ¼ 30.8°, implying that data
exhibit the correlation with LSS at more than 2 σ level as
compared to isotropy. Note that this value is global and
should not be penalized, as no scanning in any parameters
was performed. Finally, at energies E > 100 EeV the data
shows no hint of a minimum and prefers complete isotropy.
This last remarkable feature is discussed and physically
interpreted in our complementary Letter [29].

In Fig. 4 we confront the same data TS distributions with
the values of θmin

100 of various pure and mixed composition
models. As the TS is non-Gaussian we explicitly show the
1σ and 2σ error bars around the TS minima that are shown
with black points. We adjust the statistics of mock event
sets to be ∼1000 times larger than that of the real data in
each energy bin so that statistical uncertainties of the model
predictions are negligible.
One can see that, with our basic assumptions about the

UHECR flux model, the light or even the intermediate mass

FIG. 2. Examples of flux maps for TS measurement, Φk. Proton attenuation with injection spectrum index γ ¼ 2.55 is assumed.
Uniform smearing with magnitude θ100 at 100 EeV is applied. Left column: θ100 ¼ 2° for energies 10, 50, 100 and 200 EeV (from top to
bottom). Right column: θ100 ¼ 10° for energies 10, 50, 100, and 200 EeV (from top to bottom). Maps are shown in galactic coordinates
for TA SD field of view.
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composition is in tension with data. The situation is even
more interesting at highest energies, where even pure iron is
hardly compatible with data.
Something else one can see from Fig. 4 is that the

sensitivity of the proposed TS to composition models is not
constant in energy and is a competition of two different
trends: the evolution of the expected flux with energy and
the simultaneous change in events statistics. At lower
energies, the expected flux from the LSS is almost uniform
with a very small density contrast (modulo the experiment’s
exposure) due to large contribution of remote uniformly
distributed sources and larger deflections in magnetic
fields. At higher energies, on the contrary, the map contrast
increases greatly due to simultaneous shrinking of the
UHECR horizon and decrease of magnetic deflections. On
the other hand, the statistics decreases at high energies. It

appears that the first trend wins: even the small event
statistics at highest energies gives a better sensitivity in
terms of the mass composition discrimination than the large
event statistics at lower energies.
The nonmonotonic behavior of the model predictions

from bin to bin is a result of a complicated interplay
between various factors affecting the evolution of the model
flux maps with energy, such as the fraction of the isotropic
component, the flux focusing and secondary source images
that might appear due to large deflections in the lower
energy flux maps, the ratio between the mean total
deflection of a given mass component at a given energy,
and the size of the TA FoV, etc. These effects make it
difficult to predict qualitatively the evolution of θmin

100 with
energy and composition, especially in the case of more than
one mass component. Still, a global trend of θmin

100 to increase
with the mass of the injected particles is visible in each
energy range. We should also mention that the results in
separate bins of the observed energy are not completely
independent, as they are projected to partially overlapping
bins of the injected energy.
It is also visible that the TS has better model separation

power for event sets where the deflections of separate mass
components do not differ significantly. This is the main
reason for the counterintuitive result of the method’s higher
model separation power at lower energies where all
deflections are higher: both proton and iron deflections
are close to isotropic at low energies, while at higher
energies protons deflections are small but iron deflections
are still close to isotropic. The method reaches its best
sensitivity at highest energies E > 100 EeV, where the
total mean deflections of all studied composition compo-
nents are within FoV and sources are more distinct in the

FIG. 4. Test statistics for the data compared with several injected composition models. Regular GMF model of Ref. [52] and random
GMF model of Ref. [54] is used and deflections in EGMF are neglected. Note that several heavy composition models yield the same
value of θmin

100 ¼ 200°, i.e. they are indistinguishable in our method. The corresponding lines that merge together on the plot are indicated
by arrows. Left panel: p-Fe mix composition models. Right panel: pure nuclei composition models and Auger best-fit composition
model of Ref. [51] (see text).

FIG. 3. The distribution of test statistics over θ100 evaluated for
TA SD experimental data in five energy bins. The number of
events in each bin is shown in the legend.
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sky map. Therefore, all the composition lines are below our
adopted “isotropic” value θmin

100 ¼ 200°. In this case the lines
are not degenerate, which allows us to distinguish between
several strongly deflected composition models that are
indistinguishable at lower energies.

V. UNCERTAINTIES

In this section we discuss the impact of our theoretical
assumptions and experimental uncertainties on the mass
composition constraints. Note that in our approach all the
uncertainties have an impact on the positions of the model
lines but do not affect the data points. To estimate the impact
of each uncertainty we compare the model predictions
computed for the basic value of a given parameter with the
predictions computed for a varied value of this parameter. The
main sources of uncertainties are discussed below one by one.

A. Injection spectra

The injection spectra fits described in Sec. III A yield a
value of the spectrum index for each primary and a1σ interval
around it. We compute the composition model lines varying
the index within these intervals and compare the result with
the basic lines.We use proton-ironmixmodels for the tests of
the uncertainties related to spectrum and energy scale. The
fitted values of injection spectrum indices are 2.55þ0.04

−0.03 for
protons and 1.95þ0.04

−0.04 for iron. We set the index for one
primary to its best fit value and vary the index for another
primary. Among all the resulting models we choose the
one with maximum deviation from the best-fit injection
model. This happens to be the model with γp ¼ 2.55 and
γFe ¼ 1.91. The resulting comparison is shown in Fig. 5, left
panel. One can see that the impact of the variatio of the
injection index on the model line position is negligible.
There is also an uncertainty associated to the presence of

the cutoff in the injection spectrum for heavy primaries. For

heavy primaries the spectrum fits with and without cutoff
are equally viable, while leading to quite different expected
flux model maps. Therefore it is instructive to test the
change in the composition results due to assumption of no-
cutoff injection for iron. The comparison is shown in Fig. 5,
right panel. One can see that when there is no cutoff in the
iron spectrum, the predicted value of θmin

100 is much lower
(obviously, due to large fraction of secondary protons in the
flux), so that for instance at 32≲ E≲ 56 EeV it is even
hard to reconcile any composition with the data. As the data
in general disfavors small deflections, our basic model of
iron injection with cutoff (and hence without secondaries)
is conservative.

B. Systematic uncertainty of energy scale

In the standard TA SD energy reconstruction procedure
the overall energy scale is set to that established in the
fluorescence measurements [32]. Therefore, a systematic
uncertainty of the SD energy measurement is given by that
of the FD energy scale which was found to be 21% [35]. We
estimate the impact of this uncertainty on our composition
results by shifting the energies of all the events in a mock
set to the lower or the upper edge of the systematic
uncertainty band. The results are shown in Fig. 6, where
the left panel corresponds to the situation when measured
energy is systematically higher than the real one and the
right panel—to the opposite situation. One can see that the
difference in model lines due to this uncertainty grows with
energy, but does not exceed the difference between the light
and heavy composition models. It is also worth noting that
the inconsistency of the data at E > 100 EeVwith a light or
intermediate composition is robust to this uncertainty.

C. Galactic magnetic fields

A strength of the regular GMF component is known to be
several μG from Faraday rotation measures of extragalactic

FIG. 5. TS for the data compared to some reference injected composition models. Left panel: p-Fe mix composition models for basic
injection index values γp ¼ 2.55, γFe ¼ 1.95 and for varied value γp ¼ 2.55, γFe ¼ 1.91. Right panel: p-Fe mix composition models for
iron injection with cutoff at 560 EeV and without cutoff.
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sources and from some other observations [56]. However, its
general structure is unknown since a reconstruction of a 3D
field from its 2D projection on the sky is ambiguous. Several
proposed phenomenological models [52,53,57–59] should
be used with caution. We also should note that some models
predict quite large magnetic fields in the galactic halo [60].
The estimated UHECR deflections in these fields for some
directions in the sky can be enhanced significantly with
respect to “basic” phenomenological models. However, these
deflections are in general less than those expected in models
of strong EGMF (see discussion in the next subsection).
Our main initial motivation for a new TS (4) was to

minimize the impact ofGMFuncertainty on the results of the
composition estimation. It is therefore interesting to see to
which extent thisworks in practice. To estimate the impact of
the GMF uncertainty we compare the TS predictions in one
and the same composition model generated with our
reference GMF model [52] (PT’11) and with the model
of Ref. [53] (JF’12). The comparison is shown in Fig. 7, left
panel. One can see that, as expected, the change in the
predicted value of the TSwith the change of the GMFmodel
is small. Remarkably, in themajority of cases the predictions
for the two GMF models are remaining compatible with the
data within the same number of sigmas.

D. Extragalactic magnetic fields

The extragalactic magnetic field is much more uncertain
than the Galactic one. Only loose bounds on EGMF strength
invoidswere so far derived fromobservations: the constraint
by ∼10−15 G from below [61,62] and by ∼10−9 G from
above [63]. The correlation length of a field of noncosmo-
logical origin should not be larger than 1Mpc [64]. There are
also constraints fromCMBon a field of cosmological origin
with unbounded correlation length: its strength should not
exceed 5 × 10−11 G [65]. The contribution of the EGMF in

thevoids to theUHECRdeflections is the largest for the field
strength at its upper-limit value B ¼ 1.7 nG and maximum
correlation length of λ ¼ 1 Mpc. In this case the deflections
for the protons at 100 EeV are as large as 7° (we assume a
distance traveled to be 250 Mpc—the limit of our source
catalog). Note that this estimation is a conservative upper
bound, as this deflection is assumed to be the same for all
sources irrespective of their distance from us. Moreover, the
deflection is computed for the detected energy of the
particle, while in reality it is accumulated during the whole
path of the particle while its energy is higher. We call this
scenario “extreme EGMF” and model it with a uniform
smearing of the catalog sources (according to particle charge
and energy) before applying the deflections in GMF.
Examples of UHECR flux model maps used for mock
UHECR sets simulation for protons and iron nuclei in
extreme EGMF scenario are shown in Fig. 8.
Apart from global EGMF in voids there can exist a

magnetic field inside the extragalactic structures such as
filaments. These fields require separate consideration in
case our Galaxy itself is situated in a magnetized filament.
While upper limits exist on the magnetic field strength of
filaments in general [66,67], even a presence of such a
structure around the Milky Way is unclear from obser-
vations, not to say of its magnetic field properties.
Therefore, for possible estimation of these fields it is
reasonable to resort to results of the structure formation
simulations [68–70]. For instance, the recent constrained
simulation of EGMF in the local Universe [69] shows the
presence of a ≃5 Mpc-large local filament around the
Milky Way magnetized to ∼0.3–3 nG over most of its
volume in a most conservative case. The impact of this
field on UHECR deflections would be smaller than that of
our “extreme EGMF” scenario even if its correlation
length equals the size of filament, λ ≃ 5 Mpc. Therefore,
we consider the ‘extreme EGMF scenario as the most
conservative one in terms of deflections.

FIG. 6. Test statistics for the data compared to some reference injected composition models. Left panel: p-Fe mix composition models
with basic energy scale and with the energy scale shifted to the upper edge of its systematic band. Right panel: the same but the energy
scale is shifted to the lower edge of its systematic band.
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In Fig. 7 we show the comparison of the predicted TS for
the same composition model computed without EGMF
deflections and with deflections in the extreme EGMF
scenario. One can see that the presence of EGMF affects the
model predictions significantly, so that even pure proton
composition becomes consistent with data at ∼2σ level
at low energies. However, this does not hold at energies
E > 100 EeV where all compositions lighter than silicon
are still inconsistent with the data. To reconcile the
proton or helium composition models with the data at
E > 100 EeV at least at 2σ level the EGMF should be
stronger than 20 nG for λ ¼ 1 Mpc, that is far beyond the
upper limit discussed earlier in this section. We also should
stress that this conclusion is conservative, since our procedure
of estimation of EGMF deflections, that was described in the
beginning of this subsection, definitely overestimates it.

E. Sources number density

The largest uncertainty of composition models in our
method is related to UHECR source number density. As it

was described earlier, the TS is computed assuming the
conservative model where all the galaxies are equally
luminous sources of UHECR. The source number density
is thus ρ ≃ 10−2 Mpc−3 [44]. However, the UHECR
sources may be much more rare than ordinary galaxies.
The constraints on the source number density were placed
by the Pierre Auger observatory in Ref. [45]. For the
scenario of sources in the LSS and at energies higher then
80 EeV, the 95% C.L. of the conservative constraint is
ρ > 2 × 10−5 Mpc−3. However, this bound assumes the
deflection of events not larger than 30°; that does not
cover scenarios with heavy nuclei even in the case of
deflections in GMF only. There are two recent studies that
are placing more stringent lower limits on the UHECR
source number density: ρ > 1.0 × 10−4 Mpc−3 [26] and
ρ≳ 3 × 10−4 Mpc−3 [27]. However, in the first of these
works the density is constrained only for sources emitting
heavy particles, while in the second one the constraints
are put at energies E ≃ 32 EeV, while the sources at
higher energies can be more rare. At the same time, the

FIG. 7. Test statistics for the data compared to some reference injected composition models. Left panel: p-Fe mix composition models
for two different regular GMF models. Right panel: pure nuclei composition models without EGMF and with extremely strong EGMF.

FIG. 8. Examples of UHECR flux model maps used for mock UHECR sets simulation. Deflections in “extreme EGMF” are assumed
along with regular GMF model of Ref. [52] and b-dependent smearing in random GMF model of Ref. [54]. Left: protons at 100 EeV.
Right: iron at 100 EeV. Maps are shown in galactic coordinates for TA SD field of view.
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viable UHECR sources being discussed recently include
FR-I and Seyfert galaxies with ρ ≥ 10−4 Mpc−3 in both
cases, or even an order of magnitude more frequent low-
luminosity active galactic nuclei [71].
To test the robustness of the TS predictions to source

number density we keep the source catalog for the TS
computation fixed to our basic one and vary the catalogs
used for mock event sets generation, while keeping all other
model parameters fixed. Namely, we test the conservative
value from the Auger constraints: ρ ¼ 2 × 10−5 Mpc−3 and

the benchmark value ρ ¼ 10−4 Mpc−3.We do notwant to tie
ourselves to any specific source class model; therefore, we
produce the test rare source catalogs from our basic all-
galaxies catalog. For such low source number densities only
a few or a few tens of source can be found in the local
Universe and hence in the GZK sphere. Therefore, the
expected flux map starts to depend on the particular
positions of these sources in the sky. To avoid this statistical
issue we generate a number of mock source catalogs and
compute the TS for each of them separately. The catalogs are

FIG. 9. Examples of UHECR flux model maps for mock sets simulated with rare sources. Deflections in regular GMF model of
Ref. [52] and b-dependent smearing in random GMF model of Ref. [54] are assumed. No EGMF deflections. Left column: protons at
100 EeV for ρ ¼ 10−4 Mpc−3 (top) and ρ ¼ 2 × 10−5 Mpc−3 (bottom). Right column: iron at 100 EeV for ρ ¼ 10−4 Mpc−3 (top) and
ρ ¼ 2 × 10−5 Mpc−3 (bottom). Maps are shown in galactic coordinates for TA SD field of view.

FIG. 10. Test statistics for the data compared to reference composition models for all-LSS sources and for rare sources in the LSS. The
particular realizations of sources catalogs are the same as plotted in Fig. 9. Left panel: p-Fe mix composition models for all-LSS sources
and sources with number density ρ ¼ 10−4 Mpc−3. Right panel: p-Fe mix composition models for all-LSS sources and sources with
number density ρ ¼ 2 × 10−5 Mpc−3.
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volume limited samples generated by random selection from
the original 2MRS catalog. We generate 20 catalogs for
both ρ ¼ 10−4 Mpc−3 and ρ ¼ 2 × 10−5 Mpc−3 scenarios
to keep the accuracy of the conclusion at the 95% level.
Amongmock catalog realizations, in both ρ¼10−4Mpc−3

andρ ¼ 2 × 10−5 Mpc−3 caseswepick the catalog that gives
the results that are most discrepant from that of the basic
2MRS catalog. The examples of respective UHECR flux
model maps used for mock UHECR sets simulation for
protons and iron nuclei are shown in Fig. 9. The results are
shown in Fig. 10. One can see that the discrepancy in TS
between the basic scenario and the onewith ρ ¼ 10−4 Mpc−3

is not very large and does not exceed the difference between
light and heavy composition models. Therefore almost all of
the conclusions that can be made for the basic source model
stay in force. The discrepancy between the basic scenario and
the one with ρ ¼ 2 × 10−5 Mpc−3 is more pronounced, so
that the light and intermediate compositions are mostly
consistent with the data in the lower energy bins.
However, in the highest energy bin, the heavy composition
is still preferred, while the light and intermediate composi-
tions are in tension with the data. We conclude that our
method of composition estimation is robust to all the
considered uncertainties, at least at highest energies.
At the same time, we suppose that one of the reasons of

the degradation of the TS sensitivity in the case of rare
sources is partial sky coverage of the TA experiment. For
instance, at high energies and large deflections the sources
are rare and some of them could contribute to the expected
UHECR flux, while being outside the TA field of view. We
have tested that in this situation the TS model separation
power degrades. Conversely, for a full sky coverage even
images of very smeared sources are fully inside the FoVand
the TS separation power is higher. Therefore we expect that
the sensitivity of our method would improve if we use the
UHECR data from the full sky, for instance by combining
TA and Pierre Auger data in the style of Auger-TA
Anisotropy Working Group studies [72,73].

VI. CONCLUSION

In this paper we have used the novel method proposed in
Ref. [15] to estimate the UHECR injected mass composi-
tion from the distribution of their arrival directions. We
improved the original version of the method by attributing
all the statistical uncertainties to the data and not to the
composition models and therefore making the comparison
of the models more transparent. We also applied the
developed method to the Telescope Array SD data.
We tested several injected compositions: pure protons,

helium, oxygen, silicon, and iron, as well as a proton-iron
mix in different proportions. For each model we propagated
the injected particles taking into account the effects of their
attenuation, production of secondary species, deflection in
magnetic fields, and modulation with the detector exposure.

We then compared, separately in five energy ranges above
10EeV, the resulting skydistributionsof themock eventswith
the actual TA SD data. To assess quantitatively the compat-
ibility of a given model with the data we calculated for both
the test statistics (4) as a function of the angle, and compared
the positions of the minima, which represent typical deflec-
tion angle of UHECR in a given set with respect to their
sources in the LSS. The results presented in Fig. 4 indicate
large deflections of UHECR, significantly larger than would
normally be expected for a light composition.
The main result of the present paper is the thorough

investigation of the stability of the new composition results
with respect to all possible uncertainties: injected spectra,
experiment energy scale, galactic, and extragalacticmagnetic
fields and source number density. We found that the
preference for heavy composition is robust to the first three
of these uncertainties at all energies. In the presence of a large
extragalactic magnetic field or for very rare sources light
composition becomes marginally compatible with the data,
but at highest energies the composition should be heavy in
both of these cases. We discuss the physical implications of
the latter result in the Letter accompanying this study [29].
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APPENDIX: FITS FOR INJECTED SPECTRA

The fits for the injected spectra for protons and iron
nuclei are shown in Fig. 11. The TA data from Ref. [47]
was used for these fits. For iron the fit for the injection
spectrum with cutoff at 560 EeV is shown. The respective
χ2=d:o:f: values are 1.80 for protons and 2.01 for iron
nuclei.
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