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In this study, we revisit the extraction of parton-to-K0
S hadron fragmentation functions, named FF24-K0

S,
focusing on both next-to-leading-order and next-to-next-to-leading-order accuracy in perturbative QCD.
Our approach involves the analysis of single inclusive electron-positron annihilation (SIA) data. The two
key improvements are, on the one hand, the incorporation of the latest experimental data from the BESIII
experiment and, on the other hand, the adoption of neural networks in the fitting procedure. To address
experimental uncertainties, the Monte Carlo method is employed. Our investigation also explores the
impact of hadron mass corrections on the description of SIA data, spanning a broad kinematic regime with
a particular emphasis on the range of small z values. The theory prediction for K0

S production at both NLO
and NNLO accuracy exhibits good agreement with experimental data within their respective uncertainties.

DOI: 10.1103/PhysRevD.110.014019

I. INTRODUCTION

Fragmentation functions (FFs) play a crucial role in the
computation of scattering cross sections that involve
detected final-state hadrons. When there is a high energy
scale, QCD factorization allows us to disentangle the
physics of a parton transitioning to a colorless hadron from
the hard scattering process that generated the parton [1].

Parton-to-hadron FFs precisely depict this transition and
illustrate how QCD final states are nonperturbatively
created through hadronization, providing insight into the
dynamics of the strong interaction. Fragmentation functions
are process-independent quantities and can be determined
from data through a comprehensive QCD analysis. The
variation of the FFs with energy can be perturbatively
calculated, comprising an expansion in the strong coupling,
and is presently understood up to next-to-next-to-leading
order (NNLO) accuracy [2,3]. Due to the significance of
FFs, there has been considerable theoretical attention toward
their global analysis, resulting in the development of
multiple new sets for various hadron FFs [4–7].
Fragmentation functions have a large diversity of

applications. Their knowledge is essential in numerous
hard scattering processes at both existing and upcoming
experiments, such as at the Large Hadron Collider (LHC),
the Future Circular Collider (FCC) [8,9], and the Electron-
Ion Collider (EIC) [10]. Particle production measurements
provide valuable insight into the dynamics of QCD
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interactions at low momentum transfer. Accurate model-
ing of these interactions is crucial for understanding and
constraining the impact of the underlying event in colli-
sions at high transverse momentum investigated at the
LHC. Other applications include the examination of the
spin structure of the nucleon [11]. Moreover, FFs play a
pivotal role in investigating hadron production rates in
scattering processess involving heavy nuclei [12].
The distribution of hadrons containing strange quarks

has been documented at various center-of-mass energies,
both at the LHC [13,14] and at the Tevatron [15]. Kaons
are particularly important. FFs for K0

S production have
been calculated by some of the authors of the present
paper [16], denoted SAK20. Other research groups, such
as BKK96 [17], BS [18], AKK05 [19], AKK08 [20],
DSS17 [21], and NNFF [22] have also investigated K0

S
FFs. Details of these analyses are discussed elsewhere, and
we direct the reader to our previous paper [16] for a
review.
In our previous investigations, referred to as SAK20, we

incorporated experimental data from the single inclusive
electron-positron annihilation process (SIA) to determine
FFs for K0

S production. We provided FF sets for K0
S, along

with their associated uncertainties determined through the
Hessian method, at both next-to-leading order (NLO) and
NNLO precision. Additionally, in [16] we had examined
the effect of hadron mass corrections as well.
Recently, the BESIII detector has performed measure-

ments of the normalized differential cross sections for
inclusive K0

S production in eþe− annihilation, covering
six energies from 2.2324 to 3.6710 GeV with relative
hadron energies, z, ranging from 0.2 to 0.9 [23]. Since this
energy range is not well covered by previous experimental
data, it will provide valuable input for a QCD analysis to
determine the kaon FFs. This new dataset motivates us to
revisit and update our previous analysis ofK0

S FFs [16], now
incorporating the BESIII measurements. Our new FF sets,
FF24-K0

S, at both NLO and NNLO, are publicly available in
the LHAPDF format.
In recent years, machine learning (ML) has gained

increasing popularity in various domains of particle
physics, particularly in collider physics. One promising
application of ML methods is their role in advancing our
understanding of nonperturbative quantities related to
nucleons, such as parton distribution functions (PDFs)
and FFs [22,24,25]. Given this trend, we chose to leverage
artificial neural networks (NN) for the extraction of FFs for
K0

S hadrons in this work. Utilizing neural networks is
expected to minimize the bias in the parametrization of
the FFs. In addition, we use the Monte Carlo sampling
method as a robust statistical approach to account for
uncertainties in experimental data and derive probability
density distributions of FFs from the data. To facilitate this
analysis, we utilize the publicly available code MONTBLANC,
accessible from [26].

The organization of this paper is as follows: In Sec. II we
present and discuss the experimental observable for K0

S
production in the SIA process. The theoretical framework
employed in this work as well as the hadron mass
corrections are presented in Sec. III. Section IV deals with
the χ2 minimization and the methodology for the calcu-
lation of FFs uncertainties. Our main results from this study
are presented and discussed in detail in Sec. V. Finally,
Sec. VI provides our summary and conclusions.

II. EXPERIMENTAL DATA

This analysis relies on experimental measurements of the
K0

S production cross sections in the SIA process. Various
collaborations have reported SIA data for the cross section
of K0

S hadrons in the final state, considering the longi-
tudinal momentum fraction z at different energy scales. The
majority of differential cross sections have been normalized
to the total cross section.
In this analysis, we incorporate a comprehensive set of

experimental data from various collaborations conducted
at CERN, DESY, SLAC, KEK, and BESIII. Our dataset
encompasses untagged data from the TASSO collaboration
at

ffiffiffi
s

p ¼ 14, 22, and 34 GeV [27], as well as at
ffiffiffi
s

p ¼ 14.8,
21.5, 34.5, 35, and 42.6 GeV [28]. Additionally, we
include measurements from the HRS [29], TPC [30],
and MARK II [31] collaborations at

ffiffiffi
s

p ¼ 29 GeV. Our
dataset also includes data from the CELLO collaboration atffiffiffi
s

p ¼ 35 GeV [32] and the TOPAZ collaboration at
ffiffiffi
s

p ¼
58 GeV [33].
Included in our analysis are also datasets measured

at
ffiffiffi
s

p ¼ MZ from ALEPH [34], DELPHI [35], and
OPAL [36], as well as untagged and tagged quark data
(light quarks ðu; d; sÞ and heavy quarks c and b) from the
SLD [37] collaboration.
The primary motivation for this analysis is the incor-

poration of the most recent measurements of normalized
differential cross sections for inclusive K0

S production in
SIA processes reported by the BESIII collaboration [23].
Their dataset spans six center-of-mass energies ranging
from

ffiffiffi
s

p ¼ 2.2324 to 3.6710 GeV and features a z cover-
age from 0.2 to 0.9. Collected with the BESIII detector at
BEPCII, these new measurements offer crucial input for
fitting FFs in the region with

ffiffiffi
s

p
< 10 GeV, where

precision SIA data have been scarce.
As Fig. 3 of the BESIII publication [23] shows, the

comparison between the K0
S data and different theoretical

predictions indicates a discrepancy, likely attributed to the
fact that existing FFs had been determined from SIA data at
high energies and have to be extrapolated to the lower
energy scales of the BESIII measurement. One can con-
clude that BESIII data should be used to improve the fits of
FFs at the low energy scales.
Kinematic cuts are implemented to ensure that the

selected data points are in a regime where perturbative
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fixed-order predictions hold reliable. The kinematic cover-
age of the datasets applied in this analysis is shown in
Fig. 1. We adjust the minimal value of z at zmin ¼ 0.013 for
all experiments. For most of the experiments, the upper
limit zmax is set at 0.9, except for two datasets from BESIII:
the data at the energies

ffiffiffi
s

p ¼ 2.2324 and 2.4 GeVare cut at
zmax ¼ 0.8. Due to outliers observed in the final data points
of these datasets, their inclusion in the fit leads to an
increased χ2 value without substantially altering the result-
ing FFs. Hence, there is no compelling rationale for
integrating them into the analysis. Overall, we omit just
8 data points across all the SIA datasets used in this analysis
and find that Ndat ¼ 346 data points can be used.
It is worth mentioning that, unlike in our previous

analysis [16], we chose not to incorporate the experimental
data from HRS [29] and DELPHI at 183 and 189 GeV [38]
in this study. This decision was made since we could not
find a satisfactory fit for these particular datasets.
Specifically, their inclusion resulted in a noticeable decline
in the overall quality of the fit, with χ2 values per data point
exceeding 7 for HRS, approximately 7 for DELPHI at
183 GeV, and surpassing 17 at 189 GeV. This discrepancy
is evident when comparing the high χ2 values per data point
observed in our previous analysis and in AKK08 [20] to the
even poorer performance in the current analysis. We have
identified the source of this discrepancy as an apparent
inconsistency between these three datasets and the others,
particularly with BESIII.

III. THEORETICAL SETUP

The theoretical setup of our analysis closely follows that
illustrated in Sec. III of Ref. [16]. In this section, we
recapitulate the theoretical understanding of standard
collinear factorization, comprising perturbative and non-
perturbative components of the cross section for the SIA
process. We also review the timelike DGLAP evolution of
FFs, alongside detailing numerical computations of SIA

cross-sections, including theoretical settings and physical
parameters.
The total cross section for eþe− annihilation in the

production of hadrons (eþe− → hþ X) can be expressed in
terms of the convolution of coefficient functions and FFs

1

σtot

dσh

dz
¼ 1

σtot
Ci

�
x; αsðμÞ;

Q2

μ2

�
⊗ Dh

i

�
z
x
; μ2

�
: ð1Þ

The coefficient functions Ciðx; αsðμÞ; Q2=μ2Þ are currently
computed up to Oðα2sÞ in perturbative QCD [3,39] and
Dh

i ðz=x; μ2Þ denotes the FFs. The parton FFs at different
energy scales are connected through the timelike DGLAP
evolution equations [40], given by

∂Dh
i ðz; μ2Þ
∂ ln μ2

¼ Pjiðx; αsðμ2ÞÞ ⊗ Dh
j

�
z
x
; μ2

�
: ð2Þ

In this equation, Pjiðx; αsðμ2ÞÞ represent the timelike
splitting functions and ⊗ denotes the convolution integral.
When incorporating the mass of the produced hadrons

into the kinematic calculations, hadron mass corrections
modify the FFs. In the context of the SIA process, these
corrections are very large and therefore indispensable, in
particular at low values of z. Hadron mass effects are
introduced by employing light-cone coordinates and can
be taken into account by using a modified scaling variable
η instead of z

η ¼ z
2

0
B@1þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

4m2
h

sz2

s 1
CA; ð3Þ

wheremh is the hadron mass. With this change of variables
we can express the cross section as

dσ
dz

¼ 1

1 −m2
h=sη

2

X
a

Z
1

η

dxa
xa

dσ̂a
dxa

Dh
a

�
η

xa
; μ

�
; ð4Þ

Here, dσ̂a=dxa denotes the differential cross section of the
hard subprocess with parton a, calculated in pQCD, and a
runs over all quark flavors and the gluon. We use Eq. (4) for
the theory predictions of this work. In this study, we
compute the K0

S hadron FFs within the framework of the
zero-mass variable-flavor-number scheme (ZM-VFNS),
where all active flavors are treated as massless. However,
the inclusion of heavy quark masses is necessary in order to
calculate the number of active flavors taking into account
the correct heavy-quark thresholds.
In this analysis, fixed values are adopted for the charm

and bottom quark masses, setting mc ¼ 1.51 GeV and
mb ¼ 4.92 GeV, respectively. The strong running coupling
is calculated at two-loop order by setting αsðmZ ¼
91.1876 GeVÞ ¼ 0.118.

FIG. 1. Kinematic range of the experimental SIA data in the
(z, Q) plane used to determine the K0

S FFs.
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To illustrate the need for hadron mass corrections, we
present in Fig. 2 the ratio η=z as a function of z at five
representative values of

ffiffiffi
s

p
. This figure indicates that the

deviation of the momentum fraction available to the
hadron (η) from z becomes significant when z and/orffiffiffi
s

p
decrease. We see that at

ffiffiffi
s

p ¼ 2.2324 GeV and
ffiffiffi
s

p ¼
3.4 GeV this correction is sizeable in the full range of z
values. The corrections are larger than 20% for z < 0.6 atffiffiffi
s

p ¼ 2.2324 GeV, z < 0.3 at
ffiffiffi
s

p ¼ 3.4 GeV, z < 0.1 atffiffiffi
s

p ¼ 14 GeV, z < 0.04 at
ffiffiffi
s

p ¼ 29 GeV, and z < 0.015
at

ffiffiffi
s

p ¼ 91.2 GeV. Corrections exceeding 50% can be
observed around z < 0.4 at

ffiffiffi
s

p ¼ 2.2324 GeV, z < 0.3 atffiffiffi
s

p ¼ 3.44 GeV, z < 0.06 at
ffiffiffi
s

p ¼ 14 GeV, z < 0.03 atffiffiffi
s

p ¼ 29 GeV, and z < 0.01 at
ffiffiffi
s

p ¼ 91.2 GeV. Since we
include the new BESIII data, which have been measured
from 2.2324 to 3.6710 GeV, the hadron mass corrections
are essential in the kinematic region covered by the data
and significantly improves the description of the data used
in this analysis.
For the cross sections, Eq. (4), our investigations show

that at the energy scale of 91.2 GeV, the hadron mass
correction is approximately �4%. At lower values offfiffiffi
s

p ¼ 29 GeV, relevant for the TPC data, this correction
varies approximately in the range between ∼ − 20% and
∼þ 6% depending on the value of z, while for the case of
the TASSO 14 data, the correction is between −20% and
þ12%. Our finding is that for energies of 3.4 GeV and
2.2324 GeV, mass corrections become more important
and reach ∼� 45% at

ffiffiffi
s

p ¼ 3.4 GeV and ∼þ 35% to
∼ − 50% at

ffiffiffi
s

p ¼ 2.2324 GeV for BESIII. All in all,
hadron mass corrections prove to be significant in mid-
range energies and indispensable for low-energy experi-
ments conducted at BESIII.
As outlined in our previous publication [16], the

analysis of inclusive SIA data only allows one to deter-
mine the combined quark and antiquark FFs, i.e., for the
quark combinations qþ ¼ qþ q̄. SIA cross section data
are available for tagged light, charm, and bottom quarks.

Therefore we can adopt a flavor decomposition approach
and, keeping in mind the flavor content of K0

S, we chose
the following combinations to be fitted:

D
K0

S
uþ ; D

K0
S

dþ ; D
K0

S
sþ ; D

K0
S

cþ ; D
K0

S
bþ ; D

K0
S

g : ð5Þ

In the next section we describe the optimization method-
ology and the method of FFs determination.

IV. OPTIMIZATION METHODOLOGY
AND UNCERTAINTY

The determination of unknown parameters or functions
typically involves employing a maximum log-likelihood
method. Assuming small uncertainties and therefore an
approximately linear parameter dependence, the problem
can be reduced to minimizing an appropriately chosen χ2.
In this work we use neural networks to describe the
theoretical predictions and choose to minimize the follow-
ing χ2 function:

χ2ðkÞ≡ ðTðθðkÞÞ− xðkÞÞT ·C−1 · ðTðθðkÞÞ− xðkÞÞ: ð6Þ

Here, k is the replica number, xðkÞ denotes pseudodata for
replica kwhich are obtained by randomly shifting the central
values proportional to their uncertainties, and θ represents
the set of weights and biases in the neural network, C
represents the covariance matrix including all uncertainties
and (possible) correlations of the measured data x, and
finally T represents the theoretical prediction. We use the
open source framework MONTBLANC in all the analyses
performed in this work. In this framework, minimization of
χ2 is performed by the CERES SOLVER open source code [41].
The NN parametrization is provided by the NNAD code [42].
The core of our theoretical predictions relies on the APFEL++

package [43]. Using NNAD an analytic expression for χ2 is
formed and CERES SOLVER is used to solve the corresponding
minimization problem using trust region methods. The FFs
for each parton flavor are expressed through a NN model at
the initial scale Q0 ¼ 5 GeV as

zDhþ
i ðz;Q0Þ ¼ ðNiðz; θÞ − Nið1; θÞÞ2: ð7Þ

Niðz; θÞ denotes the output generated by the neural
network. We opt not to incorporate prefactors like
zαð1 − zÞβ to regulate the behavior at low and high
values of z. However, it is important to note that the
NN output is subtracted at z ¼ 1, ensuring that the
fragmentation functions vanish at this specific kinematic
point. Moreover, the resulting output is squared to
guarantee that FFs remain non-negative.
The neural network is a type of multi-layer feed-

forward perceptron [44]. It comprises nodes organized
into sequential layers, where the output ξðlÞi of the
i-th node in the l-th layer is,

FIG. 2. Ratio η=z as a function of z at five representative values
of

ffiffiffi
s

p
.
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ξðlÞi ¼ g

�X
j

ωðlÞ
ij ξ

ðl−1Þ
j þ θðlÞi

�
: ð8Þ

The function g is called activation function, which is a
sigmoid function for hidden layers and linear for the

output layer. The parameters fωðlÞ
ij ; θ

ðlÞ
i g, denote weights

and biases respectively, and are determined by minimi-
zation of the χ2 function.
We use a simple but effective method in this study. Its

effectiveness is based on the so-called universal approxi-
mation theorem [45], which states that a simple feed-
forward NN like the one we are using can represent any
function in any specified range. Our NN setup has just one
hidden layer, and we pick 25 nodes for it. We have one
node in the input layer, which is the value of z, and 6 output
nodes, one for each combination of FFs in Eq. (5). This
architecture is therefore denoted as (1-25-6) and has 175
weight and 31 bias parameters, i.e., 206 parameters in total
to be fitted to the data. Fewer nodes could work just as well.
We have tried a NN setup with two hidden layers, (1-9-9-6),
to see if this would change our results. Unsurprisingly, our
tests showed that the results are consistent, as other research
supports this idea [46].
We use cross-validation to avoid overfitting our FFs. For

each data replica, the datasets with more than 10 points are
randomly split into training and validation subsets, each
containing half of the points. We only use the training group
to perform the fit. If there are 10 or fewer points, we use all
of them for training. During the training step, the χ2-value of
the validation set is monitored. The fit is stopped when χ2 of
the validation set reaches its minimum. Replicas whose total
χ2 per point is larger than three are discarded. We are
therefore convinced that our results do indeed describe the
data, rather than the specific setup of the NN. Finally, we
decided to use 100 replicas for our analysis, as it was shown
in a previous study to be enough to represent the central
values and uncertainties of the FFs [47].
The Monte Carlo approach has become a prevalent

technique in various QCD analyses for error propagation,
as evidenced by its application in studies such as [25,48–51].
Here, this method involves estimating the posterior proba-
bility distribution of NN parameters through fitting multiple
times. Each fit is conducted independently using a pseudo
dataset, known as a replica, resulting in an optimal set of
parameters and therefore FFs. Subsequently, the results of all
fits collectively encapsulate the probability distribution of
the data in FFs. Therefore, we define both the central value
as the mean of the replicas, and the uncertainties of FFs as
the standard deviation over the replica set.

V. RESULTS AND DISCUSSION

The main results and findings of this study are presented
and discussed in detail in this section. First, we evaluate the
quality of the FF24-K0

S fit by examining the total and

individual values of χ2 per dataset. Second, we perform a
comparison between the analyzed experimental data and the
predictions obtained using our K0

S FFs for all the datasets
included in this analysis. The kinematical cuts are also
discussed in this section. Finally, we compare our FFs with
other determinations available in the literature and illustrate
the origin of some specific features of our new FFs.
The experimental data used in this analysis are collected

in Table I. The table includes the reference for each dataset
and the associated energy scale. Additionally, details about
the kinematic cuts for both small and large regions of z are
provided. The last two columns show the χ2 values per data
point for each dataset at both NLO and NNLO accuracy.
The table also presents the total χ2 values for all the SIA
datasets.
The analysis includes a total of 346 data points after the

application of the kinematical cuts described above. The
overall χ2 per data point is 0.91 for the NLO and 0.87 for
the NNLO analysis, showcasing a highly effective descrip-
tion of the entire dataset for both perturbative orders.
A detailed examination of the entries in Table I reveals a

consistent fit quality and satisfactory description for each
individual dataset. It is noteworthy that the incorporation of
NNLO corrections results in a reduction of χ2 per data point
for most of the datasets, contributing to a further enhance-
ment of the overall fitting quality indicated by the total χ2.
In the following, we compare the theoretical predictions

calculated using the FF24-K0
S FFs with the analyzed

experimental data for all the datasets, focusing on NNLO
accuracy. In Figs. 3, 4, and 5, we present the predictions for
the normalized differential cross section at NNLO accuracy
as a function of z, compared with the SIA data. The upper
panels of the figures show the actual cross sections from
experiment (black points) and theory (red points). In the
lower panels of Figs. 3–5, the black points show the ratios of
data over theory for each dataset, allowing for a better
comparison of the central values of our theoretical pre-
dictions at NNLO accuracy with experimental data. The
error bars of the black (red) points are obtained by normal-
izing the experimental (theoretical) uncertainties to the
central values of our theory prediction.
Some of the data points have been excluded from the fits,

as explained earlier. In the figures, these points are separated
by a blue dotted line. Specifically, we have omitted two data
points from ALEPH and four data points from DELPHI in
the small z region due to their tension with the rest of the
data. Additionally, we observed outliers in the last data
points of BESIII2.2324 and BESIII2.4, which deviate from
the overall trend. Consequently, we decided to exclude them
from our analysis as well. All data points from the
remaining datasets are included in our analysis. The χ2

values listed in Table I demonstrate that our predictions are
in good agreement with the data. A detailed comparison of
the K0

S production cross section calculated at NNLO
accuracy and the newly added BESIII data are presented
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in Fig. 5. As can clearly be seen, very nice agreement is
achieved, which is consistent with the χ2 values presented in
Table I. The incorporation of BESIII data contributes
significantly to the precision and reliability of our new
NNLO FF set.
It is worth noting that when datasets are consistent with

each other, one would typically expect the predictions to
have uncertainties of a similar magnitude as those of the
experimental data. However, if there are inconsistencies in
the data, uncertainties may decrease to account for this
discrepancy. This phenomenon, where the combination of
multiple datasets leads to a reduction in the overall
uncertainty, is evident in Figs. 3, 4, and 5. Similar
observations can be made in Fig. 2 of [24] and in our
previous analysis using MONTBLANC [4].
Now we present our K0

S FFs, denoted as FF24-K0
S,

obtained from our baseline NLO and NNLO QCD fits and
compare them with some other FF parametrizations avail-
able in the literature. Such comparisons are shown in
Figs. 6 and 7. For the NLO analysis, we compare with
SAK20 [16], AKK08 [20], and DSS17 [21]. Results from

SAK20 [16] and NNFF1.0 [22] are compared with our
NNLO fit results.
All four FF sets depicted in Fig. 6 include a comparable

array of SIA datasets. However, our new FF24-K0
S set

uniquely integrates the BESIII measurements for the first
time. Additionally, the AKK08 FF encompasses K0

S hadron
production measurements from ppðp̄Þ collisions. With the
exception of DSS17, hadron mass corrections are accounted
for in the other three FF sets. Both the FF24-K0

S and SAK20
FFs are computed up to NNLO accuracy. In contrast, the
AKK08 FFs are determined only up to NLO accuracy and
available only without an uncertainty estimate. DSS17 [21]
also presented their FFs at NLO accuracy along with
uncertainty bands extracted from SIA, lepton-nucleon
DIS, and proton-proton collision data. The minimum value
for z is considered to be 0.05 in both the SAK20 and
AKK08 analyses. However, in the FF24-K0

S analysis, we
incorporated data points also for smaller z, down to
z ≥ 0.013. This difference could result in some variations
among the four FF analyses for all flavors, in particular in
the small-z region, z < 0.05.

TABLE I. The list of input datasets included in the analysis of K0
S FFs at NLO and NNLO accuracy. For each

dataset, we provide the name of the experiment, the corresponding published reference, the center-of-mass energyffiffiffi
s

p
, and the value of χ2 per data point for the individual dataset at NLO and NNLO accuracy. The total value of χ2

per data point is shown in the last line.

Experiment Reference
ffiffiffi
s

p
GeV zmin zmax χ2NLO=#data χ2NNLO=#data

BESIII [23] 2.2324 0.013 0.8 0.92 0.94
BESIII [23] 2.4 0.013 0.8 0.14 0.20
BESIII [23] 2.8 0.013 0.9 2.55 2.18
BESIII [23] 3.05 0.013 0.9 1.37 1.39
BESIII [23] 3.4 0.013 0.9 0.84 0.85
BESIII [23] 3.6710 0.013 0.9 0.55 0.56
TASSO [27] 14 0.013 0.9 0.68 0.63
TASSO [28] 14.8 0.013 0.9 1.60 1.55
TASSO [28] 21.5 0.013 0.9 1.19 1.07
TASSO [27] 22 0.013 0.9 1.27 1.17
TPC [30] 29 0.013 0.9 0.23 0.22
MARKII [31] 29 0.013 0.9 0.37 0.33
TASSO [27] 34 0.013 0.9 2.04 1.83
TASSO [28] 34.5 0.013 0.9 1.27 1.21
TASSO [28] 35 0.013 0.9 0.92 0.85
CELLO [32] 35 0.013 0.9 0.40 0.35
TASSO [28] 42.6 0.013 0.9 1.19 1.15
TOPAZ [33] 58 0.013 0.9 0.34 0.32
ALEPH [34] 91.2 0.013 0.9 0.35 0.32
DELPHI [35] 91.2 0.013 0.9 0.70 0.73
OPAL [36] 91.2 0.013 0.9 0.90 0.88
SLD total [37] 91.2 0.013 0.9 0.93 0.93
SLD uds [37] 91.2 0.013 0.9 0.65 0.73
SLD charm [37] 91.2 0.013 0.9 0.64 0.66
SLD bottom [37] 91.2 0.013 0.9 1.64 1.46

Total #data

Total χ2=#data 346 0.91 0.87
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Considering the comparisons presented in Fig. 6, several
observations are noteworthy. It is evident that the central
values of these analyses exhibit different behaviors, par-
ticularly for the gluon and uþ FFs, even within regions
defined by the same kinematical cuts. Despite these
differences, some similarities emerge, such as at large z
values for the bþ, cþ, sþ, and dþ FFs. In the small z region,
where more data points are included in the FF24-K0

S
analysis, the FFs are generally larger than those of the
SAK20 FF, except for the gluon FF.
Regarding uncertainty bands, there are some comments

need to be made as well. As shown in Fig. 6, the uncertainty
bands for FF24-K0

S FFs are broader compared to those of
the SAK20 analysis across nearly all the z region. This
difference primarily arises from our utilization of the
Monte Carlo method to accommodate error bands, whereas
the SAK20 analysis employs the standard Hessian method.
Notably, the uncertainty bands for the new FF24-K0

S FFs
are wide over regions at small values of z due to the

insufficient coverage of SIA data points in those areas.
These wide uncertainty bands are particularly pronounced
for the uþ and sþ FFs. Upon comparison with DSS17, it
becomes evident that their analysis yields larger error bands
across nearly all FFs, except for the dþ FFs.
We now shift our focus to the comparison of the FF24-K0

S
at NNLO accuracy with those of SAK20 [16] and NNFF1.0
[22]. These comparisons are illustrated in Fig. 7. Considering
the central values of these analyses, one can observe different
behaviors for all parton species, even within regions defined
by the same kinematical cuts. For the case of bþ, cþ, and sþ

FFs, the central values of FF24-K0
S are smaller than those of

SAK20 [16] and NNFF1.0 [22]. However, for the uþ and
gluon FFs, although they are larger in comparison to SAK20,
they are still smaller than those of NNFF1.0. In terms of
uncertainty bands, it is noticeable that the error bands of
FF24-K0

S are smaller than those of NNFF1.0 for almost all
parton species and across all regions of z, particularly for the
small-z region z < 0.1.When comparingwith SAK20, it can

FIG. 3. Comparison between the K0
S production cross section calculated at NNLO accuracy and experimental data from different

experiments, including ALEPH, DELPHI91.2, OPAL, SLDuds, SLDb, SLDc, SLDtotal, TOPAZ, and CELLO. The lower panels show the
data/theory ratios.
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be concluded that smaller error bands are achieved, except for
the case of dþ and sþ FFs.
In order to see how theBESIII data forK0

S production affect
the determination of FFs, we compare in Fig. 8 data with
predictions obtained from both the previous SAK20 FFs and
the new FF24-K0

S FFs. We observe large differences between
data and SAK20 predictions over the full range of z and for all
energies. The theory predictions based on SAK20 FFs are not
in good agreement with the BESIII data. In particular, the
increase of cross-section predictions from SAK20 toward low
values of z is not seen in the data. We believe that the main
reason for this difference is that the SAK20 FFs had been
extracted fromhigh-energy SIA data and the predictions using
QCD-backward evolution of FFs fromhigh to low energies do
notmatch the experimental results.Weconclude that including
BESIII data improve the fit for FFs in particular at low z.
In summary, our approach highlights two key improve-

ments: First, the integration of the latest experimental data
from BESIII, which enriches the dataset and enhances the
reliability of our results. Second, the adoption of neural

networks in the fitting procedure introduces a novel
technique to refine the extraction of FFs. This innovative
combination of advanced methodologies contributes to a
more accurate determination of K0

S FFs, offering improved
precision and reliability for the prediction of measurements
at future high-energy scattering experiments.

VI. SUMMARY AND OUTLOOK

In summary, the main goal of this paper is to introduce
new sets of fragmentation functions for K0

S, entitled FF24-
K0

S, obtained from a QCD analysis including NNLO
corrections. Our analysis relies on extensive experimental
data, incorporating measurements of K0

S production in the
SIA process and including the most recent experimental
data reported by the BESIII Collaboration.
The BESIII measurement covers collision energies

spanning from
ffiffiffi
s

p ¼ 2.2324 to
ffiffiffi
s

p ¼ 3.6710 GeV below
the range used in earlier FF fits. The findings presented in
this study hold particular significance as they contribute

FIG. 4. Same as Fig. 3 but this time for some other selected experimental data, including MARKII, TPC, TASSO42.6, TASSO35,
TASSO34.5, TASSO34, TASSO22, TASSO21.5.
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valuable insight, especially in this new energy range belowffiffiffi
s

p
< 10 GeV where precise eþe− annihilation data have

been scarce before. By analyzing normalized differential
cross sections across this energy range, we have success-
fully addressed critical gaps in our understanding of K0

S
hadron production.
Incorporating hadron mass corrections particularly in

datasets with low values of energy and z, is crucial. In our
analyses, we have applied K0

S mass corrections which
allowed us to incorporate low-z data points, excluding
only 8 data points with zmin ¼ 0.013. While small-z
resummation is not explicitly addressed in our present
analysis, we acknowledge its importance and plan to
explore it in future investigations.
We have utilized neural networks to parameterize the

fragmentation functions, aiming to minimize theoretical
bias. The NN parameters are tuned to fit the SIA data.
Our approach used the recent publicly available package
MONTBLANC for FF parametrization, evolution, and SIA

production cross-section calculation. Moreover, we employ
a Monte Carlo sampling method to propagate experimental
uncertainties into the fitted FFs and determine uncertainties
for both FFs and associated observables.
Both the overall χ2 and the χ2 values for individual

datasets used in the fitting procedure are satisfactory. This is
evident in the excellent agreement observed between the
experimental data and the corresponding theoretical pre-
dictions. However, upon comparison with two other deter-
minations, namely SAK20 and AKK08, some notable
differences were identified in the resulting FF24-K0

S set.
In this work, we focus exclusively on SIA observables to
accurately determine the quark FFs of K0

S. However, these
measurements provide limited information about the gluon-
to-hadron FFs since they are only accessible starting at
NLO. Consequently, significant differences arise between
our findings and those of other results available in the
literature, such as AKK08, where K0

S production was
investigated using also collider data. To gain a better

FIG. 5. Same as Fig. 3 but for some other selected experimental data including TASSO14.8, TASSO14, BESIII3.671, BESIII3.4,
BESIII3.05, BESIII2.8, BESIII2.4, and BESIII2.2324.
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understanding of the gluonic contribution, we plan to extend
our analysis to include data from the production of K0

S
particles in proton collisions. Previous studies suggest that
this will be particularly important for a better determination
of the role of gluons in the overall picture.

The resulting FF24-K0
S sets at NLO and NNLO accuracy,

along with their associated uncertainties, are made avail-
able in the standard LHAPDF format for broader utilization
in the scientific community [52].

FIG. 6. The FF24-K0
S at NLO accuracy obtained for various partons at

ffiffiffi
s

p ¼ 91.2 GeV. The shaded bands represent 1σ uncertainty
estimates derived from the Monte Carlo method. Results from SAK20 [16], DSS17 [21], and AKK08 [20] at NLO accuracy, along with
their 1σ error bands, are also included for comparison.

FIG. 7. Same as Fig. 6, but this time for the FF24-K0
S at NNLO accuracy. Results from SAK20 [16] and NNFF1.0 [22], along with

their error bands at NNLO accuracy, are also included for comparison.
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