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As a possible generalization of dual resonance models, a description of strong interactions is proposed
in terms of g-number coordinates. Some basic properties of the latter are conjectured by abstraction
from dual resonance models and on the basis of a correspondence principle. Fields on g-number
coordinates are defined; interaction between matter fields and coordinate fluctuations is obtained from a
covariance argument. Feynman rules are derived for the calculation of Green’s functions. Two explicit
examples are worked out as an illustration. It is shown in particular that a certain type of dual
resonance amplitudes may be recovered as an approximate solution.

I. INTRODUCTION

Dual resonance models’ (DRM) provide an in-
teresting description of hadronic phenomena.
While such models are certainly unphysical in
their details, it is a widespread opinion that they
correctly reflect some important qualitative as-
pects of strong interactions.

I suggest that the qualitative succes of DRM is
due to the fact that they provide a description of
strong interactions which is essentially “kine-
matical” in its nature. In particular, coordinates
(which play an entirely passive role in ordinary
field theories) are endowed with a new meaning
by being treated as ¢ numbers.

It is therefore this aspect of DRM which has to
be abstracted and suitably generalized.

Recently, a significant step in this direction
has been taken by Ramond? and by Kaku and
Kikkawa.® These authors construct a second-
quantized theory based on the string picture.?* The
basic object in their theory is a field “defined on
a string,” say®[¥(7)]. The coordinates Y*(7)
are those of a submanifold of Minkowski space;

7 denotes the set of parameters used to param-
etrize the submanifold. (The string is, of course,
characterized by two parameters, 7° 7'.) In this
picture, the evolution of Y*(7) is governed by
equations of motion derived from the Nambu-
Chang-Mansouri Lagrangian,* whereas, in the
author’s interpretation, & “creates and annihilates
strings.” Strong interactions are described by
adding cubic and quartic terms to the Lagrangian
which governs the evolution of ®.

There are ‘two levels” of the dynamics described
by such a theory: (i) Onehasto specify the motion
of the string; hadronic levels are described in
terms of the excitations of its normal modes. (ii)
One has to construct a dynamics of the “super-
field,” ®[Y(7)]. Thus the argument of the second-
quantized field ® is itself a dynamical variable,
describing the creation and annihilation of the

normal modes of the string.

One can now ask whether it is possible to gen-
eralize the string picture to higher-dimensional
objects in the hope of avoiding the intrinsic prob-
lems' of the string theory. In particular, one is
led to examine the limiting case when Y* is con-
sidered to be a function of four parameters, say
x*(u=0,...,3). The variables x* may be chosen
as Cartesian coordinates in Minkowski space. In
this case, however, one is no longer dealing with
an object moving in space-time, but rather with a
mapping of space-time onto itself. [Classically,
the coordinates Y*(x) are general, curvilinear
coordinates of the points of Minkowski space. It
is assumed that the classical mapping is one to
one.]

As a next step, the Y* may be regarded as dy-
namical variables (“g numbers”); one attempts
to describe strong interactions in terms of the
“guantum fluctuations” of the mapping around the
identity map.

In order to realize this idea, one introduces
“matter fields” (describing, say, quarks) such that
their arguments are the ¢ numbers, Y"(x), instead
of c-number coordinates x*. This is similar to
the procedure followed in Refs. 2 and 3; however
(as it is evident from the previous discussion), its
physical meaning is slightly different. One may
postulate (as I do in this paper) that the classical
evolution of the field is governed by a Lagrangian.
In the corresponding quantum theory, one specifies
a weight factor as a certain imaginary exponential
in the Feynman path integral.

The Lagrangian of the quark field may contain
the usual kinetic term and terms describing elec-
tromagnetic and weak interactions. However, the
Lagrangian does not contain, for example, a quark-
gluon interaction put in “by hand” to describe
strong interactions. The latter are described by
the “quantum fluctuations” of Y* and by their cou-
pling to the matter field. This coupling may be
determined on the basis of a covariance argument
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(Sec. III). In this sense, one is led to a “kinema-
tic” theory of strong interactions.

Once this interpretation of strong interactions
is adopted, it is very tempting to conjecture that
strong interactions are universal: The argument
of every field (including the electromagnetic and
lepton fields) is a dynamical coordinate, Y*.
Strictly speaking, this is not a logical necessity:

I indicate briefly in Sec. III that one can construct
“mixed” theories, in which “ordinary” fields co-
exist with ones depending on a dynamical coordi-
nate. Such mixed theories, however, lack much
of the aesthetic appeal of a “universal” theory;
they are not examined in this paper any further.
(It is, of course, the experimental consequences
which should ultimately decide between the two
types of theories. The result of a simple model
calculation reported in Sec. V suggests that adop-
tion of the universality hypothesis need not lead
to conflicts with the usual tests of quantum elec-
trodynamics.)

The plan of the paper is the following. In Sec.

II some basic properties of a dynamical coordinate
are examined; they are partly abstracted from
DRM, partly conjectured on the basis of a corre-
spondence principle. Section III deals with the
question of constructing Lagrangians for fields
which depend on dynamical coordinates. The guid-
ing principles invoked are that the Lagrangians
should resemble “classical” Lagrangians as much
as possible and that their forms should not change
as the mapping Y*(x) fluctuates around the identi-
cal map (general covariance). Feynman rules

are constructed and examined in Sec. IV; in Sec.
V some model calculations are reported, mainly
in order to illustrate the use of the techniques
developed in the preceding sections. Some con-
cluding remarks are made in Sec. VI.

Notation. Tetrad indices are written to the right
of a vertical bar (|), unless (as in Sec. V) there
do not occur indices referring to a general metric.
Exceptions are a classical, Minkowskian coordi-
nate which is always denoted by x* (instead of x'#)
and the Minkowskian metric tensor which is de-
noted by n*”. The signature of the metric is
(+=--). Differentiation with respect to x" is
often denoted by a subscript u, separated by a
comma from the functional symbol.

Constant Dirac matrices (referring to a tetrad
basis) satisfy

{r', »"k=20"",
,y!o,y!p,y!o:,y:u’r; ,},15:7/10,},!17/127/!3 .
Almost everywhere the natural system of units

isused: Z=c=L=1, where Lis the scale length
of strong interactions introduced in Sec. II. An

exception is Sec. II itself, where the ‘“quasiclas-
sical” limit (L - 0) of Y* is examined; there one
sets Z=c=1, but keeps L.

II. COORDINATES AS DYNAMICAL VARIABLES

Classical Minkowski space is a four-dimensional,
pseudo-Euclidean manifold. This property has
to be carried over in some form into a picture in
which coordinates are treated as dynamical vari-
ables; otherwise, there is little hope that ordinary
field theory (e.g., quantum electrodynamics) can
be recovered as some appropriate limiting case of
one’s theoretical constructs. It is reasonable to
demand therefore that a suitable quantum average
of the dynamical variable in question should coin-
cide with points of a classical Minkowski space.
I assume that the quantum average can be written
in the form of a Feynman functional integral.
Therefore, the requirement just stated should be
written as

v iw[Y] yvu
———————-—/?Y Ve iW[Y]Y =xH (2.1)
JGY e

(v#) =
where the dynamical variable corresponding to the
coordinate has been denoted by Y*. The functional
W[ Y] should be some suitably chosen action. The
“classical” coordinate may be used to parametrize
the dynamical variable Y*: One can write Y*
=Y*"(x). One can assume further that the action
of inhomogeneous Lorentz transformations is de-
fined on the classical coordinates, x”. In partic-
ular, under translations one should have

T(a) Y*(x)=Y*(x+a) , (2.2a)
with, of course,

(YH(x+a))=x"+a" . (2.2b)
The last requirement can be satisfied if one writes

YH(x)=xt+E(x) , (2.3)

and demands that £*(x) (the “fluctuating part” of
the coordinate) have a vanishing expectation value.
The field £*(x) transforms under translations of
the x* in the “usual” way: x"-~x"+a" is repre-
sented by

g (x)~ & (x+a) .

Intuitively, “one should further demand that the
fluctuations of the coordinate have a finite range,
characterized by a scale length, L. (On the basis
of experience with dual models one expects per-
haps L~ 1 GeV™'~ 107" cm.) If one lets L go
to zero artificially, a correspondence principle
should hold: The quantum fluctuations of.the co-
ordinate should disappear. \\.\

This can be achieved if (a) W[ Y] is proportional
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to a negative power of L (say, L?) and (b)the clas-
sical coordinate, x*, is a solution of the Euler-
Lagrange equations

4

W:O . (2.4)

These conditions for the fulfilment of a corre-
spondence principle are well known; they have
been investigated by Morette DeWitt in con-
nection with the quasiclassical limit (% -~ 0) of
Feynman path integrals.® In fact, if the two con-
ditions just stated are met, then as L approaches
zero the phase factor exp(i W[ Y |) undergoes rapid
oscillations as one integrates over Y. The main
contribution to the integral comes from the region
where the phase is stationary; the condition for
that is given by (2.4). By assumption, the solu-
tion of those equations is just the classical coor-
dinate. On writing W as the integral of a local
Lagrangian, say,

w(Y]= 'Zf dix V() | (2.5)

one can introduce intrinsic variables in functional
integrals of the type (2.1). [The intrinsic variables
are Y*(x) - Y/ (x), where Y} is the appropriate
solution of (2.4). Thus the intrinsic variables turn
out to be just the £“(x) from (2.3).] Translation
invariance of the action requires 8£/8Y*=0; cf.
Eq. (2.3). On expanding the action around its sta-
tionary value, one gets

WY ]=L?W[x]

+3 L—zfd4 u aY gu,a€”’8+...
(2.6)

Thus, indeed, (£") =0 at least to leading order in
L.

Canone achievethat (¢*) =0 (i. e., (Y") =x") iden-
tically? Clearly, a sufficient conditionfor thatis
the invariance of the Lagrangian under the transfor-
mation Y*— £ in the functional integral, for evidently
£(Y) has to be even in Y*; therefore, if £ is in-
variant under Y*~£", it is also even in £*. Hence,
by symmetry, one has (£*)=0. Evidently £(Y) is
invariant under Y*- &* if it depends on Y* only
through its antisymmetrized derivative, u,,=Y, ,
-Y,,,. (Noticethat ¥, ,-Y, ,=&,,,—-§&, ,.) How-
ever, this is not the only way of constructing La-
grangians which are invariant under the trans-
formation Y*- £#; the model Lagrangian used in
Sec. V is an obvious counterexample. By means
of similar considerations, one can conjecture some
other important properties of the coordinate fluc-
tuations. Consider, in particular, the correlation
function

(YR(x) Y (20) = 0 2 + (8% (o) £ ()

Clearly, one expects that as L -0, the fluctuation
correlations disappear, (&*(x,) &’(x,)? = 0. By using
dimensional and invariance considerations, one
may write

+22g1_(xz_)_> . (2.7)

9x,9%,

(0§00 =22 (7" gl

The tensor in angular brackets has to be dimen-
sionless. One expects further that the behavior
of g, and g, near the light cone is governed by the
high-momentum behavior of their Fourier trans-
forms. Thus,

a ipx
go(x2)~f(—PzL;ze" ~Inx? ,

()~ [ e on

(More precisely, near the light cone g, and g,
have to behave as associated homogeneous func-
tions of x? of degree 0 and 1, respectively.) Hence
one infers that (barring some anomalies) the fluc-
tuation correlations must have a rather mild sin-
gularity on the light cone. For instance, if the
Lagrangian in (2.5) is assumed to be quadratic in
Y¥ then its leading term near the light cone (i.e.,
the term containing the highest derivative) must
be proportional to the second derivative of Y'*,
e.g., in the form 98,9,Y,9%98Y". Such terms are
automatically invariant under Y* - £* (since

3,0 gx"=0); therefore, there is no need to anti-
symmetrize the derivatives in them.

From now on, the question of the scale length,
L, approaching zero will not be discussed again
in this paper. Hence the natural system of units,
Z=c=L=1, will be used throughout.

III. FIELDS AND LAGRANGIANS

In order to proceed, one has to give a meaning
to a field (the electron field, perhaps a quark
field, etc.) defined on the coordinates Y*(x).
this end, one notices that in the functional formal-
ism used here, £"(x) is just.a c-number field and,
hence, so is Y*(x)=x"+&"*(x). (“Quantizing” the
coordinate amounts to averaging over the various
functional forms of £*.) Therefore, Y"(x) with a
fixed functional form of £*(x) may be looked upon
as a curvilinear system of coordinates introduced
in Minkowski space. Hence, a “field defined on
the Y*” [again, for a given form of £"(x)] is just
a field defined on an arbitrary curvilinear system
of coordinates.

In constructing a Lagrangian density for a field
or a system of fields, it is physically reasonable
to require that the form of that Lagrangian density
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remain unchanged as £*(x) runs through its various
functional forms, in other words, that the Lagran-
gian be a scalar density under general coordinate
transformations. The procedure for such a con-
struction is well known in the general theory of
relativity and it may be taken over without any
change.

The basic tool in constructing generally covari-
ant Lagrangians for fields of arbitrary spin is the
tetrad formalism.”

On using (2.3), one can immediately see that the
tetrad vectors are given by

el =YH =0k, + £, . (3.1)
In terms of the tetrad vectors, the contravariant
metric tensor is given by

gh’= eulpeu 10N

=t B g (3.2)

It is important to keep in mind that the tetrad
vectors (3.1) satisfy the symmetry relation

det det
T T (35

This relation is a consequence of the fact that tze
space is flat and hence Y" is obtained from the
globally Minkowskian system of classical coor-
dinates x* by means of a coordinate transforma-
tion.

After these preliminary remarks, Lagrangian
densities are constructed in a straightforward
way. Suffice it to quote a few relevant examples
of Lagrangians of “free” fields.

(@) Neutval scalar field.

1< w 0P 8%

2 oY" ay?

m2<I>2> , (3.4)
where ®=&(¥(x)) and g"” is given by (3.2). [It
would be perhaps more appropriate to write 6&/
6Y*(x) in (3.4) instead of 8®/0Y". However, the
simpler notation may be used as long as it does
not give rise to confusion.]
(b) Maxwell field.
5 _dA
£=-iFusFys8°78" , Fop=gy%-

[e5)
L:>
—_ R

@

Y
3.5)

(One remembers that the Christoffel symbols drop
out of the expression of the curl of a vector.)

(c) Divac field. The covariant spinor derivative
is given formally by

_ 0¥
TayF T*
with (3.6)

v, ¥ L RAE NS 2

where, of course, gy, is the inverse of the tensor
(3.2),

guugup: 5“;) .
In tetrad components
tluyé =e lup Lotys

and since

8e”y _9€”y ax*

aYH  oax® ayH

ae”

- ____Ze lot
axd ji
one gets
ae”y
tla}/rs: ax® €y1s (3-7)

where, evidently, e, s=g,,€’s.
Here,

1
laB — = lo 18
0 2l' [y ) ’)/ ] :

The covariant spinor derivative in tetrad compon-
ents reads

o . s
Vlﬂ@:ealﬂm —:i‘lo' Y tmyé\l’

WV . s
=5yF ~ 10 YOty

in view of Eq. (3.1). The Lagrangian density is
written as

L£=3i[¥Ty "V = (v, 0) Ty oy "]
-m¥ Ty ¥
which, upon introducing Ezzqﬁyio, gives
£=%i<\ff‘ym%— %y‘“‘?) -mU ¥
S A ACAAIT TN (3.8)
On using the relation
fyle a8l =2i ¢ Iocy5p,y|5,ylp ,

one observes that the last term in (3.8) drops out,
since

layd -
e’ ptlayé*oa

in view of (3.7) and of the symmetry relation (3.3).
Hence, finally, the Dirac Lagrangian can be re-

written as

(= ., 8% ¥ -
%Z(‘I/'y“m—a—f‘u—y“'l’)—m‘lﬂll, (3.9)

&
I
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The action functional is naturally constructed from

each of these Lagrangians (or their sums) by taking
w= [dixe. (3.10)

This expression is generally cbvariant. In fact,

following the usual procedure, for a given func-
tional form of &*(x), one would write

W=fd4Y\/'—_g£,

where
g=detg,,=(detg"")™" .

On writing det g"” = — (det e*|,)* and using the fact
that det e, =(det e,'*)™*, one immediately arrives
at (3.10).

Evidently, the form (3.10) of the action is made
possible by the fact that the coordinates x* furnish
a global coordinate system over the entire clas-
sical Minkowski space.

Minimal coupling of charged fields to the Max-
well field may be generated by means of a local
gauge transformation.

Take the Dirac field as an example. The natural
choice for a local gauge transformation is

¥(Y) -t e (D), (3.11)

where e is the charge carried by the field ¥. In
the usual way, (3.11) leads to the gauge-covariant
derivative

_ (V)

DY =——2~ieA,(Y)

S p (3.12)

and to the corresponding expression of the current
J"=ely"y |

=ely ve", . (3.13)

The transformation (3.11) of the charged field is
accompanied by the gauge transformation of the
Maxwell field,

AAN(Y)
4,0-4,m- 20 (3.14)
which is a manifestly covariant relation, of course.
It has to be borne in mind, however, that there is
an alternative way of introducing electromagnetic
interactions.

In fact, on rewriting the Dirac Lagrangian in
terms of tetrad components,
oW ow

-— ‘”w)- m¥y

£=%i<‘f'7/'” 35 = axt?

one observes that it can be made invariant under
a local gauge transformation of the form

¥(Y) - e (Y)

where the gauge function A(x) depends on the clas-
sical coordinate only. Correspondingly, one is
forced to introduce the Maxwell field in the form
A, (%), and the gauge-covariant derivative of ¥ be-
comes

o
D', = Py ieA,(x)

o ,
se"hl W—zeA,“(x) .

(This is not a generally covariant relation, since
¥ and A |, depend on two different types of coordi-
nates. Nevertheless, Lorentz invariance of the
theory may be saved.) As a matter of fact, one
can construct theories in which fields depending
on Y¥#(x) (hadrons?) coexist with others which
are defined on the coordinates x" (leptons?).
Ultimately, one may be forced into such a choice
by the experimental data. However, at present I
find this alternative a rather unattractive one from
the theoretical point of view.

IV. THE FEYNMAN RULES

In ordinary field theories one can generate the
Feynman rules as follows. Suppose that the field
variable is ¢(x), with Lagrangian £=Q(¢) +gV(¢p)
where @(¢) is quadratic in ¢, V() is the “inter-
action,” with coupling constant g. The generating
functional of the Green’s functions is constructed
by adding a source term, fd“xj(x) @(x), to the
action

szwexp{z‘fd"x[Q(<p)+gV(<ﬂ) +§(x) ()]

(4.1)

The perturbative expressions of the Green’s func-
tions are obtained by expanding the functional de-
rivatives of Z into a power series in g. The re-
sulting functional integrals are of the type

f5<peXp [ifd“xQ(qo)} [fd“le(go(xl))...]

x[o) -] .

They are Gaussian and hence readily calculable.
How can one generalize this procedure for the case
when the fields depend on the coordinates Y*(x)?

The action is a functional of ®(¥(x)) (and of Y*
itself), say,

wle(n]= [dicQa(n]+g [ va(v)] .
In view of the results of the preceding sections,

one tries an expression for the generating func-
tional:
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Z=f6Y“exp[ifd4x£(Y)}
x[5<1>exp [i(W[@(I’)]+fj(m@(I’)d4x>}

(4.2)

This expression has the right appearance; in par-
ticular, one hopes that in the limit as the scale
length, L, approaches zero, the rapid oscillations
of the factor exp[i [d*x £(¥)] suppress the coor-
dinate fluctuations, and one recovers the gener-
ating functional (4.1). The problem presented by
the formal expression (4.2) (as indicated by the
tilde in 8®) is that one does not know how to per-
form the integration over ®. In fact, in the inte-
gral over &, one should average over the degree
of freedom represented by the field, while keeping
those represented by the coordinate fluctuations
“frozen in.” Thus, in order to give a meaning to
a functional integral of the type (4.2), one has to
‘“disentangle” the field degrees of freedom from
the coordinate fluctuations.

It is evident that this problem arises already in
the case of integrals which are Gaussian in &.
(Such integrals do not represent free fields: &
interacts with the coordinate fluctuations.) In fact,
once one learns how to handle Gaussian integrals,
others arising in the perturbation expansion of any
Green’s function can be treated in the same way.
(The latter can be obtained from a fundamental
Gaussian integral by means of repeated functional
differentiation.) In what follows, I describe the
solution of the problem just outlined for the cases
of the Dirac and Maxwell fields. (By the end of
this section it should become obvious how to gen-
eralize the procedure for other fields.)

A. The Maxwell field

One starts from the Lagrangian (3.5) with a
source term added to it:

1 0A, 9A o
WM=—fd“x[§ 377 —BY"O(g“”g” -g"¢"%)

~g"5, (04,1 |, (4.9)

where g"” is given by (3.2).

In order to separate the field degrees of freedom
from those represented by the coordinate fluctua-
tions, one introduces an auxiliary field a,(x) and
an auxiliary source, j,(x), by means of the equa-
tions

Au(Y(x))=fd4yau(y)5(“)(Y(x)—y) ,
(4.4)

TV = [ d%,(5) 69 (X(x) - »)

One has further

8A
o= [atya,)

F
BY” 6<4)(Y_y)
f 4 aa“(y)GM)
=) d%y 5y (Y-9). (4.5)

Next, one defines the following two kernels:

K™, ) = | dxg"" (1) 5D (¥(x) - 3) 6 (¥(x) = v7)

=0W(y -y K""(y) , (4.6)

where
K(9) = [ dxg"(x) 8(X(x) - 3)

and
K“"“’“(y,y’)=fd“xg“”(x)g"°(x)5“"(Y(x)-y)

x84 (Y(x) - ')
=64 (y -y K*"3PO(y) (4.7

where
KHViPO(y) Efd“xg“"(x)g""(x) (Y (%) - y) .

[These kernels are, of course, functionals of
£#(x).] In terms of these quantities, the action
(4.3) can be rewritten as follows:

1 da, da . .
Wa=- [ aty] § 50 205 psowniy) - o)

=Ju (¥ ay(y) K‘“’(y)} . (4.8)

Now the functional integration over the field de-
grees of freedom can be performed: One has to
take

84,=0a,(y) .

First of all, one observes that the quadratic
form in (4.8) is degenerate. It is constant on the
orbits of the gauge group:

OMy)
a,(y)~a,(y) - —= .
uly u(y ayh
These gauge transformations on the auxiliary fields
are induced by the transformations (3.14) of the
fields A,(Y); in order to prove this, one intro-
duces A(y) by

A = [ a4y M) 8O - 9)

so that
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oA aA(y)
m:fd4y a_y“ 5(4) (Y(x) - y) ,

and uses the definition (4.4) of the auxiliary fields.
The integral over the orbits of the gauge group
can be factored out with the help of the Faddeev-
Popov (FP) method.®
A convenient choice of the gauge-fixing term is

da, 9a
—_1fg4a, % 9% pupipo
aW[a)=- & ity 334 S K) (4.9)
(Feynman gauge).

Next, one has to calculate the FP factor F, de-
fined by

F‘lzfé)\e“\“’[‘”a A (4.10)

In Eq. (4.10) and throughout the remainder of this
section, the wavy equality sign (=) stands as a
reminder that some infinite constants which are
independent of all the functional arguments [includ-
ing £"(x)] have to be absorbed into the definition
of the functional measures.

A straightforward integration in (4.10) gives

VARIABLES: A POSSIBLE... 3179

FY]=[Det(iK" %"?5,8,0,8,)] 1/2

=exp[3i Tr In(K* %7?8,8,8,9,)] . (4.11)

The trace is to be understood in the functional
sense. As expected, the FP factor is independent
of the functional argument q, (), since the gauge
transformations form an Abelian group. However,
unlike in ordinary quantum electrodynamics, one
is not allowed to set F~1. Infact, F[Y]isa
highly nonlinear functional of Y*, which still has
to be integrated over.

Having factored out the integral over the gauge
group, we now find it easy to compute the gen~
erating functional for the Maxwell field. The re-
maining integral,

a Ié] .
fba“exp {%ifd‘ly [5%% gg—l)%K“"’”"(y)

- u(®) au(ym“"(y)]} ,
can be calculated by means of the usual trick of

shifting variables in a Gaussian integral. As a
result, one finds

ZMNfGY“exp[i fd"xoﬁ(Y)} F[Y]exp {%i fd“yd“y’[jp(y)K"“(y)Dw(y,y’)K“°(y’)jo(y’)]} ) (4.12)

where the Green’s function D,,(y, y’) satisfies the equation

8 ; 3Dy, (¥ y’)>
U psvo ot \J)» —_5vs(4) Y
By“<K () =55 o6 (=31,

together with the usual causal boundary conditions.

(4.13)

On remembering the expression (4.6) of K*”(y), we can write the generating functional Z, in the form

Zux [ortem[i [axe(n] FIYID[Yexp[ 35 [ats as’ 7 (v D00, ¥x DI (1D

The factor D[Y] is given by the expression
D[Y]=[Det(iK"""°8,8,)] */2
(4.15)

where the trace is to be taken both in the functional
sense and with respect to the superscripts v, 0.
As noticed before, the factor D[Y] must not be
dropped, due to its dependence on the functional
argument Y*,

The meaning of an expression of the type
D, (Y(x), Y(x")) is clear from the preceding dis-
cussion; the “recipe” is the following:

(i) First solve Eq. (4.13) for a Green’s function
D,,(y, »") depending on the classical coordinates
v and y’. [The solution of (4.13), of course, in-
volves the Y*(x), or, equivalently, the fluctuation
field, £"(x), through the kernel K*”??(y).]

(ii) Having gone through step (i), substitute

=exp[- 3¢ Tr In(K*P¥°9,8,)] ,

(4.14)

r

“quantized coordinates,” Y*(x), Y*(x’) in place

of the classical arguments y* and y'*, respectively.
A perturbative construction of such Green’s func-
tions is outlined later in this section, using the
Green’s functions of the Dirac field as an example.

B. The Dirac field

The calculation of the generating functional for
a Dirac field is actually simpler than the previous
case: No complications due to a gauge group arise.
One starts again from the action derived from
(3.9), with an appropriate source term added to it:

_ 9 9 _
W,,=fd4x{§z’ (wy“% - a—y‘{'—uy“\p>— A

THN () +@(Y)H(Y)J . (4.16)

Here, as usual, the quantities ¥, H, are regarded
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as elements of an infinite~dimensional Grassmann
algebra (“anticommuting ¢ numbers”), supported
by the manifold Y*(x) of dynamical variables.

Next, one introduces auxiliary fields and sources

by means of the equations

(X)) = [dyy(3) 0 (¥(x) - 3)

(4.17)
HEF)= [a*yn(3) 8@ (M) - 9)

thus disentangling the two different kinds of de-
grees of freedom, as discussed before. Interms
of the auxiliary variables, the action of the Dirac

field is rewritten as follows:
J

W= [ at] 576t 2 - Heroue))
= mE@Y)) + 0 K ()

+$(y)n(y)K(y)} , (4.18)

where

K(y)= [d4xa<‘*’(Y(x)—y),
(4.19)

H)= [ansO(rw) -y Pet ).
After performing the functional integration over

¥(y), one finds for the generating functional of the
Dirac field

Zo= [[ov+exp| ¢ [ a'xe( alvlexp| =i [ a*d 'y HOKGISE, 9K 0" | (4.20)

The Green’s function S(y, y

iG*(y) S();,y) <l

’) satisfies the following equation:

“ |
— mK(y ))s<y,y'>=—o<4’(y—y'), (4.21)

while A[ Y] is expressed in terms of a functional determinant:

alvl= {Detz‘ E (G“(y) a;i_ - ——c“(y)> - mK(y>]}”2.

(4.22)

The exponent +3 (instead of —3) is a consequence of the fact that the field y(y) is treated as an anticom-

muting variable; cf. Berezin.®
H(Y) with the help of (4.17) and (4.19). One finds

The generating functional can be reexpressed in terms of the sources

= f SY*H exp[i f d*x £(Y)] IND4| exp[ —i f dixdix'H(Y (x))S(Y (x), Y(x’))H(Y(x’))] (4.23)

In a similar way, one finds that the generating functional for the combined system of Maxwell and Dirac

fields is

Zyp® faY" exp[ifd“xoB(Y)}A[Y]F[ YID(Y)3, 3,,

where

(4.24)

3y =exp[-§ijd“xd"x'J"(Y(x))Dw(Y(x), Y(x’))J"(Y(x'))],

3D=exp[-i [ararw Ay sr), Y(x’))H(Y(x'))]

From here one reads off in the usual way the mod-
ified Feynman rules in quantum electrodynamics
by adding the interaction term to the action:

Wi =e [ a8 (r@)y ¥ () e, ()

x A (Y(x)); (4.25)

cf. Eq. (3.13). The terms in the perturbation ex-
pansion can be given the usual interpretation in

r
terms of Feynman diagrams, with the following
changes in the Feynman rules:

(1) A vertex at a point with classical coordinates
x# (“classical point x*”’) corresponds to a factor

e'y'pe“:p(x).

(2) A photon propagating between the classical
points x* and x’# gives a factor

D (Y (x), Y(x)).
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(3) A fermion propagating from the classical
point x* to the classical point x’* gives a factor

S(¥(x"), Y(x)).

(4) The resulting expression has to be averaged
over the coordinate fluctuations with the weight
factor

exp{z’ f d“x£(Y)} aly]Fl YDl Y]

as read off from (4.24). Thus, coordinate fluctu-
ations affect the calculation in two different ways.

First, they interact with the matter fields: The
coefficients of Eqs. (4.13) and (4.21), and the in-
teraction Lagrangian in (4.25) depend on &*. This
effect is a dyrnamical one: It depends on the ex-
pressions of the Lagrangians. In order to take it
into account, one has to solve the equations for
the Green’s functions.

Second, the coordinate fluctuations enter in a
way which is independent of the form of the La-
grangian and of the approximations used in solving
the equations the Green’s functions satisfy. As
shown before, the classical arguments, y*,y ' of
the Green’s functions have to be replaced by Y*(x)
and Y*(x’), respectively. This is a purely kine-
matical effect of the coordinate fluctuations.

The Green’s functions and the determinantal fac-
tors F, D, A can be calculated perturbatively.

I outline the procedure on the example of the
Dirac propagator (4.21) and of the corresponding
determinant, Al Y]. One writes Y*(x)=x" + £ (x)
and expands S(y, y’) into a functional Taylor series
around ¢* =0, It is convenient to multiply £ by a
“counting factor” A, in order to keep track of the
powers more easily. At the end of the calculation
one sets, of course, A=1.

First, one expands the quantities K and G*. The
main tool used is the power-series expansion of
the 6 function:

549 (x + £(x) = 9) =0 (x - y)
+)\§°‘8a6(4)(x—y)+ e,

One obtains

K()=1xk,0)+ ky(9)

A? o gb
:l—haa§“+2—‘8a85(£ EP)+eee,
22 (4.26)
GH)= Hrgh () + 7 240)

=y +A(yV o, EF = yM8 ,EY)
2

+ ;—![y“aaa s(E2EP) =278, (£%, )]

Foeee

In these and in the subsequent formulas, all in-
dices are contracted with the Minkowskian metric
tensor. Therefore, the tetrad notation for the
constant ¥ matrices entering here is no longer
necessary. One now sets

AZ
S(y; y')=50(3’,3")+K51(y, y’)+ _Sz(yy y,)+' Tty
2!

(4.27)

inserts (4.26) and (4.27) into (4.21), and collects
the coefficients of the powers of A. In this way,
the following infinite system of equations is ob-
tained:

(iyuau -m )SQ = _6(4) (y _y/) )

(iyuap - m)Sl +(l’apg§1 +ig{‘a“ - mkl)SOZOJ

, . ) 4.2
(iv'o, —m)S, +2(0 , g} +igla, —mk,))S, (4.28)

+(i0, g4 +ig§‘a‘J - mk,)S,=0,

This set of equations is readily solved. One finds

1 i -
So(y) = @ Jd“k e (Y ky +m)7,
(the free Dirac propagator)

S0 92)= [ 475 Syl 30,0718, 32)

S0 92)=2 [ 43 d%7 S, (30, 90y 0")
X Sy’ ¥, (0")Se (v, 32) (4.29)

+ fd%” S, ¥, (0S¥, ¥5),

where
vy =8, gl +igle, —mk, (1=1,2,...). (4.30)

The factor A[ Y] can be calculated in the same way
by writing

A{Y]=expl 4 TrIn(G*3, -5 ,G* - mK)]

and using thé expansion of K and G*. This itera-
tive solution can be represented by Feynman dia-
grams. On representing the coordinate fluctuation
field, &*, by a dashed line and the propagation of a
“bare” fermion (corresponding to S;) by an oriented
continuous one, the solution (4.29) can be repre-
sented by the diagrams shown in Fig. 1(a), where-
as —2i InA[ Y] is represented by the diagrams
shown in Fig. 1(b).

One notices that to every order in A there are
contact terms (“seagulls”) present: The interac-
tion between matter fields and the coordinate fluc-
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FIG. 1. (a) Feynman diagrams representing the Dirac propagator. (b) Feynman diagrams representing the functional
determinant, AlY]. A dashed line represents the fluctuation field £; an oriented continuous line represents the propa-

gator of a bare fermion.

tuation cannot be described by a polynomial inter-
action.

The formal expression of 1nA[ Y] as represented
by the diagrams in Fig. 1(b) contains ultraviolet
divergences and it has to be renormalized. This
question will be examined elsewhere.

One understands now the role of the factors
F, D, A appearing in expression (4.24). They rep-
resent the self-interaction of the coordinate fluc-
tuations generated by virtual pairs of quanta of the
matter fields. After carrying out the functional in-
tegration with respect to £, there do arise vacu-
um-to-vacuum diagrams which can be dropped as
in usual field theories. However, the effect of the
diagrams in Fig. 1(b) on the propagation and mutu-
al interaction of the coordinate fluctuations has to
be retained in a consistent treatment.

V. EXAMPLES

These examples of the calculation of on-shell S-
matrix elements serve to illustrate the use of the
diagram rules.'® They are designed to shed some
light on two questions raised by the theory outlined
in the previous sections: (i) What is the influence
of coordinate fluctuations on processes calculated
in the framework of “well-established” theories
(e.g., quantum electrodynamics)? (ii) Can one
indeed identify scattering caused by coordinate
fluctuations with strong interactions, as was con-
jectured in the Introduction?

In order to simplify the calculations, I approxi-
mate the free Lagrangian for Y* by the expression

L(Y)=-36,05Y,0%°Y"; (5.1)

see Sec. II. The finite range of the coordinate
fluctuations is simulated by the introduction of an

artificial cutoff into the fluctuation correlations at
large distances.

A. First example: “kinematical” influence of coordinate
fluctuations on a one-photon process

Consider the scattering of two (distinguishable)
leptons through the exchange of one photon. I ne-
glect the dynamical effect of the coordinate fluctu-
ations completely. This means, in particular, that
the photon propagator of classical arguments is
given by the usual expression

n d*q
D)= s [ crriee™ (5.2)

Thus, the only effect of the coordinate fluctuations
consists of the replacement of the arguments
x;—Y(x;) ((=1,2). The matrix element of the pro-
cess is given by

2
My =gy [ AU )y b, by o)

Xf ‘_i%<eiPY(x‘)eiP’Y(x2)>’ (5.3)
where
P=p,-p,~q,
P'=p,=ps+q,

and the angular brackets stand for the functional
average over coordinate fluctuations. The Dirac
matrices are coordinate-independent.

When we use translation invariance, (5.3) be-
comes

My ==(21)%69 (P + P'Ya( p)v" u( py)
X U( pg)y yu( p)M, (5.4)

where
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M=(2;lr—)4fd4xf 0_i4_g< eiPY(x)e—iPY(o)>

d*q  d*x ; i i
f (2nx ot PF (@IPE(X) p=iPEOY (5 5)

It is convenient to separate out the “classical”
one-photon term by writing
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where

_ diq A% ips iPE(x) -iPE(0)
K(0)= [ | G e (et emine ) ],

t=(p, ‘pq)z- (5.6)

The expression in square brackets has to ap-
proach zero at large distances (finite range of the
fluctuation correlations). Next, one has to calcu-

1
M= n +K(t), late the functional average
(HPER)gmiPEO) f 5" expl: ( f d*y LN +P [ §(x) - g(onﬂ (6.7)

with the Lagrangian (5.1).
One introduces the source function

5,0)=P,[ 89 (x=y) =69 ()], (5.8)

with the help of which the exponent in (5.7) may
be written as

[ anleEmm +e oS, (5.9)

Thus, the integral (5.7) may be calculated by
straightforward Gaussian integration with the re-
sult

(7571750 = exp 1P g(x) - OV},
(5.10)

where g (x) satisfies the biharmonic equation in
four dimensions:

O2%g (x) =89 (x). (5.11)

Assumed to be valid in the whole space, the so-
lution of (5.10) with “natural” boundary conditions
is given by

1
glx)= 167111162. (5.12)

Equation (5.9) is meaningless as it stands, since
it contains an infinite phase. However, once one
specifies the appropriate branch of the logarithm
in (5.12) by writing x* -~ x% — i€, the bracket in
(5.10) becomes g(x* —ie)~g(i™'¢), which is mean-
ingful as long as € #0. Thus the fluctuation corre-
lations satisfy the boundary condition

<eiP§(x)e—iP§(0)>_ 1 (xz_, +0).

One may redefine the Green’s function, g, ap-
pearing in all these expressions:

g(x®) = 167 2lnx2 (2 #0),
(5.13)
g(O)%O,

r

and simply write
(ein(x )e-in(())> - exp[ ing (x)]

in place of (5.10).

In order to simulate the finite range of coordi-
nate fluctuations, one may try to insert a step
function, 6(1 — |y*|) under the integral (5.9). This
gives

<eiP§(x)e—iP§(0)>El for ‘Xz | >1.

[Due to the fact that the normal derivatives of g
are constant on the hyperboloids |x*|=1, there ap-
pear no surface terms in (5.10), despite the cut-
off.]

In this calculation, one is basically interested in
the behavior of K(¢) at reasonably low values of
t (-t=1). This is the domain in which the validity
of “normal” quantum electrodynamics is estab-
lished. Hence, the function K(¢) should be small
if the theory outlined here makes any sense.

On inserting (5.10) into (5.6) together with the
arbitrary cutoff just introduced, one gets

K(t) = f f P |

xe(l—lxzf).

The low-t behavior of K(¢) is dominated by the first
term in the expansion of exp[ iP%g (x)] -1:

K(t)~zf

etPE() -1]

P [ S g ™o - )

(Itl=1),
or, by introducing the Fourier transform of g (x),
diq
K~ oy [ " a-QFeta- @), (5.14)
where
Qu =Py =Py
and
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g (k)= fd‘*xg(x)e"“e(l -]

It is sufficient to calculate the Fourier trans-
form of g for Euclidean coordinates and momenta;
one can then use standard analytic techniques to
obtain g (k) in the Minkowskian region.

Assuming then that x*, k, are Euclidean vectors,
one integrates over the angles to obtain

47%
g (k)= 3

1
v 2dr J,(kv) Inr (5.15)

0

where k= (k,k,)"?. [There is no need to worry
about the redefinition (5.13) of the Green’s func-
tion at this point: The factor 2 in (5.15) vanishes
sufficiently rapidly at » — 0 so as to make such
ambiguities irrelevant.]

The integral in (5.15) is calculated by an ele-
mentary technique: One expands the Bessel func-
tion into its power series, integrates term by
term, and resums the resulting series.'’ The
result is

1.1 2
g(k)z-az(,;J,(k)-;;[I—Jo(k)]>. (5.16)

The oscillatory behavior of g (k) for #>1 is the
price paid for introducing a sharp cutoff in coor-
dinate space (it is sufficient to remember the wave
function for the scattering of scalar waves on an
impenetrable sphere). For low and high momenta,
respectively, g (k) behaves as follows:

g(k)~= gz[1+0()] (k1)
(5.17)

g(k)~= 75 (1 +oscillating terms) (k> 1).

Thus, apart from the oscillating terms (which are
spurious anyway) g (k) can be reasonably well ap-
proximated by the expression

g (k)= —i(k* +8)72,
or, going back to Minkowskian momenta,

g(k)z—z;gi—g)z. (5.18)
- In terms of “particle” states, one can interpret
the expression (5.18) as the propagator of a dipole
ghost of zero norm™ located at a mass equal to 8.
[It is amusing to remark in parentheses that the
propagator (5.18) in coordinate representation is
given by

gx)= Té—;yg”((st)W) (*2>0),

with the analytic continuation defined by x®— e~ "x?

for spacelike x. Needless to say, the leading sin-
gularity of the last expression on the light cone
coincides with that of a Green’s function without a
cutoff in coordinate space. The fact that the intro-
duction of a cutoff in coordinate space shifts the
position of the dipole ghost so far away from k*=0
is a consequence of the very mild behavior of g (x)
near the light cone.] If we use the form (5.18) for
g(k), the integral in (5.14) can be calculated by
means of a standard Feynman diagram technique.
The integral (5.14) is logarithmically divergent;
thus it has to be subtracted. [One easily convinces
oneself that the degree of divergence is the same
for all the other integrals which arise from higher-
order terms in the expansion of exp(iP3g) —1; thus
altogether one subtraction constant has to be de-
termined. ]

One now realizes that the function K(¢) in coordi-
nate representation may be written as the vacuum
expectation value of a time-ordered product; the
value K(0) (the subtraction constant) is related to
the value of that product for coincident arguments.
The boundary condition (5.13) for the redefined
Green’s function gives K(0)=0. With this, one
finds

K(t)~ [In(1 = L)+ Lt]. (5.19)

167°
The function K(¢) has a branch point at {=8; simi-
larly, the integrals arising from higher-order
terms in the expansion of exp(:P2%g) -1 have
branch points at £=16, ¢ =24, ..., respectively.
Thus, indeed, the dominant contribution to K(¢) at
low values of ¢ comes from the lowest-order term
in the expansion. The expansion of (5.19) near
t=0 reads

K= 55 (§‘>2+o(t3).

Reinserting this into (5.5), one finally obtains

1 1 t\?
M~?'3_272<8> (It1=8),

indicating that the kinematic effect of coordinate
fluctuations on one-photon processes is negligibly
small at moderate momentum transfers.

B. Second example: scattering caused
by coordinate fluctuations

Coordinate fluctuations couple to matter fields;
thus they cause scattering. By constructing a
simple model, I want to indicate that in a certain
(rather crude) approximation, the resulting scat-
tering amplitudes are essentially of the same form
as in Mansouri’s dual resonance model.’®

I consider the scattering of scalar mesons for
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simplicity, assuming that the meson is a bound
quark-antiquark (¢g) pair. On going back to Egs.
(4.18) and (4.19) one sees that the coupling between
a scalar quark pair and the coordinate degrees of
freedom is given by a term of the form
—m [ dyKGTOW). (5.20)
If the quark pair is bound, one can introduce an
effective scalar-meson field, ¢(y) which (in on-
mass-shell amplitudes) replaces ¢ in the coupling
term. Thus, it is assumed that the effective cou-
pling between the meson and the coordinate de-
grees of freedom is given by the interaction density

-m fd"y 5 Y(x) =99 (). (5.21)

In these expressions, m stands for the quark mass.
Using the approximation (5.21) to the interaction,
the N-meson amplitude is given by the expression

Alkyy ... ky)

gN N
L3 [T % e D)Xy (Vs
’ o (5.22)

(All mesons are considered as incoming ones.)
The meaning of the symbols in Eq. (5.21) is the
following. The wave function (depending on the
classical argument, y) of an incoming meson of
four-momentum may be written as

Pr (y)=ZXk(y),

where Z is the normalization factor of the bound-
state wave function (0< Z<1), while x, (v) is a nor-
malized plane wave:

Xe ()= Gryw e, (5.23)

J

Jov*o[v]exp{il [d*y £(v)+

(a) (b)

FIG. 2. (a) Quark annihilation diagram of an N-meson
amplitude. (b) Quark-exchange diagram, neglected by
the approximations made in Sec. V.

The “effective coupling constant,” g, is given by
g=-mZ. The angular bracket means, as before,
average over coordinate fluctuations. The quantity
in angular brackets turns out to be completely
symmetrical with respect to permutations of the
external mesons; hence the sum over the N! iden-
tical terms in (5.22) cancels the factor (N!)™1.

In the language of bound quark pairs, the ampli-
tude (5.22) corresponds to a pure annihilation dia-
gram, as shown in Fig. 2(a). It is to be empha-
sized that as a consequence of the approximation
made in obtaining (5.21) from (5.20), a large class
of diagrams [such as the one shown in Fig. 2(b)] is
lost. In a more consistent treatment, one should
use the original interaction (5.20). External quark
pairs may be replaced by effective meson wave
functions only in the scattering amplitudes, not in
the interaction density.

Next, one has to calculate the average over the
coordinate fluctuations. It is given by

]'N:ijpY“(xj)]}

(Xkl(Y(xl)) o thN( Y(xy)) =

The factor ZD[Y] stands for the product of the de-
terminantal factors which generate the self-inter-
action of coordinate fluctuations through “vacuum
loops” of the matter fields; cf. Sec. IV. In what
follows, Eq. (5.24) is evaluated in the zero-loop
approximation by setting oly]=1.

In order to evaluate the functional integrals in
(5.24), it is convenient to go over to a Euclidean
metric. I further assume that £(Y) is given by the
simple expression (5.1) with a cutoff in coordinate
space at [(x; —x;)|=1, in order to take into ac-
count the finite range of the coordinate correla-
tions. The cutoff can be formulated in Euclidean

metric in a particularly simple way: All distances

féY“ﬁ)[Y] exp| ifd Yy £(Y)]

(5.24)

r
are restricted to lie within the unit sphere.

Now the functional integral can be readily evalu-
ated by using the trick of introducing a source
function,

N
Su(y)z Z kiué(‘l)(y _xi)’
i=1

as was done in the previous example. Thus, one
is led to evaluate the Euclidean functional integral

I= j(’)Y“ exp\:jd“y@(l -y?)
X (=%8,0,Y,0% V¥ +Y“SP)] .

(5.25)



386 G. DOMOKOS 11

This integral is of the same type as the integrals
encountered in the functional formulation of dual
resonance models; its evaluation is described by
Hsue et al.’ in considerable detail. As a result,
one finds

Aky, ... ky) =09 (D k)Cy
N
X fH d*x; (1 — x,2)
i=1

Xexp[—% 2 : kik; g (x; —xj):i’
i,
(5.26)

where Cy is some constant and the function g (x)
satisfies Eq. (5.11), together with the boundary
conditions on x2% =1

9,g=const,..., 0,%g=const,

where 8, stands for the normal derivative. The
solution which satisfies these boundary conditions
is given by Eq. (5.12).

After going back to Minkowskian momenta and
using (5.12), one obtains finally

Aky, ... ky) =09 (20k,)Cy

N
x [ TTa e -1x2))

i=1
X H [ = 2, ) |(161r2)-1(ki ey
i=j

(5.27)

This amplitude is evidently of the form studied by
Mansouri.!?

VI. CONCLUDING REMARKS

It was shown in this paper that one can build up
a formal theory involving fields which depend on
g-number coordinates.

Thus, at least from the theoretical point of view,
it appears possible to construct a theory of strong

interactions along the lines envisioned in the Intro-
duction.

The role played by the coordinates Y" is analo-
gous to the role played by harmonic coordinates in
the general theory of relativity. This analogy be-
comes evident if, in all the previous equations in-
volving the dynamical coordinates, one introduces
a representation defined by

YH()=xt + ) LCaf i () +Crfix)*], (6.1)

where the functions f form a complete set of so-
lutions of the “wave equation” (2.4); thus Y*(x) it-
self is a solution; see Sec. II. (The functions f}
have to satisfy the “natural” boundary condition,
f¥~0 at infinity.) In this representation the set
{c,} of complex numbers is the functional argu-
ment to be integrated over. Equation (6.1) is the
analog of the normal mode expansion used in the
string model.*

Actually, by the considerations of Sec. II, one is
more likely to be led to consider “biharmonic co-
ordinates,” as happens in the case of the simple
model Lagrangian (5.1).

It would be desirable to have a better guiding
principle for the construction of the Lagrangian
which governs the coordinate fluctuations; I con-
sider the lack of such a principle the major defect
of the theory in its present form. However, it is
somewhat reassuring that even in the absence of a
“good” Lagrangian, simple models reproduce dual
resonance amplitudes in a certain (rather crude)
approximation, while the same model assumptions
apparently do not lead to disastrous conflicts with
quantum electrodynamics in the well-established
domain of validity of the latter.
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