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The quantum-electrodynamical S matrix is obtained as the set of on-mass-shell values of the
renormalized momentum-space Green’s functions multiplied by C;(m;> — p)'*% for each particle i,
where {; is proportional to the fine-structure constant and C; is a constant. A photon mass is not
needed to eliminate virtual infrared divergences. Instead the parameters §; = m;> — p? regularize
Feynman integrals in the infrared region, and the dependence on the §; is canceled against the
expansion of (m? — p?)% multiplying lower-order Greer:’s functions. Exact cross-section formulas are
developed which express transition rates in terms of this S matrix. They account for radiation damping
nonperturbatively, whereas the S matrix must be calculated perturbatively as a power series in a. It is
seen that in processes with very small energy loss to unobserved photons individual elements of the
quantum-electrodynamical S matrix are directly observable. Rules for practical calculations are

summarized.

1. INTRODUCTION

The present article is devoted to a traditional
concern, namely, how to pass from the renormal-
ized Green’s functions of quantum electrodynamics
to convenient cross-section formulas, without en-
countering infrared divergences.' As a practical
matter, physicists have long known how to get
around infrared divergences,® '? and it seems
that any actual physical situation can be dealt with
by previously developed methods. The most prev-
alent one® '? involves regularization of Feynman
integrals by introducing a small photon mass A,
which ultimately disappears from cross sections.
In the present approach Feynman integrals are
regularized by taking the external charged parti-
cles slightly off the mass shell. The small param-
eters 8, =m;? - p;* cancel out of the reduction for-
mula which expresses the quantum-electrodynami-
cal S matrix in terms of Green’s functions. It re-
mains to be seen what are the comparative compu-
tational advantages of the two methods in actual
experimental situations. Radiative correction cal-
culations are crucial to the interpretation of high-
energy electron scattering experiments, so itis
important to find out if the present method allows
any simplification in practice. This can only be
known by trying it out on real problems.

The present approach may be summarized in two
formulas. The first is the reduction formula which
relates the S matrix to Green’s functions,
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Here p; represents the charged-particle momenta,
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and k; the photon momenta. The second is the
cross-section formula. It expresses cross sec-
tions in terms of the S matrix by means of the
infrared-renormalized inner product developed in
the accompanying article.! In its dependence on
final photon variables it looks like
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Here K(A) is an infrared damping factor, and
pn(R) is the density matrix representing the ac-
ceptance of the final-state detector. The integral
over photon variables appears to arise from a
partial integration on w of the usual phase-space
integral [dk [ (dw/w)w?, with neglect of a diver-
gent boundary term at w=0. The quantity A is an
arbitrary parameter which cancels between the co-
efficient e “® and the infinite series. It may be
assigned any value, in particular one which makes
the infinite series converge rapidly.

In Sec. ITA the S matrix is defined as an operator
on the asymptotic-state space and it is shown to
be transverse and infrared-coherent. (An infra-
red-coherent state is one which is an eigenstate
of the zero-frequency annihilation operator.) In
Sec. II B an exact cross-section formula is pre-
sented. It is applied in Sec. II C to radiation-
exclusive processes. Such a process is one in
which the measured energies of the observed par-
ticles are very nearly conserved, so only a small
amount is lost to the infrared radiation field. In
Sec. IID a cross-section formula is developed for
radiation-inclusive processes. Such a process is
inclusive in the usual sense; the momentum of
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only one, or some, final particle is measured,
and it is not known how the remaining energy is
shared between the other hard particles and the
radiation field. In this case the total cross section
is expressed as an integral over the bremsstrah-
lung cross section.®

In Sec. III the reduction formula is derived. It
expresses the S matrix in terms of renormalized
momentum-space Green’s functions. The starting
point is the definition of the S-matrix element as
an inner product between vectors in the retarded
and advanced spaces. These are subspaces of the
asymptotic-state space which have finite numbers
of incoming and outgoing photons, respectively.
Although infinite numbers of particles are emitted
in any scattering process involving charged par-
ticles, such an S-matrix element is directly ob-
servable in a radiation-exclusive process. An un-
expected result is the discovery of superselection
sectors for states with incident charged particles.
It is found that the most complete description of
an incoming state containing charged particles is
a density matrix which is diagonal in the numbers
and momenta of the charged particles.

In Sec. IVA an on-mass-shell ultraviolet renor-
malization scheme for quantum electrodynamics is

- described. The Ward identity is used to show that

if the renormalized electron propagator in the
Feynman gauge is normalized to

. -1 _1(ﬁ_m) ”lz—pz #
lim G™Y(p)~ 5 < ) , (1.3)
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where 8=a/7 and z is an arbitrary finite normali-
zation constant, then the renormalized vertex
function near the forward direction satisfies

Lim @(p)T* (5", p)| 2= e u( P)
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In Sec. IVB as an application, the Schwinger prob-
lem,? namely the scattering of an electron by a

weak external potential, is treated by the present
method.

Finally in Sec. VA we summarize the rules for
practical calculations. In Sec. VB we indicate how
a rigorous scattering theory for quantum electro-
dynamics might be formulated.

II. S MATRIX AND CROSS SECTIONS

A. Definition and properties of the S matrix

Our scattering theory for quantum electrody-
namics is modeled after the theory of brems-
strahlung by the classical external current of a
scattered charged particle developed in Sec. I IV B.
The reader may wish to review it before proceed-
ing. In that case an exact solution was at hand. In
the present case the properties of the representa-
tion space and scattering operator might be con-
sidered postulates. However, they are susceptible
to verification or disproof in perturbative renor-
malization theory, so they are really Ansdtze.

Let the Fock space of photon test functions es-
tablished in Sec. IIII B be called EFy(cg). For free
charged particles one may make use of either a
Hilbert space 3C, ora Fock space &, of test functions
defined on the mass shells of the charged particles.
Both 3¢, and &, possess a positive-definite inner
product, and 3¢, is simply the completion in norm
of &, and provided with the norm topology. For
convenience of expression we shall use F,. Let &
be the product space

F=9,(8)0F,, (2.1a)

whose elements F are sequences of test functions
in the photon and charged-particle on-mass-shell
momenta

F:{F(n,t)} s F(n,t)=F(n.t)(k1” 'kn;pl.o'pt),
(2.1p)

where polarization indices are suppressed. The
inner product in photon variables (dk),, developed
in Sec. IIII B, is indefinite, whereas the inner
product for charged particles has the usual posi-
tive -definite form

11
(PlY=33 31 2o [ dbires dp () (@) P By Ry -0 G by o0, (2.2)

where dp; =d®p;(2E;)”'. To lighten notation the n=0 and /=0 terms have been represented only symbolically,
polarization indices are suppressed, and we have written E,(l!)" as if only one type of charged particle
were present instead of Z}tana(ta!)", as is appropriate for several types a. The Dirac notation

Fo oy by p,o D)=k, ~*k,,p, P,/ F) is convenient to distinguish in and out variables accord-

ing to <kl...kﬂ’Pl--.pt inI and(kl..-kn!pl'..pto‘nl'

Our scattering Ansatz is that the asymptotic in-space given by F = ﬁ.i/“ (8)® F and the asymptotic out-

space ' =" (§)® F* are the same space
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gin =gout (2.3)
with corresponding states and operators related by the unitary scattering operator

Fin oSpout (2.4a)

oM =S50t st " (2.4b)

Equation (2.4a) reads explicitly

0

u in 1 ’ ’ ’ ’ ’ y
N LD ) g [ @t dpiaRD), @), Sl Dy DR R DY)
s eribs .

ym=

XCRy e kg, byt ps™ [ FOM ) (2.5)
Unless otherwise stated we always use out variables
F("‘,)(kl‘"k,,,p,_'"p,)E<k1'"k,,,Pf"P?“WF) s (2.6)

so the equation Fi" =SFo% expresses a given in-state F in terms of out variables. (The S-matrix elements
are of course the same in both in and out variables.) The vacuum and one-particle states are invariant
under S, and S is Poincaré-invariant.

On occasion it is convenient to write (&, p) for (k,**k,,p,***p,) and express the inner product (2.2) and
matrix multiplication (2.5) symbolically as

(FIG)= [ F*(k, )Gk, p)de), dp, (2.7)

F (e, p)= [ S, 387, 6)F " (&, p') (k") dp (2.8)

Poincaré invariance leads to the standard invariance properties of the S-matrix elements, in particular
S(e,p; k', p")=S(k, b3k, p")6" 2k +2ip 20k~ 22p"). (2.9)
Unitarity $TS=1 reads
f S*(k,p; k', p")S(k, 3R, 0" NdR), dp = 0,(k—F")O(p" = p"), (2.10)
and correspondingly for SST=1.
The field equations yield some conserved quantities. From the Yang-Feldman equations, A =A™ +A™ J

=A°" +A*J, and current conservation, we have 3:A=9-A™ =9-A° | or in terms of annihilation opera -
tors™

Eec™ )=k c™(R), (2.11)

as follows from the expansion, Eq. (I.4.3¢c). We have also
AP () -A7 ()= [ Al -3, ()d’y, (2.12a)
where A(x)=A""(x) = A*(x). Again making use of the expansion (I.4.3¢) and Eq. (I.4.19) for A, one finds

et (k)—CL"(k)=(2—f;;‘3’—,2 feik'yJu(y). (2.12b)

Upon letting w approach zero one obtains on the left the zero-frequency annihilation operators,
c(k)=lim,_.c(k),

ut /4 in 47, i s ik
cﬁ‘(le)—cM (k)ziz-n)wfl;lﬂ cufe k Y (y)dty.

As w approaches zero the explicit factor of w annihilates contributions from finite regions of integration.
Upon taking matrix elements between normalizable states, the only contribution from infinite regions
comes from infinite timelike regions for which the asymptotic limit (I.2.5) may be used,
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g () = =g i w [ aiyet™ [ app,[ [ aretty-pmp (p)+ [ arety-prio® ()],

where T is some large positive number. This gives
pout(p)eik'pl‘ pm(p)e-ik'pT]
s

out (7 in (7 i :
cu'(k)—cu (k)=(2—1r)3—/2fd“pp“ B_x:n w[

° ~ik:p tk-p (2.13)
e | atp L2

which is the operator form of the low-energy theorem.
_ Conservation of the quantities (2.1~1) and (2.13) provides important information about the S matrix. From
Bec™(R)=k-c®™(k)and k+c™ (B)S =Sk c° (k) we find

[F-co(k),8]=0, (2.14)
and similarly
7 1 ou
[:cﬁ‘" (k)+fd“p ——(zﬂ)a,zﬁ’i,;p ‘(p),S]=0- (2.15)

In terms of the S-matrix elements (2.5) the first relation gives, with suppression of the charged-particle
variables,

k'illsn,m(}ﬂ' cckay ki 'kr;)ul---u,,;p'l---p,’,'_‘k’x‘l ZP:(_gM.Mi)G‘(kl —k;)sn—l,m—l(kz' ceky ke r;:)uz---u,,;ué-‘-u;,, ’

(2.16)

where the sum extends over the m! permutations of the initial photons, and S, _,=0. There is a similar
relation which holds upon contraction on an initial-photon index. This shows that the part of S which is
connected in the photon variables is transverse. Similarly from Egs. (2.5) and (2.15) one has

m

Jim, \:S,,_m(kl--'k,,,pf;ki'-'k,',,,p,-)ul...un;pi...u,
_; (‘gul ,u’l)ﬁl (&, —ki)sn—l.m-l(kz. ¢ 'kmpf;ké' ° 'k:mpl)pz"-un;pé---u,’n]

-1 ef]‘)f e‘p'p B! ’
(2n)” ( zf: pf°kull _Z i;ijl%i )S"'l'""l(kz'“k"’p”kz“'k'"’p")”Z"'#nwé"'u;n
(2.17)

The sum on the left-hand side extends over m! permutations of the initial photons; the sum on f extends
over final charged particles, and on ¢ over initial charged particles. With respect to photon variables, S
has the usual connectivity properties. In terms of the photon connected S-matrix element S¢, the last two
properties become

kmlsc (7 1"'k,,,pf;ki'"k;,,,Pi)”l"'“"”"1"'“"1:0, (2.18a
k;l—’i n,m(kl.“km.bf;ki.“k:mpi)“l.““";ui“.“m:0; (2‘18b)

B S7 (yee vl By 5 R v b)t e

2,,,3/22 2 “pj Sttom (s * huy Dy kel )27 (2,192)

B S, ey e b byl ey i) b

G o f,f S5 merlley® Fony By G+ Ry, D) (2.19D)

naeupa - efpf _ eipi
. «)f: F-2 5 (2.202)

=1, my=-1, (2.20b)



3508 DANIEL ZWANZIGER 11

so a runs over all final and initial charged particles with {e,}={e;,e;}, {p.}=1{p;,0:}, and {n.}={n;, m: }.
Relations (2.18) and (2.19) show that the set of photon connected S-matrix elements is transverse and in-
frared-coherent in initial and final photon variables.

The kernels S, ;. ,, ; of the S operator, Eq. (2.5), are very simply related to S-matrix elements between
states which have definite numbers of initial and final photons and charged particles. These states lie in
the subspaces

gret= s;;n (8,)® Fn ¢ g™ (2.21a)

g = 3:;\1! (8)® T Fou (2.21b)
characterized by

e (R)F=0, UR)F -0, (2.22)
They satisfy

gt =gFd | g -ggud (2.23)

where 0 is the CPT operator. Let F,‘,ffs be a state with m initial photons and s initial charged particles,
and wave function F,  (k,**<k,,p,***ps), and correspondingly for G,a,‘,itc For such states the inner product
on photon variables is ordinary integration, and we have, by Eqs. (2.2) and (2.5), with suppression of po-
larization indices

al Ie 1 ! ’ ’ 7
Gd lles mf Gn,t(kl"'kn;p1'"pt)sn,t;m,s(kl"'kn’p1"'pt;k1"'kmap1'°'ps)
XEp s Ry e okpypye e pe)dky s+~ dkndp, =+ -dpydk| -+ dk,dp; - dp}, (2.24a)

where dk =% dk dw/w. This may be written formally, in terms of (improper) momentum eigenstates of
gret and E]_-ad

(Ryve Ry by D Ry Ry DU 2D ) =S, s oy w Ry Dy D R kb, DL ). (2.24b)

Use of the retarded and advanced spaces which have finite numbers of initial and final photons is essen-
tial to obtain the reduction formula, namely an expression for an S-matrix element in terms of a single
Green’s function, for by definition the Green’s function contains a finite number of photon and charged
fields and relates directly to an inner product between a finite number of initial and final particles. Each
space F™' and §* contains a physical subspace of non-negative metric

gt - gin(gH)@ F C g (2.25a)

FH* =g (8)® FM C FH (2.25b)
characterized by Egs. (2.22) and

Fec® @)F =0, k™ (R)F =0, (2.26)
with

Frtt o ggut gt _ggads (2.27)

Each of these may be completed in norm to a physical Hilbert space 3¢ and 3¢* containing finite numbers
of incoming and outgoing photons, respectively. There is a unique extension of S and 6 to

gert =S, sett =65 (2.28)

However, because in any scattermg process involving charged particles infinite numbers of photons are
emitted,

EFret ¢8_-ad , EFre'+¢ ﬁa(“, 3Cm¢3Cad , (2.29)

as may be seen analytically by comparing Egs. (2.13) and (2.22). Use of two different physical subspaces
F* and " with S-matrix elements defined as the inner product between an element of one subspace
with an element of the other is characteristic of the present approach. It will be seen shortly, Sec. IIC,
that in processes with small energy loss to the radiation field, the S-matrix elements defined here are
directly observable.
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B. Cross-section formula

In an ideal collision the system is in a state where the initial particle numbers and momenta k;, * - k;,,
Di,**-Pp;: are sharp. We suppress the labels of the individual initial particles and write k;, p;. In terms

of out variables the system is in a state described by the sequence of wave functions (»,¢=0,1,2,...)
Fn,t(kn" 'kfmpfl'"Pft)zsn,t(kfl' *Rppy Dyt "pft;ki;pi)
:Sn, t (kf1 ot ’kfmpﬂ . ’Pft§ki,17i)54(2kf +EP; _Eki _Epi) . (2.30)

Here polarization indices are suppressed.

We are interested in the transition rate ¢(R) into some volume § of final-state phase space. Assume for
simplicity that polarizations are not measured, and let the volume @ refer to a fixed number ¢ of final
charged particles. The set of momenta p;, - - p;, will be represented by p, and (¢!)~ ‘fdpf1 +dpsy by
j dps, henceforth. Our attention is centered on the final photons. The outgoing phase-space volume § is a
set of volumes Q,, 2 ={Q,}, #=0,1,2,... in n-photon phase space, symmetric in Rpyttcken Let
Xn(Bsy* < ksn, by) be a function which is one for (ks * ks, py) €2, and zero otherwise.'® Because zero-
frequency photons are unobservable, the y, satisfy

limo Xn By s Ry Pe)=Xnoy(Ro s nyDy) . (2.31)
OJL‘—>

The projector onto £ is represented by

(PQF)(n)(k1' "kn;p):)(n(kl'“kmp)F(,,)(kl' "kmp)- (2-32)

The projection does not disturb infrared coherence because of condition (2.31), [P, c“(ﬁ)] =
The transition rate ¢(22) into € is given, with a convenient normalization, by

()= fdpf[xo (P so(bys ks, )26 Qipy =20k = 22p;)

=1
+ Z nl f(dkfl)l tet (dkf")l xn(kfl' : 'kfmpf)| Sn (kh' - 'kfmpf;ki,pi)lzéq(zkf +Epf ‘Zki 'EP:):] ’
n=1 *

(2.33)

where f(dk), ... is the inner product developed in Sec. IIII A. It is understood that s, is the photon con-
nected part of the S-matrix element. The infrared-coherence condition on the S matrix, Eq. (2.19a), al-
lows us to make use of the explicit form of the inner product on photon variables, Eq. (1.3.62),

o@)- [ dpfe"‘“"“[xow,)lso<p,;ki,pi>1264(2pf—Eki—Epi)

*Z f(dkfl)A c Ry ) aXn Rpy = " Rpy DA Sy Ry y s = Rpny Py iy D) P

xé“(EkFLEpf—Eki—Zpi)] (2.34)
r
Here we have The cross section (2.34) is independent of A, which
5 may be chosen to be any function of % and of the
(dR)p= -5 dP dw 1n<§- > 5o (2.35) momenta. The derivatives implicit in (dF), act on
@ all the factors on the right, i.e., ,|s, |26
{bat ={ps,0:}, {e.} ={eseit, (2.36a) The damping factor e ¥* 2 has a dependence
{n.}={ iy, it np=+1, =1, (2.36D) l(;;l ;l_u; ivnrfl;'::ed renormalization constant I given
K ,A):— > ‘aeanbeb<palpb>;
(p %‘bd n B = —].3 f dk <Z U apa> (2.388.)
@2n)
K(p, 8= | 4—’3< u)
’ (2m) 2\ G Dak B is non-negative because the integrand is the
Z Ne€aPu aPa in <Pa kA > square of a vector which is orthogonal to Fandis
—~ D'k Mgl ’ therefore spacelike. Use of Eq. (I.3.10) gives

(2.37) easily
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B=-, A Yoy cothils (2.38b)
where ¢,,> 0 is the hyperbolic angle between p,
and p,, D, Py=m, mycoshy,,. As will be seen in
the reduction formula, each S-matrix element
Spom(Rgy** *Rpny Psskiy * kym, ;) contains a factor
of 174, with ReZ=-B/2, so the cross section is
independent of /. Since S is calculated perturba-
tively, it is convenient to remove this factor first
and have an exact cancellation. However, [ has
the dimension of mass, and if .~Z alone were fac-
tored out, the S-matrix element would acquire

an anomalous dimension. One may in fact view
the radiation-damping factor w? as arising from
the anomalous dimension introduced by the infra-
red renormalization. However, for a perturbative

Sn.m(kfl. * 'kfmpf;kil. *

calculation of S it is convenient to maintain normal
engineering dimensions. If there is only one mass
m in the theory, one could factor out (I/m)~%. If
there are several masses m,, a convenient factor
may be chosen as follows. As will be seen later,
Eq. (3.45), Z is given by

Z:EZ Caa+z Cap (2.39)
gaa (277)2 ) (2.39b)
= TaCals€ .
Sav= G e tanhy,; LYo = 70ans)] , a#b.
(2.39¢)

Introduce a scattering amplitude F' independent of
! according to

21 -Laa/2 4] 2 ~Lap/2
kim!pi) :H (ﬁ) I>Ib ( . > Fn,m(kfl'.'kfnypf;kiln'kimpi):

gy,
(2.40)

where [, =le° and C is Euler’s constant. Anticipating later convenience we have also factored out powers
of 2¢°. Note that the ¢, are independent of the photon numbers 7 and n, so the F, , has the same infrared-

coherence properties as the s, ,. This implies

oo e S [ e 2] 2 ]

We thus obtain as an exact expression for the counting rate

0@)= [ dpexpl=7(p, &)1 [xe(b) [ F b1 Ry £0) 26Ty - T, =)

>, 1
+ Z ;’F j(dkfl)ﬂ-'.(dkfn)Axn(kfl"'kfmpf)an(kfl'”kfmpf}ki,p{)iz

n=i

where

X 842k + 2 ops =23k = 2001) } ; (2.42)

0,9y [ 5 [ (B [ 5] (243

a a

and (dk)p= —jdk dwln(w/A)8/8w. The amplitudes F are suitable for perturbative calculation or phenomeno-
logical parametrization.

The cross section is independent of A provided the F, satisfy the infrared-coherence condition. All
quantities in Eq. (2.42) may be expanded in a power series in @, and to each order in a, o(Q) is indepen-
dent of A. Successive terms in the sum correspond to emission of an additional photon and decrease by
order . In the next two subsections it will be seen how the cross-section formula (2.42) may be used to
account for radiation damping nonperturbatively, while retaining a perturbative expansion for the scatter-
ing amplitudes F.

C. Radiation exclusive cross section

Here we pose the traditional question: “What is the rate o(f,, w,) for observing a number of final par-
ticles called hard in a volume of phase space @, accompanied by an undetected energy loss to the radiation
field no greater than a small number w,?” Call such a rate “radiation exclusive” because loss of much en-
ergy to unobserved photons is excluded. The quantity w, is the resolution of the apparatus which measures
the energy of the hard particles, and may depend on their momenta w, = wy(py). Suppose for simplicity that
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none of the hard particles are photons.'® In this case the phase-space volume is a product of the charged-
particle phase space and the photon phase space

Xn (kf1° : 'kfny pf) =X(pf) 9(0)0— wfl— ter - wfn) . (2.44)

For a first orientation assume that w, is sufficiently small that the infrared-coherence property of the
S matrix may be used,

< a€a L a€q !xif"
Fy(lgys + kg, bg; Buy o)1 I—‘fn~< Z _2’7_3_712"17) (- E W) Folby; ki, 3) (2.45)
and that the recoil due to the radiation may be neglected
0N ks + Lbr= Lk = 0= O (T pp = Dk = 2503) - (2.46)

In this case the cross-section formula becomes

U(‘Qh; wo) =fdpr(wo) X(pf) l Fo(pf; kh p{)leo(pf; ki’ p!)lz 64(2 pf "'Z;ki - Epl) ’ (2'47)
— , - (— 1)" cee naeapa 2_ .. naeapa 2
R(wo)—e J(p,4) {1 +'§ "———‘n! f(dkl)A (dkn)A [ . W] [ (——)—:-3-75————7:{'
xe(wo—wl-"-—w,,)} . (2.48)

The radiation damping factor R(w,) may be evaluated by setting

1t a
() =505 | o5z e (2.49)
which gives
TN 1 T At w1 e
R(wy) =e 1+ el aue” [ =1] } (2.50)
Na apa -iwt
16)= G [ (@a( T et ) et (2.51)

From Eq. (2.35) this gives

nelabe \2 [ W) 8 _(erityw
I(t) 2(2")3fdk( 'm—)[ dw1n<z>5—a—,e e+it .

An € has been introduced to make the integral on w well defined. It has been evaluated previously, Eqs.
(1.4.60)-(1.4.63),

1 [dk 4€abs \° :
1(t)=(2—n)3f—2—(za: %{}é’—) In[(€ +it) Ae®] , (2.52)
where C is Euler’s constant. With B defined in Eq. (2.38) we have
I(t) == Bln(e +it) +L(4) , (2.53)
= 1 1 % MNa€ala >2
L(A)= 2 @17 fdk<za:—P:'—E_ ln(Aec) . (2.54)

Equation (2.50) becomes

Blog e [1-au) + S [ aret s einy ]

(2.55)
R(w,) =e 1728 -LA)] _wg®
0 (1 +B)

The expected dependence woH on the experimental resolution w, has made its appearance. From Eqs.
(2.43) and (2.54) we find



3512 DANIEL ZWANZIGER 11

J(p, A)_L(A)=%(21—”)3fd1%[ ) %]-[;%m<%‘:—ﬁ>} . (2.56)

The arbitrary quantity A has canceled out. Because J(p, A) satisfies

J(p, &) =J(p, 1) - BInA, (2.57)

we may write
.\ B

R(wy) =exp[= (0, ¢ T - (2.58) .

R(w,) =exp[-J(p, w,/D)] , (2.59)
where

D=e°[T(1+B)]'/2=1+0(B?) . (2.60)
[Note that B, Eq. (2.38), is proportional to a.] We thus obtain for the cross section (2.47)

oS, @) = [ dpy expl= (b, wo/DVIX(B) | Folbys ki, £2) 204 by = ks = i) - (2.61)

The dependence of the cross section on the experi-
mental resolution has been obtained many times."
In the massive-photon method it emerges from a
cancellation between real and virtual infrared di-
vergences. The novel feature here is that it mul-
tiplies the modulus squared of one scattering am-
plitude. Thus in experiments inwhich the observed
hard particles account for almost all energy ex-
cept 2 small amount lost to radiation field, the
scattering amplitudes introduced here are observ-
able in the same way that scattering amplitudes
are usually considered observable in a theory
without massless particles.

The cross section (2.61) is nonperturbative, but
approximate, for the recoil produced by the un-
observed photon has been neglected. Suppose we
wish to account for the recoil systematically. A
comparison of the approximate formula (2.61) with
the exact formula (2.42) shows that the approxi-
mate formula coincides with the zeroth term of
the exact formula, provided the arbitrary quantity
A is fixed at

A=w,/D . (2.62)

This makes the zeroth term in the infinite series
exact to all orders in @ as w, approaches zero.
One expects the successive terms in the series,
each of which corresponds to the emission of an
additional photon, to decrease by aw, This isa
great improvement over the purely perturbative
expansion of the cross section which is a series in
alnw,.

D. Radiation inclusive cross section

In many cases the experimenter does not mea-
sure the momentum of every energetic particle

participating in a collision. For example, in u
decay or in inelastic electron-proton scattering
only the momenta of the initial particles and final
electron are measured, so it is not known how the
remaining energy is shared between photons and
other particles. This situation may be called
“radiation inclusive,” for the final state may in-
clude unobserved high-energy photons. In this
case radiation damping is not determined by the
energy resolution of the detector, and a cross-
section formula is required which manifests strong
radiation damping if the unobserved photons have
little energy, but not if they have a lot of energy.
We surmise that the radiation-damping factor will
depend on the energy of the unobserved photons.
For a first orientation let us calculate the rate
0,(Q,, w,) for emission of charged particles into
a volume of charged-particle phase space Q, ac-
companied by unobserved photons, none of which
individually has an energy greater than a small
number w,. This situation is observable in princi-
ple and corresponds to surrounding the scatterer
with photosensitive material which detects photons
of frequency above w,, and rejecting events where
a photon is recorded. In this case the projectors
¥ » factorize

X"(kfl e kf"’pf):X(pf)e(wo_ wfl). i 9((.00—' wfn)’

(2.63)

where X(p,) is one for p;& Q, and zero otherwise.
Again making use of infrared coherence of the S
matrix below w,, and with neglect of recoil due to
unobserved photons, we find from Eq. (2.42)
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0()(gzqyw()): fdpr(wo)X(pf)lF;)(pf;kiyp;)‘264(z;pf— Z)ki-' Epi), i (2.64)
Q(wo)=e"’("~A){1 +z=; -(%I)’[f (dk) A (2717)3 ( Tzefga>29(wo_ w)]" } (2.65)

With (dk),=-% [dkdwlin(w/A)a /3w, one has immediately

wea-ernenl- 4 iy (2 5 n(2]

Comparison with Eq. (2.43) yields
Qw,) =™ 70, (2.66)

which gives for the cross section
00(@q. @0) = [ dby € P OB Eylby sy 0 (Es — Dy = Dby, (2.67)

Thus the infinite sum (2.42) adds up to the zeroth term with A set at w,.
Equation (2.57), J(p,w,)=J(p,1) - Blnw,, allows the cross section (2.67) to be expressed as

06(R,, Wo) = fdpf “"OB e_J(ﬁ'l)x(pf)IF:)(pf HA ,pi)|264(2pf -2k~ 22b5). (2.68)
The usual infrared damping factor has resurfaced. The seemingly trivial identity
W,
w= " 29 pus (2.69)
, @

does not possess a perturbative expansion, for B is proportional to @ and the integrand is of nominal order
a whereas the integral is of order unity. The first term in a perturbative expansion of the integrand would
be divergent. With this identity and the definition of B, Eq. (2.38a), the cross section becomes

dk (Y dw _ w -1 2
7@ 00= [ doy [ [ G e 00 (TR (T e B (s 201Dty - Ty - Db,

(2.70)

Infrared coherence states that for sufficiently low frequency the one-photon bremsstrahlung amplitude is
related to the no-photon amplitude by

-na e p“?’
R OW A ,Pi)=§;;a.‘;;(—2"‘”‘)m by ki b0),
so for sufficiently small w,, Eq. (2.70) becomes
Uo(ﬂq ’ wo) = j dp)‘ Jdkf e-J(P'wf)x(pf)e(wo - wf)tl‘—‘l(kfapf; ki;pi)l264(kf + Z)pf - Eki - Epi)’ (2-71)

where dk =4dk dw/w is the usual photon phase space. This formula expresses the cross section for emis-
sion of no photons of energy greater than w, as an integral over the bremsstrahlung cross section for
emission of a photon with energy less than w,. The infrared divergence is averted because of the radia-
tion-damping factor w2, It gives instead a cross section of lower order in @ than the bremsstrahlung cross
section.

Another way of stating this is that the probability for a small energy loss @ per unit frequency interval
is proportional to BwB~!, This is singular at @ =0, but is integrable and gives an integrated probability
for energy loss no greater than w, which is proportional to w, B, The usual zeroth or no radiation term rep-
resents a probability for energy loss per unit frequency interval of the form 6(w), which in a correct treat-
ment is replaced by Bw®~!, This manifests the fundamentally radiative nature of the scattering of charged
particles.

We now seek an exact formula which embodies the features of the approximate formula (2.71). We begin
by calculating the transition rate o,(Q,, w,) for emission of charged particles into a volume of charged-
particle phase space , and emission of at least one photon with energy greater than some fixed number
w,. Later we shall let w, tend toward zero. In this case projectors X, factorize into a projector x(b;) onto
2, and a projector onto the #-photon phase space,
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Xo(04) =0, (2.72a)
and for =1,
Xally  *+ iy D) =X (D)6, = €g)0(®, = @)+ ++ (W, = @) + 6w, = 0g)B(W, = @, )8(W, = W)+ ++ O(W, = @,) 4+
+0(w, —w )W, = w ) 0w, —w,_,)]. (2.72b)

This formula expresses the fact that some one of the # photons has an energy greater than all the others
and the requirement that this be greater than w,. The amplitudes are symmetric in the photon variables,
which allows the substitution

Xn(kl e kn, p)- ”X(P)G(wn - wo)g(wn - wl) e G(wn - wn-1)~

The exact cross-section formula (2.42) gives
0@, 90)= [ dopx(by) [y (0, - @) e @
X (1Bt 10,00150y + Ty - Dy - Th0)
+; (7—1_1)_' f(dkf‘)Ae(wf = Wp ) @Ry ) 2O = O ey)
X| By, by by e 73 BiD IO (S ey + Sy = Tk = Tt

(2.73)

Here we have written %, instead of 4;,, and the integral

P w 3
f(dkf)AG(wf_wo)---=—§fdkfj; dwﬂn(—i)—a-z)—; O(wy —wg)+ e+

was integrated by parts to give %fdk, j: (dw;/w;)6(w; — w,)*++. Observe that with the substitution n—n+1,

the integrand has the usual infrared-coherence properties in the variables &, *** k;,, and consequently it
is independent of the arbitrary parameter A for each value of 4,. Thus we are at liberty to set A =W,

which gives

01, 0) = [ b x(py) [ by 6y = wp)em 4
X Dﬂ(kflpf;ki;pi)lzé‘l(kf + Z)Pf - Ek; - Ep,)

=1
+nz=;m f (dkf1)wf 6wy - “’fl)' e (dkfn)u)f e(wf - wfn)

XlE:(kﬂ“. fn,Pf;k,-,Pi)|254(Zkf+Z)Pf-Zki—Em)} (2.74a)
~ © w.\ 8
(dkfr)w, == fdkfr j; dw,, In (t)—aw—f; . (2.74b)

With this choice for &, A =w,, the leading term in this expansion agrees with the approximate formula
(2.71), except that 6(w; — @ ) appears instead of 6(w,~ ;). The emission of charged particles into the
charged-particle phase-space volume Q, is accompanied by emission of either no photons of energy greater
than w,, or at least one photon of energy greater than w,. Therefore, o(R,), the total rate for emission

of charged particles into Q_, is given by

0(Q,) =0,(Q,, w,) +0, (2, w,). (2.75)
As w, approaches zero 0,(R,, @,) vanishes like w®, according to Eq. (2.61) and we have
7(2,) =0,(2,, 0). (2.76)

This is a manifestation of the principle that if you look closely enough at a collision of charged particles
you will see at least one photon, or for that matter, at least » photons. We thus obtain
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o(Q,) = fde X(pf)fdkf eIy [m(kni’f; ki, )|20% (ks + 23ps = 22k; = 200;)

= 1
2T [ @), 6, = 0p) @), 605 - 07,)

X lEt*‘l(kf’ kfl

Because e”7 ¥ =g~ B this formula has the
desired feature that for small values of w; suc-
cessive terms in the series decrease by aw,, and
the leading term agrees with Eq. (2.71), and thus
has the correct nonperturbative radiation damping.
For large values of w,, the leading term has no
particular nonperturbative virtue, but it is of
order @ and "7 ®* ig of order unity, and thus it
correctly gives the usual one-photon bremsstrah-
lung cross section. It is proposed to test this
formula on the electron spectrum in u decay and
compare with known results. If the leading term
is accurate, this formula may be useful in calcu-
lating radiative corrections to other processes
such as inelastic electron-proton scattering or
electron-positron annihilation.

III. REDUCTION FORMULAS

A. Reduction formula for photons and superselection rules

In this section we effect Lehmann-Symanzik-
Zimmermann (L.SZ) projections on the asymptotic
vector potential. This yields a reduction formula
for photons of finite frequency and conserved zero-
frequency quantities which commute with all local
observables. The latter define superselection sec-
tors.

Consider the LSZ projection on the asymptotic
vector potential, Eq. (I.2.9),

Ape=Ap@+ - [ @y ;55)':(_1’;%2]1 (3.1)

and in- out,
W iR Aa
C?‘s(k, If)E W o e’k "aoAus(x)dsx . (3.2)

If the expansion (L 4.3c) is substituted for A™ there
results

¢ (k, £)=cir(k)+ f a% g,(k,p, " (p) (3.3)

_ w1 ihex )
gu(k,p, t)= WE 7 _/’;0:‘@ 9 G 2 -px27?

(3.4)

* .kfmpf; ki)pi)|264(2kf+ Zp/ - Ek; - Z)p;)J-

2.77)

r

The first term in Eq. (3.3) gives the expected an-
nihilation operator and the second term represents
the correction due to the Liénard-Wiechert poten-
tial of the asymptotic charged particles. Because
this potential is not a solution of the free wave
equation the integral (3.4) depends on the spacelike
surface integrated over. In the present instance

it is the plane x°=¢ and the result depends on the
parameter ¢, '

gullp, )= s b explitept/E)

where E =p°= @* +m?)Y2. This gives
cif(k, t)=cji (k)

+ [a% oz £ exptikpt/ENn o)
(3.5)

and in—out. Because p™ (p) commutes with ¢ (%)
and cjrT(k), the additional term is a shift in the
photon variables by a quantity which commutes
with the photon variables, so cj*(k, ?) is the annihi-
lation operator for a coherent state. If this ex-
pression is contracted with a test function f(k)E &,
(f vanishes like w at w =0) the last term gives a
vanishing contribution at asymptotic times by the
Riemann-Lebesgue lemma and we have

tim [ dkf §()-g"" Yo (k, 1) = [k £ 1(R)(=5"")cl? (1)

t—> =0
=cm(f)’ feé,.
- (3.6)

On the other hand, in the strictly zero-frequency
limit of Eq. (3.5) the second term has a finite limit
independent of the time,

o0 1 .
im cpl 0=ch )+ [ 49 o Szt ),

w—>0

(3.7)
where cif (B)=lim,,_, ¢} (, ).

If these relations are expressed as projections
on A(x) at asymptotic times, they provide a more
precise meaning to lim,, _.A{x)=A*(x). Thus
for fu(R)e 8, with
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Fal®)= (271,— [ arweiv=g, @), (3.8)

we have

c™(f)=1lim zf FEE(=g"")5,A,(x)d3x
t—> =0 %0 =¢

(3.9)
and also

in (7, 1 p in
ci (k)+fd‘7>Wp—_%p (»)

=1lim lim lTQ)JaE f ei""‘é’oAu(x)dax . (3.10)
x =t

jm Im

There are corresponding expressions for creation
operators obtained by Hermitian conjugation, and
also for out variables obtained as ¢ approaches

(f, 841+ ]

BT If, ) = (72;1? 5 fdkwf,,(k)(—g"”)klziir; k2fd“xe"k"‘(ﬁ"dIT[Ay(x)"‘]la‘°‘> ,

where photon disconnected parts have not been
written explicitly. These are the desired reduc-
tion formulas for photons of finite frequency. They
have the standard form, but the interpretation is
somewhat different, for the retarded and advanced
subspaces F'C F"=F FUC Fin=FU are dis-
tinct, F™' #F,

The zero-frequency radiation field appears in
the expression for the asymptotic charged fields.
Set

stB=chB+ [ap ol Pono)  (.13)
M M (2,”)3 2 b b

and in—out. From Eq. (3.10) we have
st (k) —sp (B)

. t .
=lim lim (2—2:;75 f: dx°d®x0[e'* 5, A, (x)]
t—>oo -0 -

t .
= lim lim zw3 5 f dx°d®x e'* %, (x) .
1 w0 @2 ),
This expression may be estimated by its zeroth
component, in which case it becomes
2iwt

lim lim

tom o (2T)2 e,
where @ is the charge operator. This limit van-
ishes and we have s"** (k) =s*"(k), a relation ob-
tained earlier, Eq. (2.13), by a different method.
Set

a™) = (2—;;37.3 f dk wf $(k)(-g"")lim 22

k20

plus infinity.

The usual LSZ machinery!® may be employed
with the finite-frequency relations. It gives, for
f€ 8,and T a time-ordered product,

(T[] = T+ ]c™(F)
=i f déxf 5(x)(-g"" )2 T[Ay(x) ++] , (3.11a)

comf(f)T[. B .]_ T[‘ o ]CinT(f)
=i [ d% fu () (-g*0° 1Ay (0] .

Because ¢™'(f) and ¢*7(f), f& &, are creation
operators for retarded and advanced states, re-
spectively, we obtain, by taking matrix elements
between generic retarded and advanced states a™!
and 8%, from Eq. (3.8),

(3.11b)

[ atx e Tl ) - Dlay (3.122)
(3.12b)
st(B)=sto (B =sFin(R) . (3.14)

by Eq. (3.10) we have

su(k)=1im lim ivyg f et* 5 AF(x)d 3«
1> woo @MYE J o0
= lim lim —%— f e 5 A¥ (x)d3x .
to>—wwo (2T)¥2 S0, 0
The fact that the two expressions on the right are
equal for large positive and negative ¢ suggests
that the quantity

s“(IAe, t)=1lim —2%5 f e* 75 AF (x)d3x
w0 (27) x0 =¢

may in fact be time-independent. - Its time deriva-
tive

$*(k, t)=lim (21;0-—)375 feik"J“(x)d3x

w—>0

also may be estimated by its zeroth component

N 1 iw _
s(k’t)_yf;(z-n)WQ 0,

SO

sP(B)=1im =2 f e* 55 A* (x)d3 3.15
()w»omx%: oA (x)d*x  (3.15)
is, in fact, time-independent.

It is tempting to set s“(E):O, which would char-
acterize a time-symmetric subspace of F(§).
However, by Eq. (3.13) we have
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]%'S(l})= ]Ié- Ci“(’})*’@%ﬂf = 'k. Cout(l’é)_'_(zﬂg;s =,
(3.16)

so if su(fe) vanishes the Gupta-Bleuler condition
is violated in the charged sectors. Let L be any
operator with compact support in space-time. By
Eq. (3.15) we have

[" (), L1=lim G5 [, e BLAM (), Lia*s.
Because of locality, the integration on X extends
over the intersection of the plane x°=¢ with the
interior of the future or past light cone subtended
by the support of L. This is a finite region, so as
w approaches zero, the right-hand side is an-
nihilated by the explicit factor of w. Thus s*(k)
commutes with any local operator L,

[s*(k), L]=0. 3.17)

This result, and the explicit expressions for sp(l%)
=si (k) =sg"(k), Eq. (3.13), will be very convenient
in deriving a reduction formula for the charged
asymptotic field.

The fact that s“(ﬁ) commutes with all local op-
erators leads to a large set of superselection
rules'®2° in the retarded Hilbert space 3™ which
is the completion innormof F™'*, The latter is
characterized by ¢™(R)F* *=0 and ke ci (B)F ™ *
=0. Physical observables are local quantities
which leave both of these conditions invariant. Let
L be one of them. By locality it commutes with
s(R), [s(B), L]=0. Because it is an observable it
leaves F™' " invariant, LF*™*CF*“'* so
c™(R)LF™ *=0. This gives

[su(B), 15 "= [ B+ [ d'p s 24 9" (), 1

Xgret*‘

1 ﬁﬁe in ret +
[ oo g fpomon s
-0, (3.18a)

and hence

Ud%ﬁ;ﬁ—% p"(p), L]ZC’“'=0 . (3.18b)
Thus all local observables commute with
Jap@m)2(p,/p+F)p™(p), and the eigenspaces
of this operator define superselection sectors.
The relative phase of vectors in two different
eigenspaces of this operator is without physical
meaning.

From the form of this operator it follows that
states with different numbers and momenta of the
charged particles are in different superselection
sectors, apart from exceptional momenta which
are of measure zero. [For example, pairs of par-

ticles with equal velocity but opposite charge are
annihilated by fd‘fb @m)¥2(p- E)"p“p‘"(p) are thus
in the same superselection sector as the vacuum. ]
Consequently, in the retarded representation, in-
cident =i fec are represented by density matrices
which are diagonal in the numbers and momenta
of the incident charged particles. A density ma-
trix of this type obviously provides an accurate
description of a large class of scattering situa-
tions. More generally such a density matrix, and
the wave function to specify a state of the radia-
tion field with finite photon number, appears in
fact to offer the most complete description pos-
sible of an incident state containing charged par-
ticles.

B. Reduction formula for charged particles

To reduce out charged particles we make use of
the asymptotic charged particle field found in Sec.
IIVD. In particular for an electron, a particle
which by convention has charge - e, the asymp-
totic charged field is given by

0= g [ g DD, bl () e
+df (p)D(p, x) vs(p) ™" 7],
(3.19a)
where
D(p,x)=exp[ieQ(p)e(p x)n(p - x|L/m)]
xexpl—eAT(p)In(e=ip - x I,/m)]
X exp[eA(p) In(e +ip <x L /m)]

represents the logarithmic distortion of the plane
wave, and €(s)=s/|s| represents the sign function.
The first factor of D represents the logarithmic
distortion in phase produced by the Liénard-
Wichert potentials of the charged particles, with

(3.19b)

NP :
Q(p)= ype asp [(p_p/)z_pzp;z]ﬂip(P),

(3.20)

and the last two factors represent the logarithmic
distortion in amplitude produced by the zero-fre-
quency radiation field

1 dk p-c(k)

A(p)= enr) 2 R (3.21)
The quantities b, d, D, @, A, p, and c are all
understood to bear either in or out labels, and
!, is an infrared renormalization constant.

Let p; be the 4-momenta of a set of incoming
particles with charges e¢;, and correspondingly
for p; and e;, and consider the matrix element



3518 DANIEL ZWANZIGER 11

=) =(pf ly® =) T+ -+ 1P (3.22)

where T[--+] is a time-ordered product, polariza-
tion indices and photon labels are suppressed, and
¥*~ is the annihilation part of §*,

¥ as-(x) - (2?)35

fd p D

(3.23)

We will maneuver this matrix element until an
electron of momentum p has been introduced into

J

(0, 2) b (Phug(p)e=t* .

the final state. The retarded and advanced labels
mean that the incoming and outgoing states have
finite photon number,

cin®Ipity =0, (plcot(k)=0, (3.24)

which implies in particular (p/*|A°**(p)=0. From
the definition of Q(p), Eq. (3.20),

b1 (D) =ve (P} (3.25a)
efP Py _ e
"7 4 2:[(11 D =P T2 411 tanhy, ’
(3.25b)

where y,>0 is the hyperbolic angle between p and
py. This gives

@==(x) = @:Wff%eexp[iwln(p'xll/m)]e"""(pf,padlexp[eA“t(p)ln(e+z‘p-xll/m)] [+ Ip™Y,

where

(D501 =3 u(PXDsi b, %1

To proceed further, use Eqgs. (3.13) and (3.14),

% ou ’ 1 p’ ou ’
sp(k)=cu‘(ﬁ)+fd4i> Wﬁp (0",

and A °*'(p) may be written

—1 dﬁ *p’ ut ’ 1 dﬁ
a0 o [ 5 Jor Figrpe o0 g [ 5 5

(3.26)

(3.27)

p-s(ﬁ)'

Making use of the commutativity of s(k) with any local operator, Eq. (3.17), in particular with 7{++], we

have

suBY L+ 1Up i) = e -+ Is BNPEY) .

(The fields which appear inside 7[-++] may be the fields of particles which have already been reduced out
and taken off the mass shell, in which case they are integrated over all space-time. However, the values

of x which contribute are of the order of the inverse distance from the mass shell, so [s(&), T[--

+]]=01is

justified despite the infinite region of integration.) Hence we have, by Egs. (3.13), (3.14), and (3.24)

e ret\ _ €; pi
st) T+« lIpi™) = (27,- Z : (3.28)
which all together gives
(D5, p*| exp[eA(p) In(e +ip - x1,/m)|T[++ - || pi*) = exp[B; In(e +ip+ xI,/m)] (bg, 0,8 T+ + ]| p1Y),
where
_—e (dk -ep , e;p; )
By @n)? 5 P 3 < Z Pt h (3.29a)
This is easily evaluated exploltmg Eq. (I.3.10),
- —€ efzpf zlP: >j|
Br (2m)? [—e +< ; tanhyy, Z tanhy; /|’ (3.29p)

where 3; >0 is the hyperbolic angle between p and p; and similarly for y,. This gives, from Eq. (3.26),
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as = 1 d3 g . -iprx a 1
W* 7 (x)) = (277)3/2 2;;( > Vf/2(€ +2pox)§fe » (P;,P le[o..])p{l’e>, (3.30)
where
Lr =By +iys. (3.31)

Thus the x dependence of the matrix element (3.22) is simply the plane wave e ~**"*
plex power (€ +ip+ x)%f.

As desired, an electron of momentum p appears in the final state, but all values of p are integrated over,
and it is necessary to produce a state with fixed momentum. The integral representation

modulated by the com-

ihe )= 1 - ={=1,=ipx\
(e +ip-x) P(—@)L drxA">"le

is helpful. It is valid for Reg >0. If this condition does not hold, the result may be obtained by analytic
continuation. Temporarily dropping the subscript on {;, we have, from Eq. (3.30),
- 1 d3p<ll> ”Wf oy
as “r A A1 i1+ N)pex ad rety .
@)= Gy ) 35\ A (bp, | T+ 1237 (3.32)

This gives, for { an arbitrary finite number,

1 tgex) s At /l> e™yflz ilq0-E(1+)) ]t " . ot
(—z‘ﬂg‘/—z‘j; dx fdsxe <d) x)) f d)‘ZE 1+7\)3\m F(—g)z[q°—E(1+)\)]<pf’p iT[ ] pi >a

0

(3.33)

where E =p°= (P2 +m?)¥? and p=4(1+1) 1. Let g approach the mass shell from below, ¢ -m?=-1<0. Set
g°= (G +m®—n)"?, make the change of variable X =na, and let 7 approach zero. On the right-hand side it
may be replaced by zero everywhere except in the overall factor 1™ and in the denominator

@ -EQ+0) =@ +m? - )2 < [@+m?(1 +na )l |? =~ - m(G +m?)"2(1+2m3a) .
Then with

“ da 1
o a®™ (1+2m%a)

which holds for -1 <Reg <0, and the substitution g - p, one finds

=(2m?)* (- H)T(1+L),

im [ axo [ ase L ey = —iLAE)
i, [ e [ aox e e0= s
This relation may be continued in { to all Re{ > -1. With the definition (3.22), one has

(m p2)1+€ e—ﬂ'yf/z i
T(1+z) (2ml)* (2m)**

@m1) e ™2 py, p| T+ - 1| p1Y .

(bss P ‘"‘“IT[°--JIP‘“>

f 42 f d3x e X pR| g (OT[++ [ pFty.  (3.34)

Here we have replaced zl)“s ~ by ¥ which is justified because the creation part of ¥* produces no singularity
when integrated with e'?"* and thus it gets annihilated by (m? - p?)'** as p>—m?. The right-hand side is inde-
pendent of ¢ because as m® — p* approaches zero, the contribution to the integral comes from times of order
(m? - p?)71, as is clear from Eqgs. (3.32) and (3.33). For this reason ¥* may be replaced by 2,72 by

virtue of the weak asymptotic limit ¥(x) -~ z,1/%9*(x). Here z, defines the normalization of the renormalized
Heisenberg field ¢ according to Egs. (1.4.47) and (1.4.75). Finally the x° integration may be extended to all
times, provided p does not coincide with any of the initial momenta p;, for in this case the infinite integra-
tion over early times produces no singularity and is annihilated by (p? - m?)*** as p? —m?,

ad oo e ret ( Z —p2)1+§f e'”yf/z
Bpp™| T+ Moy = “m,,,zzOI/Zr(ngf) @m1,)%

27,)3/2[ d*x e (p| Tlw(x)+ - ]| pyt). (3.35)
Here we have restored the subscript to ¢, which, by Eqgs. (3.31), is given by
; i f((p —Z7f elzps ]
= = | - .3
b =P+ 005 (21r)2[ ot ; fankd,  ~ 2 fanhi; o9

This is the desired formula, which reduces an electron out of a final state. To reduce an electron out of
an initial state, one finds similarly
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P ret s (mZ_p2)1+§i e—ﬂ}’i /2 i —ipex i o ret
<P}’dl T[' ”J lpiyp >=J];n}n2 2017211(1+§i) (zml1)§i (ZN)T/Z quxe ’ <P ‘IT[' ° Z/)(X)”P1 ) (3-37)
where
ei—in) < el

. —e
Li=Bi+iy; = (27,)2[_ et Z tanhy;

. tanhy,

(3.38)

and ¥; (¢;)>0 is the hyperbolic angle between p and p; (py).

Formulas (3.35)—(3.38) which reduce out a particle of charge (- ¢) may be applied successively to par-
ticles of charge ¢,. There results a formula which completely reduces out a'l charged particles. Let a
be an index which runs over all initial and final charged particles, with {p.f=1{p;, b}, {et=1{es, e}, {na}
={n;, n;} with n;=+1, n;==1. Let G(p,) be the renormalized Green’s function in momentum space,

G(pg) = G(pf, bi) :fIfI[d4xf € ipf.xf]H[d"xi e-iPix"] ( O' T[Hlﬂf(xf)nil(x,ﬂ i0> y (3.39)
f 1

i

and let S(p,) =S(py, p;) be the covariant S-matrix element

S(pa) =If1[usf(pf)J <pf) s_’:“d Ipi; Sriﬁ>II[ﬁsi (ljz)l ’

(3.40)

where a sum over each of the two-valued spin indices s; and s; is implicit. The complete reduction

formula reads

(maz - P )M 8o o= TV /2

0 . i 1
S(Pa)=l I L lim )72 Z, 17z
a a

o 2om, 2 2n

Here [[9means an ordered product such that the
factors with lower index a are on the right of the
factors with higher index. This results in an
ordered limit such that the particles with lower
index go on the mass shell first. With this order,
by Eq. (3.36) and (3.38),

8a=Ba+iVa=8ua +Z Cap (3423)
b<a
e,?
$aa= Lk (3.42b)
Ma€a€p ; .
Cap = o T [, = imO(n,m,)], @a#b (3.42¢)
ab (21r)2tanthab[1/“ (7, nb]

where B, and y, are real and 6(1)=1, 6(-1)=0.
The appearance of the ordered limit is character-
istic of the weak asymptotic limit employed for
the charged field. For each particle a, the pa-
rameter £, =8,4 + ) ,p>q Lap Which determines the
singularity as particle a goes on the mass shell
depends on the particles b that have already gone
on the mass shell. The first term ¢,, leads pre-

T(1+4,) (2ml,)*e

i\ G(pa) - (3.41)

r

cisely to a cancellation of the singularity of the
propagator of particle ¢, Eqgs. (I.4.74) and (1.4.75),
so the reduction formula may also be expressed
directly in terms of the amputated Green’s function.
The normalization of the Green’s functions is dig=
cussed in the following section.

Our derivation gives the S matrix only if the
momenta of the charged particles are distinct,
ba #py for @ #b. At coincident momenta it presum-
ably has singularities which resemble those which
occur in scattering by a Coulomb potential. In that
case Herbst®" showed that there is a unique unitary
extension of the amplitude from nonforward direc-
tions to the forward directions which has a simple
form. A similar procedure should determine the
quantum-electrodynamical S matrix at coincident
momenta.

Finally we state the reduction formula directly
for the /-independent amplitude F, Eq. (2.40).
With 2, =20, T(1 +&,,4) (21, /my)% ¢, Eq. (1.4.75),
one has

o . i TY%(1+¢,,) mg2-p 2)<m2—p 2)% _ }
4 = lim | gal Yo T la ¢~ Jfa Y, /2 3.43
6 (? T Pa) F(Da) IaI [pazwa? (211,)375 Zoal /2ma Zq T(1+¢,) Mg e a G(pa) , ( )
r
where The dimensional factor Hama"za which appears
here is invariant under relabeling of particle in-
Ze=8aa+3 Z Cap - (3.44) dices. The infrared renormalization constant /,

b=a

has disappeared from this formula, which verifies
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that the original S-matrix element was propor-

tional to /,”% where

Z=% Ziab . (345)

a,b

Furthermore, the explicit factors z,7'/2 in the re-

duction formula (3.43) cancel the factor of z,'/2
which the Green’s function contains for each ex-
ternal leg, by virtue of the Ward identities [see
for example Eq. (4.22)]. Thus F is independent
of both the infrared renormalization constant 7,
and the field-renormalization constants z,.

IV. APPLICATIONS

A. On-mass-shell ultraviolet renormalization

Suppose the Green’s functions of quantum elec-
trodynamics are calculated according to a stan-
dard renormalization procedure. The resulting
renormalized Green’s functions are finite.?® How-
ever, the normalization of the photon propagator,
the electron propagator, and the vertex function
may be varied according to the renormalization
group. We show here how these normalizations
may be fixed in actual practice.

Let D, (k) be the exact renormalized photon
propagator

Du,,(k)=fe”’"‘(OIT[Ap(x)AU(O)]IO) dx .

In the Feynman gauge it is given in zeroth order
by
i
D)= (=g ) Fiic (4.1)
No infrared divergences are encountered if Dp,,(k)
is normalized to agree with (4.1) at k*=0. More
precisely, set

i kuk kuk
D= [ (e B ) - B ],
(4.2)
and normalize d(#%) according to
d0)=1. (4.3)

This normalization of the photon propagator is to
be used with the photon reduction formula (3.12).
[1f one wishes to make the finite renormalization
d(k?) = 2,d(k?), then a factor of z,~*/2 would be in-
serted in the reduction formula for each external
photon line. |

Let G(p) be the renormalized electron propaga-
tor

6(p)= [ =IT[)FO10) dx.

In zeroth order it is given by

i(f+m)

e(P) =t - (4.4)
Set

GHp)==i[#-m-2(p)], (4.5)
where Z(p) is the electron self-energy,

Z(p)=A(P*)(# - m) +B(p?) . (4.6)

In each order of perturbation theory there is a
finite additive constant in A(p?) and B(p?), which
must be fixed by some prescription. It is gen-
erally thought that the electron mass renormaliza-
tion is free of infrared divergences, which means
that the singularity of the propagator can be main-
tained at p?=m2. Thus, we require

Z(P)p-m2 u(p)=0, (4.7)

which fixes the additive constant in B(p?) accord-
ing to

B(m?)=0. i (4.8)
Set
B(p?)=(p* -m?)C(p?), 4.9)

without implying that C(p?) is regular at p% = m?2,
but only that its singularity there in each order

of perturbation theory is annihilated by p? —m?2.

We have

Z(p)=(# -mIA(p*) +2mC(p*) + (¥ -m) C(p?)],
(4.10)
GH(p) = (=) (B -m[1 -A(p?) - 2mC(p?)
- (F-mC(p?)]. (4.11)

The arbitrary additive constant in A(p?) is re-
lated to the field-renormalization constant which
determines the normalization of the Heisenberg
field . In Sec. IIVC, Eqgs. (1.4.74) and (1.4.75),
we have seen that if the propagator is normalized
to

p+m < m?

B
lim_ G(p)=iz ”,Lz_pz) s B=a/ﬂ

2 2
P2 >m? p-m

then the Heisenberg field is normalized such that
its asymptotic limit is ¢~ 2,9 *, where z
=2z,I'(1+p)(2],/m)®. Comparison with Eq. (4.11)
gives

. m?  \P 1
P;I_T”z(m> [L-A(p") - 2mC(p?)]= ©.
(4.12)

Here z=2z(a) is a power series in o with finite co-
efficients. It may be fixed by any convenient nor-
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malization convention, for example, z(a)=1, or
z(a)=T(1+p)(2],/m)®. However it is fixed, its
actual value is required for insertion into the re-
duction formula. The amplitude which results is
then independent of the choice of z(a), as we have
seen.

Equation (4.12) suggests the introduction of new
functions D(p?) to characterize the electron prop-
agator,

G(p)=iz LM < e )B

D% —m® \m? = p?

X[D(p*) + (F-m)E(p*)], (4.13)
with
D(m?)=1. (4.14)

In second order perturbation theory, explicit cal-

culation gives
2 _qp2 2 H2
{1+(’” p23p )m(’”mz[’)] ,

(4.15)

m
2

E(p?)=C(p*) = »

a
T

1+A(p?) +2mC(p?)=(1 +aa)[1 - %“‘(mz ;pzﬂ

m
xD(p?), (4.16)

D(p?)=1+ % (m;;p2> [1 +< mzp_z 5p2> 1n<m:n;p2 >i\ )
(4.17)

where q is a finite additive constant in A(p?) which
is fixed by a renormalization convention. The con-
stant z, in second order, thus has the value
(1 +aa).

The three-point function is given by

B, TY(p+k, P2 2u(p)=[k-Z(p +k)] u(p)

DANIEL ZWANZIGER 11

Gu(p,0)= [ x e X OIT[4(0) 4,0 T30 -
(4.18a)
It satisfies the Ward identity
(p" =pP(p' =p)IG ,(p',p) =1e[G(p) =G(p")],
(4.18b)

which is an expression of the fact that the ¢ field
carries the conserved charge e, [Q, ¢(x)]=ey(x),
where @ =fJ°(x)d3x. The constant e which ap-
pears here is independent of the convention by
which the propagator is normalized. In the next
subsection we shall see that — e is in fact the ob-
servable charge on the electron (the minus sign
is a convention, obviously) as measured by the
near forward cross section for scattering by a
weak external potential.

Let the vertex function T'V(p’, p) be introduced
as usual according to

Gﬂ(plyp) :Dpv(p’ "P)G(P')(— te)rv(p,ip)c(p) .
(4.19)
It satisfies

(=d)(p"=p),T(p",p)=G7H(P) =G (p) (4.20)

by virtue of Eqs. (4.2) and (4.18b). This fixes the
normalization of the vertex in terms of the nor-
malization of the propagator. We see that I'V will
be proportional to z7'. However, we may use our
knowledge of the propagator near the mass shell
to obtainanexplicit expressionfor the vertex near
the forward direction. In terms of the inverse
propagator (4.5), the last relation reads, with
ky=(b"=p)y,

B, T (p+k,p)=k-Z(p+E)+Z(p).

Let p go on the mass shell and multiply by u(p),
using Z(p)u(p) =0 at p>= m?. This gives

(4.21)

=[k = BA(p +EP)= (K +2p - k) C((p +R))] u(p)

by Eq. (4.10). Assume that as k, approaches zero with p* = m?, A((p +k)?) and C((p +k)?) develop a singular-
ity which in each order of perturbation theory is a polynomial in In(2p +£). Then as k, approaches zero
we may equate the coefficient of the term linear in %2, and obtain

Um TY(p +k, plp2=n2u(p) =[v" =y " A((p +£)*)= 2p"C((p +k)*) |u(p)

ky—o
or

Jim @(P)LY(p!, Pl =m2 w(p) =[1 ~A(p™)=2mC(p™)] @(p) ¥ u(p) .

This gives, by Eq. (4.12),

»op mz _plz

2 8
lim (——’”—) (D) Tp, Py ulp) = = T(D)v"u(P)

(4.22)

This is a convenient explicit expression which fixes the normalization of the vertex directly in terms of
the constant z. It is also a particularly simple example of the type of ordered limit which occurs in the
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reduction formula: p goes on the mass shell before p’.

B. Scattering of an electron by a weak potential

As a simple application, consider the scattering of an electron by a weak external potential A®™!(x),
sometimes called the Schwinger problem.3'* In this case the reduction formula (3.41) takes the simple
form

/ _ -1 _1_ 1 . (mz-p’2)1+a, s (mz_p2)1+B ext( pt
S = Grp 2, Eml)T T AT, T TS 8 pe T H O D) (.23)
where
S, 8) =2 ug (B ), ' | b, s ) il (8), (4.24)
£,=B,+iv,=B=a/1, C,=Py+iv,=B =B Bocothy. (4.25)
Here, by Eq. (3.39),
G, p)= [ X 0 Ty ()7 3)] | Oy Hxd Yy, (4.26)

where ¢! is the Heisenberg field of the electron in the presence of an external potential. Thus

G (p’,p):fd’*xd“y e"(""""’°”)<0’T{zp(x)’q?(y)exp[— z'fJe“(z)'A(z)d“z]}

0>, (4.27)

where ¢ and A are ordinary renormalized Heisenberg fields and J°* is the external current azAﬁ"‘ (x)
=J X' (x). We are interested in the scattering to first order in the external current, so it is sufficient
to retain only the term linear in J* (x),

G (@', p) = (=G (', p)JI 5 (' = D), (4.28)
where G(p', p) is the three-point function given in Eq. (4.18a), and
Tt ()= [ ee T (), (4.29)
This gives
, B 1 _E— 1 X (mz _p12)1+ B ) (m2 _pz)l +B i , - ,
S(p ’ p)— (2,",)3 50 (2mll)ﬂl+ﬂ p’;l—l;nmz F(1+ B ) lein:nz F(l +ﬁ) G (P ’ p)Ju (I) _p) (4-30)

It is convenient to introduce the vertex function I'V (p, p) by means of Eq. (4.19), using the near mass
shell expression for the propagator, found in Sec. IIV,

. l B
pzlirr:'IZG(p)zzor(1+B);%t$§2 (;%—’f—;;) , (4.31a)

whose normalization may be expressed in terms of

8
z:zor(uﬁ)(%) . (4.31b)
one finds
S _ —te T1+8) [ m ¥-8 : ’ m? - p'® -8 ’ i ext
S0\ D= o gy (35) dm e (BT o0 e F ) 4 )
(4.32)

Here k=p’' - p and we have used Eq. (4.2) for D,,, and set A%' (k)= — (k?)7*xJ %! (k), and written
Fy (k?)=d (k?) (4.33)

for the form factor which results from vacuum polarization. This S-matrix element depends upon the
infrared renormalization constant /,. Introduce the scattering amplitude F according to Eq. (2.40). With
£,=L,,=Band §,, = — B¢y cothy we have F=(2,/m)*S, where §' =8 - B¢ cothy. This gives
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Fo - — L lim (@ em) <M> T, ) ( +m)F, (k?)A 5 (k) (4.34)
(pvp)‘ (2”)3 F(I+B’) 0,2]':1:"2 +m m2 r, p2mm2 Y M : :

This expression is independent of the infrared renormalization constant. Observe that as the forward
direction is approached, B’ — 8= — B¢cothy approaches — 3. This corresponds to the same singularity of
the forward vertex function as was found using the Ward identity, Eq. (4.22). Thus we have verified that
the singularity structure which we have attributed to the propagator and the forward vertex function is
consistent with the Ward identity.

Let us introduce electric and magnetic form factors for the electron F, (22) and F,, (k#?) according to

}us(p).

_ . _ mz BY cotu¥
7R+ () Vo G, ()= 0] i () e
(4.35)

s \mE—p

p2=m

The left-hand side is the most general expression consistent with the symmetry properties of the right-
hand side. From the normalization condition (4.22) we have

F,(0)=1. (4.36)
Hence with F(p', s'; p, s) = (2m )%u,.(p' )F(p', plus(p), we find simply

—ie

’. 1
F(p,s,p,s) (2") F(1+B,

) ug () { Y*E,(k2) + (4m) [ K, v* | F,, ()} us(b)F, (k). (4.37)

Thus the scattering amplitude is expressed in terms of infrared-finite electric and magnetic form fac-
tors for the electron, F, and F,,, and a form factor F, coming from vacuum polarization. The latter is
a classic calculation,?

Fy(k?)=1~ %{ [ 1-4ycoth (g /ﬂ [1— Lcoth? (g >]— g;}, (4.38)

with £2= — 4m?sinh?(3¢). To find the electric and magnetic form factors in second order set

ry(P’yp):7u+r1u(p,; p); (4.39)
N il 2 Ay S #-F+m B-K+m
F 0, 17) @) sz < Az}')’)\ (' = k) —m? vt (p— kP —m? L) . (4.40)

where —A?/(k? - A?) has been introduced to ensure ultraviolet convergence. We require this quantity for
P?=m? and for 6 =m? - p'2 small,

—ie? d4k<—A2\ P-bem __, P-kim (4.41)

Fly(p,yp)=(2n,)4 F kz_AZIY)\ .kz—zp’-k-—é}/ B2 zp A Y

We may set p'?>=m? everywhere except in the 6 which appears explicitly. For 6 finite this integral is
finite and one finds

us (I’)[ hmzl""(p plP2=m{|u )= (1-01a)[1+—¢'coth411n< m-p*)}

X g (p){y"F (k?) + (4m) ™t [ K, v*1F, (k®)}uy(p), (4.42)

where a is an arbitrary constant arising from the ultraviolet renormalization, £2=2m?(1 — coshy), and
the form factors are given by

F(k?)=1 +§°‘;[ (4.43)

(4
2y -
Fy (B%) = 217 sinhyg ’ (4.44)

¢(3coshy +1) coshy
2 sinhy - sinhy 1 (¢)J’

where

10 o (2 =L) oy - - 307y ), (4.45)
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and f(x)= — f’; dt(1 —¢)"' Int is Spence’s function. The form factors satisfy F,(0)=1, F, (0)=a/(27).
Suppose that the external potential is time-independent, A**' (¢, %) = V **' (X),

APt (B) =276(R0) VFext (k).
We seek the radiation exclusive cross section, namely only those events are counted for which the energy
loss to the radiation field is no greater than a very small number w,, as measured in the frame in which

the potential is static. In this case, the transition rate for observing electrons in a volume , of phase
space is given, according to Eq. (2.61), by

* @mo(E’ - E), (4.46)

i dasp’ . . | Asts
Rs's(ﬂh, wo) = °E y py wo/D)]X(P ) (217)3
where x(p’) is the projector onto §,, the usual mnemonic substitution 276(0) - 7', has been made and

—ie
r(1+p)
with 2# = (0, k). The incident flux is (27)32Ev = (27)™32|p|. One finds for the differential cross section
per unit solid angle, with energy loss no greater than a small amount w,, that

Agrs = iy )V Fo (k%) + (4m) [ B, v* 1 F,, (B®)}buy(p) Fy (R2) Vi (K), (4.47)

M"l exp[ -J (@', p; w,/D)]

2
Loyl”, (4.48)

If spins are not observed and the potential is electrostatic V,(k)=06,, V(k), the ratio of the radiation ex-
clusive cross section to the uncorrected one,

do(w,)
- 20\%o)
R(wo) - dQ dQ ’ (4.49)
is given by
F 2
- —~J( b I 2 =

R(wo)—exp[ J(p 7p7 wo/D)] 1—12(1 +BI) T’ (4'00)

where
2p2sin®(6,/2) (D2)2sin?(6.,/2)
_p2_ 2P \v/a) S 2

T=F m? +p2cos?(6/2) FeFur m?[ m? +p2cos?(6/2) ™ ° (4.51)
The form factors are functions of

k2= —%% = - 4m®sinh?(p/2) = — 4p*sin3(6/2), (4.52)

where 6 is the scattering angle.
There remains only to evaluate J, given in Eq. (2.43),

, e? cdk[ p pRw \ _ p  (pRw)] [ p P .
I@B', 5 0o/ D) = (211)3f 2[0’-/«:1“( m? ) bk 1“( m? lﬂ (p'-k ‘Fk“>, (4.53)

where w, =ew,/D, which gives by Eq. (2.60)

w

= — %o _
T [ra+B))E, (4.54)
where
=€ [dk( p_ b \P_ 20 5

B= -2p ‘(211)3f2 (p’-k _p-%) == (¢ cothy = 1). (4.55)
This gives

J@', b; U-’o/D)= —K(P',P)—Bln(2w1/m), (4.56)

, dk(_p' v kb bk
K@, p)= (21r)3f <_? b %) (p -k m  p* k ) (4.57)

This integral is frame-dependent, which is a reflection of the frame dependence of the condition that the
energy loss be no greater than w,. It is to be evaluated in the frame where p=(E,p), p' =(E,p"); Ipl=1p'].
One finds
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K(p,a P)Z

o
T v sinh¢

w‘
where v=[p| /E, I is given in Eq. (4.45), and
3 7« ’
_ , Y’ sinhy
L—fo G (1 +22)(1 = v?)"'= coshy’

=_f(be"’)+f(be’w)+1nbln<z—g_p_:,,;:1—l>, (4.59)

where b=(1+v)(1 -v)™, and f(x) is Spence’s
function, as in Eq. (4.45). This gives from Eq.
(4.49)

di(w )=eK(P'.p)<_2ﬂ1 . F? Td_oo.
aQ e m I'(1+B)I'2(1 -B/2)" dQ

(4.60)

This formula is exact as the energy resolution
w, approaches zero. In this limit all of the frame
dependence of the radiative corrections has been
found explicitly to all orders in @. Only the co-
variant form factors F,, F,, and F, must be
evaluated perturbatively. They have been cal-
culated above to order a. The author has ver-
ified that if the cross section (4.60) is expanded
to first order in o, the result agrees with per-
turbative calculations® which regularize by in-
troducing a small photon mass A. Finally, itis
easy to see that in the forward direction K=B=0,
F=T=1, so the cross section reduces to the
cross section in the absence of radiative correc-
tions. Thus the parameter e introduced in the
Ward identity is the phenomenological electric
charge, as measured in the forward scattering
off a weak external potential.

V. CONCLUSION

A. Rules for practical calculations

The Green’s functions of quantum electrodynam-
ics are calculated according to perturbative re-
normalization theory, with the normalization con-
ventions as follows. Let the photon propagator

Dy, () = Eﬁ—[(—g,w + %?)dwz)- %k—} (5.1)

be normalized such that
d)=1. (5.2)

The normalization of the longitudinal part is
characteristic of the Feynman gauge, which we
have used throughout. In this gauge the free vec-
tor potential satisfies the wave equation, which
simplifies the construction of the asymptotic

5, [1_coshy (v cosh3¢ +sinh3y
et vcoshiy — sinh3

Jin(32)e o g (4.5

charged field and the asymptotic-state space. To
work in other gauges, one would first have to ef-
fect a similar construction and derive a new re-
duction formula, or else find the near mass shell
gauge transformation properties of the renormal-
ized Green’s functions®* and convert back to the
Feynman gauge before using the reduction formula
given here.

Write the inverse of the electron propagator in
the form

G Y p)==ilp-m-2(p)]. (5.3)

The electron mass renormalization is effected by
requiring the self-energy to vanish at its physical
value,

Z(P)p2=meu(p)=0. (5.4)

Electron field normalization is defined by the
condition

. m? \E =i 3
o () 6= S, -

3R

—
()]

.5)

Here z =z(a) may be fixed by any convenient con-
vention. However, once this convention is es-
tablished, for example, z =1, the actual value of

z is required for the reduction formula. The Ward
identity fixes the normalization of the vertex func-
tion in terms of the normalization of the electron
propagator according to

s m? B" v ’
11m<m> u(p)r(p’, p) . u(p)

p'—>p =m?2
= 2 @ph u(p). (6.6)

The generalization to different types of particle a
with propagators normalized to z, is obvious.

We now turn to the reduction formula, whose
validity presupposes the normalization conven-
tions described above. Let F(py, sy, ks, f;

D1 Siy By, ) be a connected scattering amplitude,
where {p;, s;, k;, 4; } are a set of charged particle
momenta and spins, and photon momenta and 4-
vector polarization indices, and correspondingly
for final particles. Introduce indices ¢ and b which
run over initial and final charged particles and
phOtOl’lS, {pn}z{pf, pi }; {kb}:{kf’ ki }y {I‘Lb}

:{“f’ “’i}, and set
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F(pa’ Ry )”b::zz usf (pf)F(pf, S kf’ K3 Dy Sy, kh ”l)-u_si (p{) ’ (5.7)

sf LH

where ), u, (p)us(p)=p§+m. The reduction formula reads

54(2715?“ —Enbpb)F(pa’ kb )Pb = Ho{ lim (211';3/2

paz_,mQZ

Tltg) | e hie . nlpde |

2 TA+8,) mpatte

a

-tw .
b b

f

with quantities defined as follows. The n, and 1, are sign functions with n,=+1, n, = —1,-Hf is an ordered
product such that the factors with lower index @ are on the right of the factors with higher index a. This
results in an ordered limit such that the charged particles with lower index go on the mass shell first.

The complex constants ¢, are defined by

§a=Bu+i7a=§au+E gab )
bv<a
where B, and ¥, are real, and
e 2

Ng€,Ms ey

€= (37)? tanhy,,

(Vg —imOM,M,)], a#b.

(5.9a)

(5.9p)

(5.9¢)

Here {,,> 0 is the hyperbolic angle between p, and p,, and 6(x) is the step function 6(x) =31 +x/|x|). In
the reduction formula the factor (m.2 — p,2)'**a cancels the singularity of the external leg of the Green’s
function. The factor (m,2 - p,2)*e cancels the infrared singularity of the Green’s function associated with
photons exchanged between external leg a and external leg b that has already gone on mass shell. The
imaginary part of this power, proportional to 6(n,7,), is the famous infinite Coulomb phase. Also

Zi=Cat% D Eabs (5.10)
b#a
G(b,, kb)u;;:f H (d"xf e"/"‘f)n (d4x‘e—lﬁ¢-¥¢) H (d*y, etk " % ) 0| T[(p(x,)Apb (95)9(x;)] |0y . (5.11)
f i b

Because of the Ward-Takahashi identities and the
scaling law of the Green’s functions under the re-
normalization group, G(p,,k,) contains a factor
z,'? for each external charged particle leg. This
is canceled in the reduction formula by the ex-
plicit appearance of z,”/?, so the amplitude F is
independent of z,.

In actual calculations of Feynman integrals the
parameters 8,=m,? — p,° provide an infrared regu-
larization and thereby replace the photon mass A
which is traditionally used to eliminate virtual
infrared divergences. As 6,—~ 0 the Green’s func-
tion to order N in « is a polynomial in Ind, of
degree N. When the factors (m?-p,2)°e are ex-
panded in powers of @, with {, proportional to a
by Egs. (5.9),

—~ 1 .. n
On? = p)e=y ] 5 & (Ing,)",
n=0

the dependence on In6, cancels out to order N,

—

giving a finite perturbative expression for the on-
shell amplitude F. The mass factor II,m, %s en-
sures that F has the usual engineering dimension.
The amplitude is normalized corresponding to
a charged particle density in configuration space
of (2m)73(2E), so the sum over charged particle
states is effected with volume element (2E)~*d®p.
As a matter of convenience, a factor of w has
been included in the amplitude F for each photon
leg, so individual photons have a density in con-
figuration space of (27)7%2w3. We describe the
radiation associated with the scattering in the
retarded representation according to which the
incident radiation is described by a finite number
of photons. In practice, for two-body scattering,
zero, one, or two photons are assumed incident.
(Although from another point of view an infinite
number of infrared photons may be incident, the
error made in assuming a finite number may be
made arbitrarily small, for the effect on mea-
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surements of incident photons which are neglected
is proportional to their energy, not their number.)
However, it is a fact of theoretical physics that
with this description of the initial state, the final
state must be described as having an infinite num-
ber of photons. This is true even though the most
sensitive photon counter imaginable will count only
the finite number of final photons which have a
frequency above some minimum positive fre-
quency. The counting rate of an actual detector of
final particles is obtained from the amplitude F,
defined above, as follows.

Let the detector be such that it registers a count
if and only if the system is in some volume of
final-state phase space 2. For example, § may be
defined by the condition that an electron be emitted
into a given solid angle and energy interval. In
terms of states of the system, Q will be a set of
volumes Q,,Q,,2,,...,2,... in the
0,1,2,...,n,... photon phase space. In
the example, the electron may be accompanied by
0,1,2,...,n,... photons. Let x,(py),

X 1(Rs 1y )y - - -y Xn (Rgy® *  Bgq, Py) e the character-

J

s s T .
istic function® on Q4,2 ,, ..., Q,, ...

Xn (kfl. * okfn,pf) =1 for kfl' * .kfn’pf S Qn
(5.12a)

=0 otherwise . (5.12b)

Here p; represents a set of final charged particle
momenta, and X, (ks,* ** ks, Py) is symmetric in
kg * ks, . The important point is that the non-
observability of zero-frequency photons imposes
the restriction on the x, given by

lim x, (k1' * .kn,p)=Xn—1(k2° o*ky,p), m=1.
wi—o
(5.13)

This restriction has the consequence that if x,, is
not identically zero, then x, is not identically
zero for all n>m. Thus, corresponding to any
yes-no detector there is an infinite series of non-
vanishing x, .

With this specification, the cross section ¢(Q)
for emission into a volume 2 of final-state phase
space is given by

. g3
o@)= o [ T1 G exol-atp, S o) E s By 501764ty = =2
y J f w
D IT RCRIIRC R RA NI R

X | F, (kg * * Rpn, Dy 5 iy i) | 26 (ks + 2005 ‘Zkt—zﬁ{l .

(5.14)

Here ¢, represents the incident flux factor. For example, if the initial state consists of a photon of
frequency w incident on a particle of mass m at rest, ¢, =(2m)*(27)"%2m(27)32w?. For simplicity, polari-
zation and spin variables have been suppressed, and also factors of (n,!)”! which are present if there are
n, identical charged particles of type a in the final state. The variables k;, p;, and p; represent sets of
initial photon and initial or final charged-particle momenta, but the final photon momenta are represented
individually by ky,* ks, . The factor exp[-J(p, A)] will be seen to account for radiation damping nonpertur-

batively,

2

J(p,A):(z—;)EIQE[Z; glg.,.gglln<pﬂ-kzze%>](;w>

=J(p,1)-BlnA.

Xy (5.15a)

(5.15b)

Here the index @ and 7, are defined as in Eq. (5.8), C= —f;"dte"lnt is Euler’s constant, pa-};EE,z —Ea-l?a,

and

)

~ w
(dk)A=—%dkdwln<X> )

(5.186)

where d is an element of solid angle. In the cross-section formula the derivatives implicit in

(dkys ) a o+ (dksy,)a act on all factors to their right, namely x, F, 6*. The partially integrated photon phase
space (5.16) does not possess the real infrared divergence of the bremsstrahlung cross section that the
usual phase space [which would be, with our normalization, dkdw(2w)™!] would produce. The cross section
is independent of the parameter A, for it cancels out between exp[—J(p, A)] and the infinite sum in (5.14)

due to infrared coherence of the amplitudes,

Hr1

. ces -1 e
lim Fn(kfxn'kfnypf;ki;pi)ufl Ffn= ‘”)3/2 ZH'G_LL_Fn—-l(kfz".kfn;pf;khpi)"fz Kfn . (517)
. a

o @

pa'kfl
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This cancellation occurs both in the exact cross
section and in every order of the expansion of the
cross section in powers of . Consequently A may
be assigned any value. A good value is one which
makes the infinite sum (5.14) converge rapidly.
Such a value is found in Sec. II C for the radiation
exclusive case, namely when the energy loss to
unobserved photons is less than a small amount
w,. It is shown there that if A is set at the value
A=w,/D, D=e°[T'(1+ B)] 2, then the infinite sum
(5.14) becomes a series in (@w,)" instead of

(¢ lnw,)", and the factor exp[-J(p, w,/D)] cor-
rectly accounts for radiation damping. This re-
sults in a calculational scheme whereby the amp-
litudes F are calculated according to perturbative
renormalization theory to a given order in a.
They are then inserted into the nonperturbative
cross-section formula with A=w,/D. This cor-
rectly accounts for radiation damping nonpertur-
batively. In Sec. IID a similar scheme is devel-
oped for the radiation inclusive case, namely when
unobserved photons may carry a lot of energy.

B. Toward a rigorous formulation

At present a rigorous formulation must be based
on the Green’s functions provided by perturbative
renormalization theory. A rigorous derivation
would follow the reverse order of development
from that of our heuristic derivation. We started
with an Ansatz for the asymptotic field, and ended
with a reduction formula for the S matrix. Ina
rigorous approach one could start with the reduc-
tion formula found here, and let it define the S-
matrix elements. It must then be proved to every

.

B R ™ | T9(x,) o e Ay (¥,) =Bz )+ ] |p, ™)

- IS*(pn’ kll;pl, k’)(j)"

where summation over particle number is im-
plicit. This gives, in particular, the matrix ele-
ments for single fields

P,k ™ [gx)|p, k™), <p' k™A X)|p, 1) .
(5.20)
These matrix elements define the (smeared) fields
as integral operators on the sequences of test
functions (p, ™| F) which are the elements of F™",
B, B 190 | )= [ <o, B [0 07, B, R | )
X dp'(dk’), . (5.21)

" servable fields F,,
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order in « that this definition yields finite on-
mass-shell S-matrix elements which are indepen-
dent of the order by which the charged particles
go on the mass shell. It must also be proved that
they possess the properties asserted in Sec. ITA,
namely transversality, infrared coherence, and,
most critically, unitarity calculated with the in-
frared-renormalized photon phase space (dk);.
The only results in this direction are nonrigorous
investigations of the singularity structure of the
Green’s functions,® which indicate that the S
matrix defined here is finite, and the fourth-order
calculation of Soloviev.26+27

Another necessity for a rigorous theory would be
to establish a topology for the asymptotic-state
space discussed in Sec. I IIIB, which is
a Fock space of test functions.?® Among the
desidevata for such a topology would be continuity
of the indefinite inner product, the condition that
S map the space onto inself, Fi"=SFout=gFout and
that the transverse retarded and advanced sub-
spaces be closed subspaces on which the inner
product is non-negative. They may be completed
in norm to give physical Hilbert spaces.

The fields ¥ and A may be constructed as op-
erators on F" as follows. The reduction formulas
of Sec. III not only define S-matrix elements, but
also matrix elements of any T product of fields
between in and out states,

<P', B! out |T[‘P(x1)' .eA,J (yx)' ..m(zl). . '”P, kin) ,
(5.18)

where p and k represent sets of momenta. The
S matrix may be used to give the corresponding
matrix element between in-states,

, Bt outl T[¢(x1)' . .Au (yl). . .i(zl). . .]lp’ Bin) dP”(dk”), ,

(5.19)

-

Asymptotic completeness and the consistency of
this definition of the field operators may be ver-
ified by comparing the product of several fields
calculated as the product of these integral op-
erators, with the information on ordinary products
contained in the T products (5.18) or (5.19). This
defines the unobservable fields ¥ and A as opera-
tors on a Fock space of test functions with indefi-
nite metric. Finally it must be verified that the ob-
and J, act properly within the
physical subspaces. All of these constructions
and verifications may be effected to any finite or-
der in @. It may require a lot of work to prove
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our assertions to every order in . However, if
they are wrong they may be disproved by a single
perturbative calculation.
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