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We present an isobar model formalism for analyzing the reaction a + b —1 + 2 + 3. Arbitrary
spins are allowed for all the particles. Polarized particles and weak decays of an outgoing particle are
discussed. We also show how to extend the formalism to allow an isobar analysis of a three-body

subsystem of an n-particle final state.

INTRODUCTION

In this paper we discuss a general formalism for
analyzing reactions of the form

a+b-1+2+3

using the isobar model. Previous work either has
specialized to the case of 7N -~ Nrn*~° or only
covers parts of the formalism.'°~!? Qur formalism
is completely general in that it allows arbitrary
spins for all the particles. The formalism was
developed for an analysis of 7N - Nrr data!® which
appears as a companion paper.

In Sec. I we establish our notation and normaliza-
tion of states, review the angular momentum de-
composition of two-particle states, and develop
formulas for phase space and differential cross
sections. Section II deals with the T-matrix ele-
ments themselves and derives the equations for
the differential and total cross sections. Section
III deals with polarized particles, either incident
or final, and with weak decays of an outgoing par-
ticle. Section IV treats the problem of analyzing
a three-body subsystem of an n-body final state.
The appendixes include a review of angular mo-
mentum, a discussion of the reaction a+b—-c+d
using our notation, and the details of some of the
more important derivations.

I. NOTATION

In this section we establish our notation. We
consider the reaction a+b5~1+2+3, where a is
the beam, b is the target, and 1, 2, 3 are the three
outgoing particles. We letj, k and [/ represent
any cyclic permutation of 1, 2, and 3. The dipar-
ticle is always composed of particles kand . All
quantities pertaining to the diparticle are indexed
by a subscript j. The following quantities are
summarized in Fig. 1:

(a) total center-of-mass energy and angular
momentum: W, J;

(b) c.m. four-momenta: p,p,Q;Q,Q;;

(c) particle spins: 0,0,0,0,0,;

(d) c.m. helicities: p u,u;pets;

(e) mass diparticle: w;;

(f) spin and c.m. helicity of the diparticle: j;x;;

(g) incident orbital angular momentum and total

spin: L, S,
(h) outgoing orbital angular momentum and total
spin: L; S;.

In the diparticle rest frame we have the quantities
(i) four-momenta of the decay particles: g¢,q;;
(j) helicities of the decay particles: v,v;;

(k) orbital angular momentum and total spin of
decay particles: [;,s;.

Angular momenta are coupled in the following
manner:

We assume that L, L; and [; are chosen so as to
conserve parity. We use pu to represent a fixed
set (g iyt i, ity) of all five helicities. For sim-
plification in later sections, n represents the set
of quantities

n=(j;J; LS; L;S;;7 ;4;8,) , (1)

where j specifies the grouping of the final-state
particles into a single one (j) and the pair (k/).

We use the helicity formalism with the phase
convention of Jacob and Wick!* (hereafter called
JW).
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FIG. 1. Notation for the reactiona +b—j+k& +[. (a) Quantities in the center-of-mass rest frame. (b) Quantities in

the diparticle rest frame.

A. Particle states, phase spaces, and cross sections

One-particle states are defined with the phase
convention of JW although the normalization is
different. If ¥,, represents a state with momen-
tum p along the z axis and helicity A, then the gen-
eral state is defined by [cf. JW Eq. (6)]

[BA) = [p 66, A) = R(9, 6, — §)¥,, . 2)
We choose the normalization to be
(p'0'¢", N'| PO, \) =2E6* (B - D)o ®3)

which differs from JW by the factor 2E/(2r)°. We
also define states y,, by

Xor= (=157 R(0, 7, 00,5 = (=1)* M _,, . (4)
The general y state is given by
I-ﬁh*) = I _/) 9¢y)\> =R(¢’ 0, _¢)Xp)\ . (5)

We shall denote these states by the minus sign on
p. Thus

[ =pBg, ) =(=1)5"pr=6¢ +m,A) . (8)
Clearly these states have the same normalization
as |pbg, ).

We also need to know how the states |p6¢, \)
transform under Lorentz transformations. Let the
Lorentz transformation be /, where p’=1[p and let
U(l) be the unitary operator for /. Wick!® has
shown that

UL p6d, M= 2 DiQR)|p'0'¢", v) Q)

where Q is called the Wigner angle and # is a unit
vector along P’ xP if Q is always taken to be posi-
tive. This is clear, since in the transformation
the momentum vector makes a positive rotation
around the direction P x P’ and the spin lags be-
hind, thus making a negative rotation with respect

to the momentum vector. We discuss § in detail
in a later section.

Multiparticle states are defined as the direct
product of one-particle states. Thus

|BiAy Boray - -+ Baks)
= (516101, 00 102602 X2) 1P 0,0 X (8)
and
(B, BaAg, -y Badn [ Bk, Bary -, Bk )
=I1@E)o@;-5)ox, 5y - 9

1

For two-body states it is sometimes more con-
venient to use the variables

§=§1 +§2 ’

5=16,-5.) . o
Letting (p6¢) be the polar coordinates of P, we
have

Iﬁyped”)\x)‘z):lﬁl)‘l) Iﬁﬂz) , (11)

with the states on the right-hand side either ¥ or
x states. These states are normalized such that

6)\1)\1' 6)\2)\2’ = f<§,’p’6,¢’ ,’)‘;Aai | §,P3¢s A1A2>
3
x &2 apy . (12)

Now
d’,d%,=d*Pd® =d°Pp*dpdiw ,

where d’w =dcos 6d¢. If Wis the total energy,
W=E, +E,, then

. [E,—E,\1 pdp
= . 2 _—
aw 1:W+P'p<-——-—-"‘2p2 >}E1Ez . (13)

With these two relations it is easy to show that the
normalization is
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(P, 5'0'¢", A5 | B, p6g, A 11,)
- 147 [m'ﬁ-ﬁ(%%ﬁ)]a(w'- W)s* (B - B)
Xaz(w’-w)o)\lxl’éxz)\z' . (14)
In the center-of-mass system, §=0, so this re-
duces to
(P'=0,p'0'¢",A2; | P=0,p6,12;)

4W ’ ’ N
= Tﬁ(W - WP’ - P)o*(w —w)éxlxi%zxz’ .

(15)

To discuss the decomposition of the two-particle
states into angular momentum states, we work in
the two-particle center-of-mass system and as-
sume particle 2 to be in x state. For this case,
using Eq. (11), we have

|§=0,P9¢, )\1)\2> = Iﬁ)H) l —ﬁ)\2>
=R(¢, 97 '—¢)\I’p)\IXp)\2 . (16)

We now define a state of total angular momentum
J and z component M by

|P=0,pJM, A 2,)

=NJfDAJ(){(¢’ 0) —¢)] §=0’p9¢9 A1)\2>d2u7 s
m

where A =), =),. Using Eq. (15) and the normaliza-
tion properties of the D functions, we have

(B'=0,p'J'M',\{\} | P=0,pJM, A \,)

dr  4W
= NJN52J+1 P 07770 uudn N, ISV

x6* B -Bs(w'-w) , (18)

where Wis the total c.m. energy. Thus we choose

1 1/2 1/2
v ()" ()"

The factor (p/4W)"? [cf. JW Eq. (22)] comes from
our choice of normalization for the one-particle
states. Using Eq. (17), the transformation matrix
is

(B'=0,p'6¢, A} | B=0,pJM, A 2,)

2 12 -1/2
- < 1;1) (‘;LW) Dyt(o, 6, - ¢)6*(B' - P)
XG(WI—W)G)‘x)‘llb)‘z)‘zl : (20)

In terms of the orbital and spin angular momentum,
L and S, we have the standard expansion

|B=0,pJM, LS)

_ <2L+1
27 +1

1/2
= > C(Sy, Say S|Ay, =2p)
Nikg

X C(L, S, J|0,x, =2,)| B=0,pJM, A 1,),
(21)
with the normalization
(B'=0,pg'M’, L'S’| =0, pJM, LS)
=08,,/0,ub1L0s550% B =B)o(W' = W) .
(22)

If particle 1 is a photon, one instead usually
uses the multipole expansion

|B=0,pJM,jm

- 2 +1 V2 o
h 2‘:’2 [2(2J+1)} (=1)°C(j, Sz I 115~ 25)

x| B=0,pJM,A2,) , (21a)

where the total (spin plus orbital) angular momen-
tum and parity of the photon arej and 7=(~1)*¢,
respectively. For e=0, we have the electric 2/
pole and for e=1, we have the magnetic 2 pole.
These states are normalized such that

(B'=0,p'J'M",j'n'|P=0,pJM,jm
=6 ,70,1410,;:0,7:03(B' =B)o(W' = W) . (22a)

In the rest of this section we deal in detail with
the numerical factors appearing in cross-section
formulas. The normalization, Egs. (3) and (10),
is such that the number of particles of type ¢ in a
volume Vis 2E;V/(27)®. In a volume V the total
number of states available is Vd®;,/(2r)%, so that
the density of final states per particle is d%,/2E; .
Thus the number of three-particle final states
available, dp, is given by

- d%) d’p,\ (dbs
4P (2& (2) (22) - )
The probability of transition (in all space and time,
Vit - ) is given by
|64(Poux —Pi")M IzdpF ’ (24)

where M is the transition matrix element with our
normalization of states, i.e., M =(out|7]|in). The
relation with the S matrix is

(out|S|in) = 6ut i +6*(Poue— Py,) (Out | T'|in) .
(25)

Equation (24) then gives

Vi
154(Pou1 —F'in)jw'2 = Vt“';l"" (2_77-)? 64(Pout —Pin)|M|2

(26)
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so that the transition probability per unit volume
per unit time is

(27) %64 (P — Pin) M [2dpp . 2
With the normalization of Eq. (3), the incident flux

is
[(—22%} [(z_f)%} (g e b) - o (28)

where F is the invariant flux factor and F
=[(p, b, -m,?m,%]2. In the c.m. system, F
=pW.

The density of final states dp, together with the
6* function of Eq. (27) gives

dp =6*(Pout = Pin )dpp - (29)

Berman and Jacob'® have discussed this phase
space and reduced it to

dp = § dE,dE,dcosO®ddda , (30)

where ©, &, and « are the Euler angles specifying
the orientation of the final three-particle state with
respect to the incident system. Equation (30) can
be further manipulated to give

_14¢,60 2

dp = 82w Wio, dw,*dcos 6,dcos©ddda (31a)
= ?13- q;‘?‘ dw, dcos 6, dcos©ddda (31b)
=3 (AW?) ' dw,2dw,?dcos6ddda, (31c)

J
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where w, is the invariant mass of particles 2 and
3, and 6, is the angle between particles 1 and 2 in
the (23) c.m. system, @, is the momentum of par-
ticle 1 in the (123) c.m. system, and ¢, is the mo-
mentum of particles 2 or 3 in the (23) rest frame.

The differential cross section for the case of
spinless particles is

do= |M[2d (32)
7 P,

which is the basic expression we use in the calcula-
tion of our formulas.

II. T-MATRIX ELEMENTS

Initially we discuss the reaction proceeding
through just one intermediate isobar, i.e., j is al-
ways fixed at a certain value of 1, 2, or 3. Later
we treat the case of more than one type of dipar-
ticle.

In terms of the transition operator, 7, the ma-
trix elements in the center of mass are

fy:<le-1-j,Qk“k)QI“l‘TlﬁalJ'a9§bub> . (33)

The operator 7 is assumed to be the product of a
production operator 7, and a decay operator 7,.
Assuming that only two-body intermediate states
are produced, we have

f——m —-"ZE 63 m+6n)<qj“j’ QkﬂkyQI“IITalQm“m) ini,,> <Qmum7én“‘n|Tp|§a“'a’ﬁbu'b> ‘

Within the isobar model one assumes that the
intermediate state consists of an isobar state re-
coiling against a single particle and that 7, oper-
ates only on the isobar state; therefore

<Qj Mg Qk“k, Ql#lle‘Qm“w Qn”’n>
= ZEMGS(Qj —Qm)é ujum<inJ'ky QlullelQn#n> ’

(35)
so that Eq. (33) becomes
=2 @ Qi 1)
i
XAQ ;5 = Q2| Ty Batt os Botty) - (36)

<Qjﬂj, —Qj)‘jl Tplﬁa“a’pb“b>

-y 2+l (4_W>‘/2 (4_W
JM 4n p Qj

(34)

We have assumed the isobar to be in a x state [cf.
Eq. (5)] and have changed the isobar helicity to ;.
One term represents the production of the isobar
and particle j; the other term represents the de-
cay of the isobar into particles %2 and /. We now
discuss each term separately.

A. Production amplitudes

Since we have assumed the diparticle to be in a
x state, we use Eq. (20) to decompose both
[Battqs Dokt ) and (@,u;, =@ ;| into angular mo-
mentum states. We have

) Dy, x,0)Di -, (0amXQ =0, Q,IM, ;| T,|B=0, pIM, pop,) . (37)

Since we have not as yet specified a coordinate system, we do not give angles as arguments of the D func-
tions. We will return to this point later. Using Eq. (7) from Appendix A and converting from helicity



11 GENERALIZED ISOBAR MODEL FORMALISM 3169

states to LS states, we have

Qa5 =@ NI Ty [Batty, Dyity) = %—V(p Q;) V2 ; [@L+1)@L,+1)}/
LJS
X C0g, 04y Slphgy =1 ,)C(L, S, T [0, g = p1y)
X C(0;,7;5S;115, =X )C(Ly, S5 T10, ;=)
X Dﬁj-xjua-ub(j “'peam)
x(Q=0, Q;JM, L;S;|T,[B=0,pJM, LS) . (38)
If particle a is a photon, instead of converting to LS states, one would prefer to couple to the multipole

states defined in Sec. I. We may now use rotational invariance to write the reduced partialwave production
matrix element as

(Q=0, Q;JM, L,S;|T,|P=0,pJM, LS) = T“: (W, w,) . (39)
LsLys;
B. Decay amplitude

The decay amplitude is most easily evaluated in the rest frame of the diparticle. We use Eq. (7) to
transform the states. Recalling that the diparticle is in a x state, its transformation is quite simple.
(While the y state reduces to a simple form in its rest frame, it also implies a fixed direction for the 2
axis, along the direction Q'j in this frame. The decay angles 6, and ¢; are then the angles of g, in this co
ordinate system; i.e., only ¢, is unspecified, since the x and y axes are not yet defined.) Thus

<leJ-kyQ.1#1|Ta,'_Q'j i) = ZDukuk 9’“ )D, lu (6 nx)<quk,qmle!J,—>\ ). (40)

Using Eq. (4) to convert the states of particle [ to y states, we can then insert an angular momentum de-
composition. Converting to an LS representation, we have

1/2
<Q}¢I~Lk) QIIJ'IITI Q]A‘_])— ( qk> Z (2[1.-4—1)1/2(:(0'” 01’ Sjlulu _Vl)c(lj: sj’jjloﬁ Vk"VI)

VeV
x D’ 5\,, , (decay)D, o (G“r“zk)D,,l“l(G 71,)(=1)%17"1
X(@=0,q,7;=X;, {;8;| Tylj; =x;) . (41)
The reduced decay matrix element is then just a function of w,,
(@=0,04); =2, 3, Tuliy =2,) = BYs @) . (42)

Recalling the definition of » in Eq. (1) and combining Egs. (38), (39), (41), and (42) (remember that u
stands for the set y,p,u, 1), We see that f, can be written as

Z gn(NT(W, w)), (43)
where

T W, w,)=T ot LS(Ww)Bfm( ) (44)

and

1/2
g,‘f(j)=1/ L. [(2L+1)(2L,-+1)(21J-+1)J‘/2C(0a,0b,Slua,—ub)C(L,S,JIO,u.,—ub)
TA\TPR; g,

x ; CO;d 55 S5l =2 )C(Lyy S35 T 10, 11, =2 )DE, s, ( ~*beam)

j
X Z Clo,, 04, Sle/u - VI)C(ljJ S; 7jjl 0,v,- Vz)Di":juk_ul(decay)
v U

D, (65 ,,)D°‘*(9 D=1 (45)
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Although it is included in », we have explicitly
written the type of isobar with g/. Since the iso-
bar quantum numbers are included in n, Eq. (43)
is valid when there is more than one j -type isobar.

Up to this point we have made no mention of a
coordinate system and our formulas are complete-
ly general. Some simplification occurs with vari-
ous choices of axes. We choose the Y axis to be
the normal to the three-particle plane (another
common choice is to take the Z axis as the normal
to the three-particle plane):

¥=Q;xQ,=@,xq,=Q,xq, . (46)

In the case of the isobar model it is then conve-
nient to choose the Z axis as a polar vector in the
three-particle plane. We choose Z along Qj. The
polar angles of the beam are © and &, while the
particles j, k, and [ have polar angles (6, $,),
and (6,, ®,), and (8,, ®,), respectively, in the
c.m. system. With our choice of axes it is clear
®;, &, ¢, are either 0 or 7 and ©;=0. These
angles are summarized in Fig. 2. In this case we
also have #,=-#,=Y. For convenience we intro-
duce the angles «;, 8;,v;, Where

R(aj! [3,-,7,-)=R(7"lbeam)
=R(¢f’ _ej9 —(I)j)R(@, o, "@) .
(47

We then have the following simplifications in the
expression for gi:

9

FIG. 2. Definition of angles in our coordinate system.
(a) Beam angles in the center-of-mass rest-frame.
(b) Angles of particles j, k#, ! in the center-of-mass
rest-frame. (c) Angles of particles %, [ in the diparticle
rest-frame.

J > =1 J
D“j_xj“a_pb(y beam) D“j_xj“a-ub(a,,ﬁj,y,-),

Dj;j;j Vk-vl(decay) - d,;j)\juk-u’(ej) )
(48)
* “ o
DYy (657,) = dy%y (65)
op% o
Dy (65) = di}y (=6) .
At this time we can now consider the angles 6*

J
and 6!. Wick' discusses these angles in detail
and shows that

(coshp - cosha, cosha;)

cos6k=

(sinho, sinho}) ’ (49)
:_ (coshp - cosho, cosho})
cos6; (sinho, sinho?) ’
where

tanhp = v; =velocity of j in the c.m. system ,
tanho, = v, = velocity of k2 in the c.m. system,
tanho, = v, =velocity of & in the (k) rest frame ,

with similar equations for /. We want to further
clarify the sign of the rotation angles. Figure 3
illustrates the effects of the Lorentz transforma-
tion in a non-Euclidean plane. Remembering that
the spin lags behind the momentum during a
Lorentz transformation, one sees that for particle
k a positive rotation about the Y axis is needed,
and for particle ! a negative rotation about the ¥
axis (corresponding to #, = -Y above). We under-
stand 6% and 6! are always positive in Egs. (48)
and (49). In terms of the Stapp'® angle Q the
Wigner angles are

05=04y =0, = Ry
9§=eu‘+91‘_nu‘" ,

where ©,; and ©,; are the c.m. angles between

Qj and Q’,,, Q, respectively.

(50)

FIG. 3. Symbolic diagram of the effect of the Lorentz
transformation L on the momentum vectors. Although the
diagram is not quantitative, it does show the correct
direction for the various angles.
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C. The reduced production and decay transition matrix elements

We now look at the function T, in more detail.
T, as defined in Eq. (44) is composed of two fac-
tors and we consider each separately.

1. Production matrix element

The first factor T74, s,(W,w,) is the production
amplitude. For convemence near threshold, one
can explicitly write the barrier penetration
factors'?

(4W')'1/2pl‘+(1/2)(4W)'1/2in+(l/z) . (51)

The charge dependence is also removed by in-
cluding the isospin vector addition coefficients.
Thus

Jj; . .
TL’ngsj(W,wj) =CUe, 1°, 1|18, 12)CU® 17,112 1})
L+(1/2) oL ;+(1V/2)
L"——@%"—_ TL{SL s; W,w,;),

(52)

where TLSL 55 (W,w,) is a function slowly varying
inw;, 1° and I3 are the isospin and z component
of 1sospm for a, I® and I} are the isospin and z
component of isospin for 6, I’ and I} are the iso-
spin and z component of isospin for j, /2 and 12
are the isospin and z component of isospin for the
isobar, and / is the total isospin.

Further explicit depend%?ce on Wor w; can be
introduced as factors in 7.4, s (W,w)). One popu -
lar choice is a form factor off tﬁe form

(1+R%Q,?)"Li/2 | (53)

which includes a radius of interaction R.

2. Decay matrix element

Taking the charge dependence out of the decay

term we have
Bijsj(w,)=c(1’°,1‘,1”[12,1;)A§jsj(w,), (54)

where we have used the same notation as before.

To evaluate Ai}’,sj(w ;) one uses either the Watson
final-state interaction theorem or a modified
Breit-Wigner function. Using the Watson theorem,
one takes

X i6 . 1/2
ij e’ °sind dp
Al-‘sjoc (gp)ti™t <4wj ’ (55)

where 0 is the elastic scattering phase shift at

the mass w;. We have added the extra factor

(4 /4w ;)2 to ensure the proper threshold behavior
in our normalization. With Breit-Wigner functions
one may choose either the relativistic or nonrela-
tivistic form. For the relativistic case one uses

J _ -1/2 [w iy (w )] vz
Aljsy = () ! w2 —;)jg) —jm'ol“,(wj) ’ (56)
where
)= 2,w,)1% " pw)
rf(u")—r’(w°)[qk(wo)} pw,) (57)

and w, is the resonance mass. Jackson'! has given
a discussion of the different forms for p(w). For
the nonrelativistic case one uses

[T ,) 22
wo-w,) =il ;(w;)/2"°

Ay, = (@mog) ™ (58)
where T';( ;) is defined as before. Both of these
forms are defined such that in the limit of zero
width we have

lim IAijsj(wi)‘z =0y’ —w;®) . (59)

FindY]

D. Cross sections and threshold dependence

We are still considering just one diparticle pair
(kl), but there may still be multiple isobars in
this system. From Eq. (32) the differential cross
section is, for unpolarized incident particles and
without observing the polarizations of the final par-
ticles,

2 Ifultdo (60)

m

”'J|=L,

where

}; =[@20,+1)(20,+ 1|1 Y, . (61)

m

Since we are concerned with unpolarized cross
sections, we may integrate over a (the angle of
rotation about the incident beam) in Eq. (31a) to
give

dp = g—qﬁ% aw ;*dcos6;dcosOdd . (62)

The total cross section then becomes
f Wp ZZ ghgh™ T (W, w ) THW,w )

q,9 2
X —’L—lgm dw ;%dcos6;dcos©d® . (63)

This expression can then be reduced (as in Ap-

pendix C) to give

@1 L
TP 2 (20,+1)(20,+1) f |T,(W,w ;) |2dw

(64)

We note that isobars of different quantum numbers
in the (kl) subsystem do not interfere.
If we now use a Breit-Wigner form for A, ’s; (w))
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and take the limit as I‘j(w,-)—o 0, the cross section
reduces to

_om (2] +1) Jj .
9= b2 Z,,: (20, +1) (20,+1) lTLéLij(W’wmz

(65)

Since in this limit the diparticle has become a
stable particle, this equation should be the same
as that for the reaction a+b —c¢+d. Comparing

T, (W,w,)= TLSL,,S,,(W»W )B lksk(wk)

and

w

with Eq. (B7) of Appendix B, we do have agree-
ment.

E. Other isobars

Up to this point we have been dealing with j-type
isobars only. Unfortunately one usually must in-
clude k- and I-type isobars as well. Since we have
included the type of isobar in the index n, Eq. (43)
is still valid. For k-type isobars we have

(66)

/2
gn(k)= = (—J——) (2L +1)QRL, +1)(2L, +1)]V2C(0,, 04, Slity, = 11,)C(L, S, J|0, g — 114)

TP Ry

X Z C(Uk’jka Skliik, _AR)C(L)H Sk!JIO’ M _)\h)D;‘{k-xkua-ub(ag, 13;;,“/,,)

Ae

x 25 ¢

VU

For [-type isobars we have the equations

T W,w)=T 74, s Ww)B' ()

and

w
g =

=n|g

TPR 4 ;

>

1

01 ) ) ) Sk ‘Vt , =V )C(lky sk y]h‘o Vx -V; )djk U -Uj(ek)d?}’pl(gé)d?ﬂ;u.’("

0)(-1)%7% . (67)

/2
<‘_._I_> [(ZL +1)(2Ll + 1)(211 +1)]1/zc(aa ’ o'b ’ S“J'af_' H-b)C(L, SvJIOv He— ’J‘b)

Co,,j, Siluy, =2 )C(Ly, 8,10, 'Az)Dﬁ,-x,ua -ub(atv Biyvy)

x }_, C,, 0,1V, =V CU, 8,.7,10, v, = v)d L (0) 57, (6D)dyk (~80(=1) . (69)

] )a

In each case we have preserved the cyclic order
of j, k and [. The total transition amplitude in
the case of more than one subsystem containing
isobars is then written as before:

fu= 228N T W) . (43)

This coherent addition implies some double count-
ing of the amplitudes which has, in practical situa-
tions, been shown to be small.'®

In the case when there are identical particles
present, care has to be taken to ensure that one
uses a correctly symmetrized combination in Eq.
(43). Our cyclic ordering of the particlesj, &,
and !/ will not necessarily ensure this and this has
to be explicitly introduced.

F. Symmetry properties of the amplitudes
We next discuss the symmetry properties of g4
under certain circumstances.
1. Parity

Consider the case of u - -u, the result which oc-
curs under the operation of parity. In Appendix D

we show that
gt =n(=1)%" ¥ a(=1)%""b(=1)%" ¥,
X(=1)%"Fa(=1)01" Fagh* | (70)

where 71 is the product of all five parities. For any
specific problem this reduces the number of inde-
pendent g,‘;‘ For the case of TN~ Nnm, n=-1and
we have

gt = (=1 High™ | (71)

where ; is the incident nucleon helicity and ; is
the final nucleon helicity. Since T, is independent
of u, we have

SOV TIE D P A (72)

2. Interchange of two particles

We may also discuss the properties of our am-
plitudes g4 (w2 w,? w,?) under the interchange of
two particles k and /. Such a change is relevant
for discussion of symmetry properties in the
presence of two identical particles.

In our formalism a cyclic order is always pre-
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served and thus interchanging %k and / leads to a
change in the coordinate system, Y-~ -Y. Associ-
ated with this, we have the changes

w-w,

2 2

2 2
w.-owj,wk ’

i ~w,® wt—w,
0-0, o-d+7,

6,~6;, 6,~-96,, 6,-6,,
®,=0-%,;=0, ,=0~%,=0, &,=71-%,=7,

0;~m—0;, O,~m-06,, 6,~7-6, (13)

i
0k~ 0L, 01=0]
0p =07, 61~0; ,
o~ 61, 0~ 0f ,
Hag=~Hgy Hp=Hyp ,
Bj=Hj, Bk, Hy=py .
We find that (see Appendix E) for j -type isobars,
glhakolibikago 2,2 0, ?)
= (_l)ua-#b-#j-uu-ﬂx(_l)sj+ok +o
X(=1) gt it 2 0, 2w, %) (T4)
for k-type isobars,
ghatokihikago 2w 2 w,?)
=(=1)Fa=Fo-Hi-Fa-Hi(=1)%1 %%
X (=1)1ghatotithiGo 2,2, w, %) ; (T5)
and for /-type isobars,
gnlilaubu,il,#kwjz’wlz’wkz)
= (=1)ta =HoHj=Hr=R1(_1)s4*0; %0,

X (_l)lkg:l"?“b“j”k”z(wj{th’wl2) . (76)

III. SCATTERING FROM POLARIZED TARGETS
AND THE MEASUREMENTS OF FINAL
PARTICLE POLARIZATIONS

The formalism we have developed can be used to
discuss polarization experiments when the par-
ticles have arbitrary spin. However, this becomes
involved and for the sake of simplicity we consider
the case M,B, ~M,M,B,, where M is a 0~ meson
and Bis a 3" baryon.'®

We use helicity states for the incident and final
particles. The reference coordinate system we
use in all our calculations is OXYZ, where OY is
perpendicular to the three-particle decay plane and
OZ lies in the three-particle plane (see Fig. 2).
We have used the prescription of Jacob and Wick
for constructing general states, i.e.,

(P8¢, M) =R(¢, 6, -¢)|p00,1) . ()

Now Eq. (77) can be viewed in a passive sense;
i.e., it gives the orientation of the rest frame with
respect to OXYZ in which the spin components A
are defined. This rest frame is obtained from
OXYZ by the operation R(¢, 0, —¢). These final
coordinate axes are then the helicity frame axes.
These are described in Fig. 4 and we see that the
particle has spin component A along OZ" in the
coordinate system OX"Y"Z".

A. Final particle coordinate systems

For our final particles the helicity frame axes
are defined by

0z’ =p,/ Ip;l ,
OY' =p;%py/ IP; ¥Dul (78)
0X =0Y'x0Z'

and are demonstrated in Fig. 5.

B. Initial-state coordinate system

In this case the helicities are defined in a rest
frame OX Y,Z,, which is obtained from OXYZ by
rotation through the Euler angles ¢, 0, -®; thus,
0z, is along the incident momentum p,. Now, if
we use a polarized target, then we define a very
specific initial coordinate system. Let this co-
ordinate system be Oxyz with Oz along p,. Then
Oxyz is related to OX,Y,Z, by a rotation o around
the OZ, axis. We have the following relations be-

z
l Rotate about
I Zby ¢

¢ ~

Rotote obout
Y'by 6 l

FIG. 4. Illustration of the effect of the rotation
R(-¢,0, ¢) on the axes OXYZ.
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tween coordinate frames:
OXYZ~O0X,Y,Z,, Euler angles ®, 6, -® ,
OX\Y,Z,~ Oxyz, Euler angles 0,0, , (79)

OXYZ - Oxyz, Euler angles ¢,0,a -® .

C. Transition matrix elements

We have calculated transition matrix elements
from initial states defined in the frame 0X\Y,Z,
whereas we require transitions from states de-
fined in Oxyz to discuss scattering from polarized
targets. If A, is the amplitude for transition from
OX\Y,Z, and A} is the transition amplitude from
Oxyz, then

A;‘ =A“e—i( Ila-“b)ol i (80)

If we consider only the reactions of the type 7N
- Nnw, then Eq. (80) reduces to

Ap=Ayetic, (81)
D. Polarization experiments

We assume we have a coordinate system Oxyz
in which the initial polarization is specified and
the final baryon polarization is described in the
helicity frame.

1. Unpolarized cross sections

The initial density matrix is p*=31. The differ-
ential cross section is then written as

I,=Trace(A'p'A’")
1 L1
= EZIA;:IZ=§;IA”|2- (82)

2. Polarized target

The initial density matrix is now p' = 5(1+B,5,).
We then have a differential cross section

Y

FIG. 5. Final-state helicity-frame axes for particle j.

I,=Trace(A5'A"")=1,1+P, @),
(83)
1,G=5Trace(A'5,A'"),

where 50 is the polarization vector of particle & ir
the Oxyz frame.

3. Final polarization (of particle 1)
Here [,5"=5A'A’", where Trace (5")=1. The
final baryon polarization is given by

[,P,=%Trace(A’A""5,) . (84)

4. Depolarization tensor

For final polarization from a polarized target we
have

1,p"=RKp'R"", (85)
where Trace (5°)=1. The component of spin of

particle !/ along an axis M (=X, Y, or Z) is P,, and
is given by

P,, =Trace(p’o,,) . (86)
Then

1,P,,=Trace(A'5'A'"o,,)

=10<PW+Z:PMDM,W> (87)
1

and

lon,,',Mz%Trace(K’o,,,-K’*o,M) ) (88)
These results are summarized in Table I.

TABLE I. Expressions for all observable quantities

in the reaction MB— BM M. Amplitudes Au;ui with
s Mj =% 3 are written as Bpby=+—.

L=3(A P +lA P+ ]A |+ Ay

IA,=Re(A,. A¥_e®®) +Re(A_, Ax_e'?)

I A =Im(A,, Ar_e'®) +Im(A_, Ax_e'%)

LA =5(A [P+ AL P = A, [P =1a__H
I,PY =Re(A, . A%,) +Re(A, _A*%_)

L,PY =-Im(A,, A%,) - Im(A,_Ax)

LPY =4(A, . |2~ |A, [P~ |A_ [P = |A__|)
IyD,y=Re(A,_A* e +Re(A,, Ax_ei?)
IpD,y=-Im(A,_A* ™) —Im(A_, A%_¢i%)
I,D,,=Re(A, A*_e'®) —Re(A_, A*_ei®)
I)Dyy=-Im(A,_Ax.e™ ") +Im(A,, A%_e™)
14D,y =Re(A,, Ax. ") —Re(A._AX e™)
I,D,, =Im(A,, A*_e'®) —Im(A_, A*_e'®)
IyD,y=Re(A,, A*,)—Re(A,_Ax)
I)D,y=-Im(A, A%,) +Im(A,_ A% )
LDz=3(A, | +lA P = A_ |P = A [
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5. Decay of final-state baryon

If the decay is weak, e.g., A-=p7~, then this de-
cay angular distribution will analyze the parent
baryon polarization, and thus this is an appropriate
place for the discussion of such situations. We
introduce the decay amplitude directly into the
transition amplitude.

We have shown previously [Eq. (43)] that the
transition amplitude for the process a+b—j +k+1

Bgumg :<°1m102”721TD|0i“j)

= Z: BLdst(olv 0y, Sglmy, m - m)C(Ly, S, Ojlu'j -m,m )Yfi ™04, 94)

LqSq
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can be written as

.fli = Z gill Tn ’
where 7 is summarized in Eq. (2). Now suppose
that we consider particle j undergoing weak decay
to two other particles and we define their spin
states with respect to the helicity-frame axes of
the parent particle. Then the amplitude for this
decay is

(89)

where Bf4S¢ is the partial-wave amplitude for the decay:

B4 =(0,0,LS,| T |o;1;) .

(90)

Thus we find that the final amplitude for producing particles k2 and [/ in states |Q,u,) |Q,u1 ) together with
the decay products in states |o,m,) |o,m,) with respect to the helicity-frame axes of particlej is

fﬂa Hy m, m “lz“lz E Z Lzs: {BLdeC(Ol,Oz, Sdlmv’n —ml)
n aa

172 “j
X C(Lg, Sqy04l1 5 =m, mY LI (84, palgnato"*s*sT,} (91)

In the case of A decay obtained, for instance, in the reaction

K p-An‘n~

b,

many simplifications result, ¢,=0, m,=0, and we have

f“a HpmyHghy = ; ; L.zzo I[BLdC(Ld, z, 5“’-;’ —my, ml)Yﬁ;'"‘l(Bd ’ ‘Z’a)g#"#"“ju"u’TnJ . (92)

j =0,

Further, if we perform the reactions from polar-
ized targets, defining a specific initial coordinate
system, then

—f —i(H, -
f;iaﬂbmlrngﬂk M;‘fua Hy m1m2uku;e i(Ha=Fp)ex . (93)
IV. ANALYSIS OF THREE-BODY STATES OBTAINED
IN PRODUCTION REACTIONS

Another fruitful area for application of the for-
malism we have developed is in the study of three-
particle states formed in production experiments.
We are particularly concerned with reactions of the

type
a+b-c+X

J+k+L, (94)

of which there are many examples being studied
at present, e.g.,

‘ﬂ'+P -p +(A1,A2, A3) ’
k+p~p+(Q, L), (95)
7(R)+p - w(k) + N* .

r
We now develop the slight changes necessary to
deal with these reactions. We use a notation es-
sentially the same as that described in Sec. I. The
only modifications are the following:

(a) We have to define the quantities pertaining
to the extra particle ¢c. We use

0.: intrinsic spinof ¢,

Kot helicity of ¢,
p.: four-momentum of c .

(o) All quantities referring to particles a, b,
and ¢ are measured in the total c.m. system.

(c) All quantities pertaining to particles j, k&,
and [/ are measured in the (jk/) c.m. system. This
includes variables used in the development of the
formulas for the decay of the three-particle state.

(d) We do not make a spin-parity decomposition
of the incident state, so that L and S are not
needed. Further, J will represent the total spin
of the (jk!) system and not the over-all angular
momentum in the process.

(e) We use two coordinate systems, S and S’,
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both in the (jkI) rest frame. S is used to describe
the decay of X—~jkl. This system is the one de-
fined with respect to the final state for the dis-
cussion of 2 -3 particle processes in Sec. II. On
the other hand, S’ is that particular coordinate
frame, in the rest system of particle X, in which
we choose to describe the spin (or helicity) state
|[JM) of X. Thus the intermediate particle X has
spin projection M with respect to the Z’ axis of S’.
The choice of S’ will reflect our prejudices about
the type of production process occurring, since
one will try to choose S’ in such a way as to make
the spin (or helicity) density matrix of X, p,,, as
simple as possible. Thus one would choose, e.g.,
(1) S” as the Gottfried-Jackson system if one is
interested in one-particle exchange, or generally
if one expects a simple {-channel spin structure;
(2) S’ as the helicity frame (defined from the s-
channel for the reaction @ +6 - ¢ + X) if one is con-
cerned with s-channel helicity conservation.

The intermediate state ¢+ X will be characterized
by a wave function of the form

= nuzu:c fl:':’llbllc(mv S, t)lnM> Ipcﬂc‘) ) (96)

wherefﬁ’:ub“c(ﬁm, s, t) is the amplitude to produce
in the reaction a+b - ¢ + X a state X with quantum
numbers 7, i.e., the set (j;J; L;,S;7;, 1, s;), and
spin projection M in the coordinate frame S’. This
amplitude depends upon p,pu, ., the c.m. helici-
ties of @, b, and ¢; s and {, the Mandelstam in-

J

variants for a+b - c+X; and M, the mass of X.
For the decay of X we use the coordinate sys-
tem S, which we have used earlier in Sec. II:

2=Q,/ 1§, ,
7=, %@,/ 1@,xQ,! (97)
X=¥xZ .
We require the following transition matrix ele-
ments for the decay of X—jki:

S(Q,jﬂ i Q’HJ-M 6,#,[ T|nM>s '

-

=Z S<§j” I Q.kﬂm Qi |T|nm>ss<”mlnM) s’

= Zs<éj“j ’ Qnﬂk

tP'-:ITl"m)sD (e, 8,7),

(98)

where «, 3,y are the Euler angles defining the
transformation from S to S’. This matrix ele-
ment depends on all the quantum numbers n, M of
the j k! state, as well as on the helicities K gl g
and the continuous variables describing the jkl
state, M, a, B, v, w;? and w,?. We will write
briefly Ghj"#*1 for this decay matrix element. Its
calculation involves the evaluation of

Qi Qutts, Q.1 ;| TImm), which is just the transi-
tion matrix element calculated in Sec. II, provided
that the factors associated with the partial-wave
decomposition of the incident beam are ignored.
From the results of Sec. II we have

GAAH - Dhata iy {[M]’/z[(zLj+1)(zzj+1)P/2

m? Qidr

xEc @750 Silbt s -AIC(Ly, S, T10, 1, =X )DEY Ly (2,0, -2,) (99a)

J

X Z C(Ok,(!,, stVm -Vx)c(l,', S; 1jjlo9 Vp = Vz)di.j)\j WV, U (91)

VeVy

]

X dyfy (6)dy!  (=0))(=1)717" f T (9, w;)

=ghi T (9 w)

where
T (0, w,)= Ty s (O, w)B} , ) . (100)

The forms and amplitudes we introduce into T,
were discussed in Sec. II.

The amplitude for a final state derived from an
intermediate state X of quantum numbers n, M is
then represented by

[T
fﬁ:ubuccnﬂ B (101)

and the differential cross section for the process
is given by

(99b)

[T
T T TN T T I L lEfuau,,ucﬁn S, )Gy *!

(102)

A. Symmetry properties due to parity conservation

If a conventional choice for S’ is made with the
Z' axis a polar vector and the Y’ axis an axial vec-
tor as in the Gottfried-Jackson frame, then a
familiar result is obtained:

S anpe= S gy, MaMlallye(=1)% "
X (=1)77"8(=1)7eHe(=1)7 ¥ (103)
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where 7, is the parity of the intermediate state X.
Similar calculations as those in Appendix D re-
sult in

Hj “k“z =(=1)7 (- l)L F15(=1)% 4 (=1)%" e

x(=1)0ittig tithe Tt (104)

B. Differential cross section

In general we write the unpolarized cross sec-
tion as

do < Z

HyHpHe HiHphy

<Zf ", G“} e “l)
b
*
(T i) . aom)

where do is the differential cross section over
seven variables which we take to be W, ¢, a, B,v,
w; %, w,%. We can also write do in the form

doc 3 3 o (25 GG ”"“’*>, (106)
nM n'M’ Hj “kul

where we have defined an unnormalized density

matrix
J

Puti = Z fituppe S - (107)

Hg HpH ¢

This matrix has the properties

nn’

Puu'—(PM'M)*
=0 (=1)H(=1) " Mpm (108)

Integration over apy leads to the well-known result
that the Dalitz plot distribution is independent of
the magnetic quantum number M with which Xis
produced. Careful manipulation of Eqs. (99) and
(106) leads to the other well-known result that
waves of opposite parity do not interfere in the
Dalitz plot.

Use of Eq. (106) allows the measurement of the
following parameters of interest:

(a) pf%» the production density matrix,

(b) Tfjfsj the coupling of the intermediate state
to the various decay channels.

In the case in which the intermediate state is
composed of three pseudoscalar mesons, the ex-

Hj Beky

pressions for G,j are simplified since 0,=0,
=0,=0. In this case we have

G ¥t = ZDmM(a B,y {( ”Qu >/2[(2L,-+1)(2lj+1)1‘/2

X; C(Lj’jj ,JIO, —)‘j)D:‘:‘(-Xj(q)j ) ej9 _¢j)dj_j)\j,o(9j) }Tn(ﬂn»wj) . (109)

An analysis of A, A, production using a formalism
similar to this has been performed by Ascoli
etal.?®

Clearly we can extend this formalism with only
slight modification to the case of a group of par-
ticles recoiling against the particle X instead of
just one particle ¢. The internal variables de-
scribing this group of particles enter in the func-
tion f 3,y (s, L9+ ).

APPENDIX A

In this appendix we review some of the properties
of rotations and their representations. Most of
the material should be familiar, but we wish to
restate all the properties used in the text using
our notation. All sign conventions are those of
Rose.?

Since a given rotation may be expressed in a
number of different ways, convenience is usually
the deciding factor. We shall use either of two
methods. A given rotation will be specified either
by its Euler angles, a3y, or by the angle and axis
of rotation, 67%. In terms of the angular momentum
operator J, the rotation operator R is

r
R(a, B,,y)___e—ta.lze—tﬁlye—iy.lz
=emion T (A1)

If in some coordinate system, # can be expressed
by (-sin¢, cos¢, 0) then

R(67)=R(¢, 6, —-¢) . (A2)
One other equality we use is
R(0, 6, 0)= R(2m, 6, —27) = R(-2m, 6, 27) . (A3)

Since the product of two rotations is again a rota-
tion, we have

R(a, B,y)=R(a", 8",y R(a’, ', v") . (A4)

To discuss a matrix representation of the rota-
tions R, we consider the vector space spanned by
the basis vectors |jm), where

JEjm) =j (G +Dlim) ,
(A5)
Jlim) =m|jm) ,

with J =aJ, +bJ,+ ¢J,. (The usual choice for J is
J,. This choice makes evaluating the matrix ele-
ments much easier but is not necessary.) The
elements of the matrix corresponding to R are



3178 DAVID J. HERNDON, PAUL SODING, AND ROGER J. CASHMORE 11

then given by
D}, (R)=(im|R|jm . (A6)
In terms of the matrices, Eq. (A4) is written as
Dl (a, B,v)= E s’ B,y Dl (!, B, y') .
(AT)

Expressing R in terms of the Euler angles and
making the usual choice of J =J,, the matrix ele-
ments simplify to

Di(a, By)=e tmarn1) gi (g), (A8)

where the functions d?,,(8) are real. These func-
tions satisfy the general relations

dpaB) = ()" " d 1 (B) = (=1)""d L, _.(8) ,
dha(m-p)=(-1Y""dL,.(8)=(-1)7""d} (),

(A9)
Ta(B+2m) = (-1)*a’ (8),
di(-B)=d}.(B) .
The normalization integrals are
| () "
J ainextinip)deoss= gy 0y
(A10)
| Dika, 8,7)D5 @, B, )da deospdy

8r?
= mﬁnzbmmlam .

J

We use the same conventions as the Particle
Data Group for the vector addition coefficients??:

CGrrdgdlmy, my)=(idommylijgm . (Al1)

We have the following relations for these coef-
ficients:

1)j1+i2 -jc(jzyj pj [1’)’12, ml)

= (_1)j1+j2_jc(jpj2;jl—’n 1 m2) ‘
(A12)

c(jpjzvj Imp mz) = (_

APPENDIX B

We consider the case of a +b -~ ¢ +d using our
normalization of states. From Eqs. (29) and (32)
we have the differential cross section

a’p. dpy
2E,

do ——Z fu?0*(pa+ Dy =Pe = Pa) 5%

C d

(B1)
and
fu = Peke, Pg kg | T | Pakia, Pokts) - (B2)

Assuming that both b and d are in x states, we
have from Eq. (38)

fa =£:-(pq)‘”22 > (2L +1) (L' +1)]Y2C04,04,S | thqy =H)

JLSL'S'

XC(LySyJI 0; Ha _U'b)c(cc’ad’sll ey = “d)C(LIaS,yJIO’ Mo -“'d)

XDy ua-uy(c ™t beam) (Q=0,¢JM,L’S'| T|B=0,pJM,LS). (B3)
For simplicity we take the beam to be along the z axis, in which case
J - i -
Dy - uy (€ 1beam):Dj,c_udM_“b(c H. (B4)
We now have
3. 3
P APy _ 4
CFlCFPg_ 1 2
9E, 2E, AW a*Qdwd*w (B5)
where w represents the polar angles of ¢ in the c.m. system. Using conservation of energy and c.m.
momentum together with F =pW, we have
do = (p?)” Z Do [@L+1) L' +1))2C0a,04,S| ta, = 1)
JLSL'S'
XC(L S)J‘ 0’ Mg = “‘b)c(ac’ca’ SII Moy — Md)C(L',S',J I 0’ He = p’a)
XD} e wamuy (@) (Q=0,4JM,L'S'| T|P=0,pJM,LS) [*d*w. (B6)
Using Eq. (A11) and integrating over d*w, using the normalization of the vector addition coefficients,
we see that the cross section becomes
_T 2J +1 - -
— — = N = SY|z.
P2 GoraD) @GoyrD) 2 (Q=0.4IM LIS ITIP=0,pIM,LS)| (BT)

LSL'S

For the case of tN~7N, L and L’ are determined by parity, S=S’, and we have
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JP_ T

o’ =5 (+3) [ (I T]JI?) |2 (B8)

=4

Thus we see that our equations reduce to the usual equations for tue two-body process.

APPENDIX C
This appendix, along with the following two appendixes, details derivations of text equations. Here
we derive Eq. (64). The total cross section is given by

o:fv;p ZZg ghX*T,(W,w,)TE(W,w; )%dwjzdcosejdcosedé. (63)

From Eq. (45), with our choice of axes, we have
- Wew;
ﬂaijqk
XC(O'H,O',,, S I “’ay - p‘b)C(L, S’J i 09 “n - IJ'b)C(O'a,Ub, SII “-a, - I-lb)C(L,, S,)J, l 0, p'a - ’J‘b) (Clb)

ghgh* [(2L +1) (2L’ +1) (2L, + 1) (2L} + 1) (21, + 1) (21} + 1)] /2 (Cla)

X z COJ’]J7S ‘[.LJ,—')&’)C(LJ,SJ,JIO #;—7\1)0(01,];,51|#;, AI)C(L’ SI JI‘O, “‘j _}\jl) (CIC)

XJX,
XDﬁ,-xjp,,—u,,(afyﬁj:%)DJ--x,ua (@5 Bis 75) (C1d)
X Z: c(ok,ohsj lvm-ul)c(ljisivjjlo’ Vk_Vl)c(Okyohs; |V,:,—V{) (Cle)
vpvpv kv g
Xc(liy SJ ’jJ |07 VI: - v;)dﬁ)\juk—u,(gj)dj—jx;u;—v; (91) (le)
dg:ﬂk(ef)duzm( Gj)d;’éf,k(eg)d,%’“‘(— 05) (- 1)01-”1(_ I)G’_u; . (c lg)

To evaluate the total cross section, we will discuss each of the parts separately. Using Eqs. (A7) and
(A9) and summing over , and ,, line (Clg) becomes

Z d"kl-lk (Gk)dyk“k (Gk)du”‘l ( 91 )d”ulx ( 95) (_ l)oxyk ( l)o'u‘ ‘dukvb(o)dww (O)(— 1)01_"1 (_ l)o,—v’,
HrHl

= 6vku/,5u, vy (C2)
In (C1d) we have

v
Dy, jug- ub(al’ﬁJ’YJ)Du4—)\'u -v, (aj,65,75)

=2 Dy, (G700 g (370D, (8,0, =2DUS,, -, (2,0, - @) (C3)

MM’

Using the normalization Eq. (A11) and integrating over d cos©d® gives

- oy 4w
f(Cld)dcosed<I>=Z Dy yonyu G DY S (37 557 O
MM’

L.y 47
:Dﬁf_)‘j“j')‘;' (G74) 20+1 0%

47
=741 0 O (C4)
With the 6 functions from Egs. (C2) and (C4), the integration of line (C1f) over dcosf; yields
: " 2
fdj;’)\jyk_u, (Gj)d]_jx!yk -, (6;)d cosb; = 2]]—+1 6,],; . (C5)

With this we see that isobars with different total spin, j;, do not interfere in the total cross section.
With the 6 functions and the orthogonality of the vector addition coefficients, line (Cle) reduces to
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3 ’ 7 ’ : 2 1
Z Clow, 04, 8; | Vey = v))C(L;, 85,35 1001, = 11)C(0, 04, 8] | 1, = Vz)c(lj,s,-,],-l(), Vp = Vl)—Z; :1 6, 1 6
VpUg
(C6)
Similiarly,
2J+1
Eu:,, (CIb) =37 0z Bss
(cn
2J+1
2. (Cle)=57 = buy1) b5y
Hjirg
With these intermediate results the total cross section is given by
1 1 2/ +1 (2J+1) (2j+1)
7= 857 20, + 120, +1) fzm: @L+D)@L+1@L+D 37T G741 (@l +1)
X0y yi0pp0p 1105505 5101 505 s
4w 2
)T* . ). 2
X 27 +12),71 T, (W, w ) )T*W, w,)dw,
T 2J +1
- - - W w.)|? 2
b2 Z (20,+1)(20,+1) flT"( )Py (C8)
APPENDIX D
Here we derive Eq. (70) of the text. From Egs. (45) and (48) we have
w w 1/2
;ﬂ:—( J > [@L+1)@L,; +1)(2L; +1)]*2C(0,, Oy, S|=Hq, 1y)C(L, S,J |0, =i, + i}) (D1a)
T \T)Q 4y
X Z C@;,7;,S;l=1;, =2)C(L,, S;,J]0, —p, ")‘J)Diu,--xj -ua“ub(ai’ By, v;) (D1b)
Aj
% Z COy, 0, 8,lvy, =v1)C;, 84,7410, v, ‘”x)djiju,,-u,(ej) (D1c)
VpVy
o -
XdE, @dgt, (=67)(=1)%"1, (D1d)
Using Eq. (A9), line (D1d) becomes
- (o] O,=V
At O)d] L, (<0D(=1)21Ve = (<D e Ea(=1)" a2 @9d%) , (-6)(-D) 7
_ ot +u a 1
= (=1)" " (-1)"* *d_’,‘,k“k(9")d-u,u,( 6%,
(D2)
and line (D1c) becomes
A 0y 0) = (FDMTVRT IS 0)). (D3)
Since
Dy (a,B,7)=(-1)*""DIx(a,8,7), (D4)

line (D1b) reduces to
Diu;-xj-uawb(afvﬁi’?’:) (=1)7#i=s*HakoD % Tenua-us (@B 7y)
=(_1)2J( )UJ")\j*l‘u'“bD" +>\,l‘n “b(ajfﬁj’ 7)) . (D5)

Using Eq. (A10) and making all the substitutions, we have
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w

1/2
~H= —<—3”L—> [@L +1)@L,; +1)@L, +1)]/2(=1)F* 77 (=1)%* %5C (0, 0, , S| kg, =1,)C(L, S, T |0, kg = Hp)

m

THQ;qp

X D (=1)Ei* 857 (=1)°5*4175iC (0,7, Sl 1y, +X)C(Ly, S5, T0, 11 +2,)

Aj

X (=107 (1) 2t hamkoDp e,y (@45 By yy)

X Z (=1)4%33795(=1)%" 1-5iC(0,,, 0, , s ;| =V, , v, )C(, S;,7,10, =V, +V,)

VrY1

“Xy=vptuy 797
X(=D)TTRIAYa,

(91)('1)°'+“'(—I)Vk*ﬂkdok

©%)d2 , (=6%). (D6)

“Vplp e L

Since \;, v,, and v, are just dummy variables, we can make the change X\;~ - X;, v,—~=V,, and v;—~ -V, .

Thus

g7t = (<1 LT (1) Ha(= 1) (=1) 05 K (1) (1) N R i+ ©7)

Since we have assumed that L, L;, and /; are
chosen to conserve parity, we have that

1=0,0,M, MMy (=1)E* 24T
=n(_1)L+LJ+Ij, (Dg)

where 7 is the product of all five parities. Finally
then

T4 =1(=1)%"Ba(=1)%Ha(=1)°s 4

x(_1)°k+uk(_1)°z+u1g’r*' (D9)

APPENDIX E

In this appendix we derive Eqs. (74)-(76) for the
interchange of particles k and I. From Eq. (73)
we have the following changes under interchange:

-J

’ 2y _ E w

r

W-Ww,

wl-w?, wrew?, wlPew?,
6-0, ®-o+m,

0,~6,, 0,~6,, 0,~0,,
¢;=0~¢,;=0, §=0~-9,=0, ¢, =1~,=7,
6;~m-86;, 0,~1—-6,, 6,-1-6,,
6t ~ 0}, 6} =64,

0, ~ 0, 01~6;,

0, -6, 6i~61,

Kg= Mgy Hp=Hyp,

My=Hyy Mp= My, Hp—= Ky -

Most of the changes are obvious. For convenience
we shall let p' = (u, Kk, 1, B, i4,). We also indicate
the type of isobar with an additional subscription
ong.

For j -type isobars, we have

) L +0@L, )@+ D]C (0, 0, 5l =IO, 8,10, =)

X ZC(U, 3Jis Sj“lj! _AJ)C(Ljs Sj’Jl()’ My _A’)Dl{/'xl“a‘“b(a-’” 5;, Yj')
Aj

X EC(U, YY) Sjluk; _Vl)c(l] » Sy ,jjlo’ Vp —Vl)dilx,vk-v,(‘" - 91)

Vet
xdyt, @)dgk, (=07 (E1)
Now since ©,=&,=0, we have a,=¢, 8;=6, y;=-¢, thus
a)j=@+m=a,+m, B;=f;, Vj== =m=y,-T,
and
DI{J')\j"a‘l‘b(a;’ﬁ;"y;)=e-“r(uJ-)‘J)e‘”ma-ub)pi‘,j‘lj“a'l‘b(a.f’ﬁi’yi)' (E2)

From Eq. (A9) we have
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i Jj=Xg 4
d-‘;\jyk-ul(ﬂ—of)=(—1) ! !d-l)\!llt-vk(ef)’
d32u1(95)=(_1)uk-uxd,‘j;u'(—6}), (E3)
dgr, (=0%)= (=1)"17 ad 5, 6%) .
Since v, and v, are just dummy indices, we letv,~ -y, and v, - -v,. Thus
reoa 2 gy W Wi 1z 1/
gl w, w2 = —(——| [@L+1)Q2L,+1)2l,+1)]'*C(0,, 0,, S| ke, =i,)C(L, S, J|0, 1, = 1,)
T \TPQ; q,
* ;C("f I Siliy, =X)C(Ly, Sy, J10, 1, ‘Aj)(‘l)u“-ub-u’ﬂle{;-xjua-ua(o‘/ s Bisvy)
7
X Z C(Uk’ 01 ’ sI[Vk’ _Vl)c(lj’ s!! l.ilor Vk _Vl)(_l)lj+sj-j] (—l)jj_)\j
VpVy
: o]
XAy pmn, 0)d R, (O8)d,}, (<61)(=1) ="k (=1) R-k1 (1) -4k (E4)
- (_1)11(_1 )sj+ok+?x(_1)ﬂ a-H b-#j-“h-“lgl:j(wjzwkzwtz) . (74)

For k- or l-type isobars, the interchange is only meaningful when k2 and [ are the same type of particle.

In this case similar calculations give for k-type isobars

g&' W 2w, 2w,2) = (=1)" (=1)°#+O3+% (_1 ) a=k bt -BE-Bigy w w2 ,?) (75)

and for /-type isobars

250 0, 20,%) = (=1)' (=1)° F#OIOR (<1 )ham o e g o 00,2 (76)

*Work done under the auspices of the U. S. Atomic
Energy Commission.
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P. O. Box 808, Livermore, California 94550.

i{Present address: DESY, 2000 Hamburg 52, Germany.
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