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The reaction 7p —-X"p, X~ —1m~, n—yy has been studied in an optical spark-chamber ex-
periment at the Argonne ZGS (Zero Gradient Synchrotron) at a beam momentum of 6.0 GeV/c
and with 0.27 <[¢| =0.42 (GeV/c)?. The nm mass spectrum contains about 1400 events in the
mass range 0.80 <M (1) <1.55 GeV/c?, and is dominated by approximately 1000 events of the
type A, —7m~. No structure is discernible within the 4, mass spectrum for an experimental
resolution of 7.1 MeV/c? [16.7 MeV/c? FWHM (full width at half maximum)]. A single D-wave
Breit-Wigner distribution fits the data with a high confidence level, yielding for the A4, the
parameters M= 1.323+0.003 GeV/c? and Ij= 0.108+0.009 GeV/c?. The angular distribution
of the decay A, —nm~ is analyzed and the resultant density matrix elements have the values
P13 =0.45+0.02, py_y=0.45+£0.04, and pyy= 0.09+£0.04. All other elements are consistent
with zero. Finally, the missing-mass spectrum in the region of the A, is presented. A signal
of 230 events above background per 5-MeV/c? interval is observed at the A, peak, with a
signal to background ratio of greater than 1:1. A single D-wave Breit-Wigner distribution to-
gether with a quadratic background fits the data well, with the parameters for the A, being
My=1.324%0.003 GeV/c? and Ty=0.104%0.009 GeV/c*. Both A, mass spectra are incompa-

tible with the dipole shape.

I. INTRODUCTION

This paper reports the results of an optical
spark-chamber experiment performed at the Ar-
gonne National Laboratory to study the reaction

mh=X"p,

X" =qn~,

n—-vyv
for an X~ mass in the range 1.0 to 1.5 GeV/c?
and a beam momentum of 6 GeV/c. Some of the
results of this experiment have already been re-
ported**? and the data from a later experiment
whichused the same apparatus to study X - masses
from threshold to 1.1 GeV/c will be presented
elsewhere. The recoil-proton distribution has
also been analyzed to produce a missing-mass
spectrum, the results of which have been pub-
lished in Ref. 2. A major aim of the experiment

was to perform a high-statistics, high-resolution
study of the decay A, =77 in order to investigate

the possibility of structure in the A, mass spec-
trum.

The excitement engendered by the discovery of
structure in the A, mass spectrum started with a
series of measurements by the CERN Missing-
Mass Spectrometer (MMS) group. The results of
this first series of measurements appeared in
1966 and 1967 and showed an A, mass spectrum,
as measured by a recoil-proton spectrometer op-
erating near the Jacobian peak, which could not
be fitted well by a single Breit-Wigner resonance
shape. (The y? probability for a single Breit-
Wigner fit to that data was less than 0.1%.) Rea-
sonable fits were obtained by assuming a narrow
dip structure, approximately in the center of the
mass spectrum. Subsequently, the “dipole” shape
was invented to conveniently parameterize this
structure. The implications of split resonance
structure are discussed in the review article of
Rosner* and references found therein.

Next a CERN group performed a series of mea-
surements with a different experimental config-
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uration called the CERN Boson Spectrometer
(CBS).® The system detected recoil protons near
0° and close to threshold for A, production. The
evidence for the original CERN A, splitting was

a combination of data from these two sets of ex-
periments, and showed a narrow dip (~20 MeV/c?
wide) in the A, mass spectrum. Furthermore,
this group measured the angular distribution for
the A, decay into pions. This experiment, as well
as the majority of subsequent experiments, deter-
mined that the spin-parity assignment for the A,
structure was 2*, both below and above the split.®
Additional studies by the same group confirmed
this split structure of the A, in the KK mode and,
with less statistical precision, in the n7 decay
mode.”*8

Since that time, the A, has been studied in many
experiments, some of which favor the double-
peaked shape. However, those experiments with
the ability to clearly discriminate between the
single - and double -peaked hypotheses have not
confirmed the original CERN result.

In 1969-1970, a high-statistics experiment,
performed by the LBL bubble chamber group,
gave no evidence for the split® in the A; mass
spectrum produced via 7*p interactions. Since
the original CERN experiment had observed the
A, this gave rise to suggestions that the struc-
ture might be isospin-dependent.

Further missing-mass experiments were re-
ported in 1971 which contradicted the original
CERN result. Of the missing-mass experiments,
that of the Northeastern—Stony Brook (NE-SUNY)
collaboration®® and that of the Indiana group'! are
particularly important as their mass resolutions
and beam energies were similar to the CERN con-
ditions. The NE-SUNY group, in particular, had
greater statistical precision and an unbiased miss-
ing-mass trigger which did not demand a forward-
charged decay particle from the A,. In addition,
two experiments which checked the CBS result
by studying the A, produced at threshold indicated
no structure in the A, mass spectrum.'?:!3

More recently, the CERN group has presented
a reanalysis of their missing-mass data which re-
duces the statistical significance of the observed
split. These data, along with a review of the pres-
ent situation, are given in Ref. 14. In summary,
the totality of measurements investigating struc-
ture of the A, as seen from missing-mass-type
experiments is consistent with a structureless,
or unsplit, mass spectrum.

Since the original CERN result, several experi-
ments have investigated the A, mass structure as
seen in two other decay modes, KK and nm. Two
experiments,'5''¢ although performed at higher
beam momenta, but with far superior mass reso-

lution, reported that a single Breit-Wigner func-
tion gave a good fit to the KK decay-mode mass
spectrum.

However, no convincing check on the question
of structure in the nm mode had been presented
prior to Ref. 1. The only single experiment in
the nm decay mode with statistics comparable to
that of the original CERN data was that of the LBL
bubble-chamber group.® With less than 200 A,
mesons decaying into 7, and with a mass resolu-
tion of 9.3 MeV/c? (half width at half maximum),
fits to the mass spectrum with a single Breit-
Wigner or a “dipole” shape were not distinguish-
able (with confidence levels of 33% and 21%, re-
spectively).

The study of a resonant decay into nm has sev-
eral distinct advantages. First, the nm decay
mode restricts the resonance to a natural spin-
parity sequence. Second, the cross section for
nonresonant 7 production in pion-nucleon inter-
actions is small compared to A, production and
its subsequent decay into nm. The study of the A,
in this decay mode therefore provides an excellent
signal-to-noise ratio compared to the dominant
pm decay modes. It is also of interest to search
for “exotic” mesons not predicted by the simple
quark model,'” and specifically to search for pos-
sible nm decay modes of the resonances in the
mass range 0.9 to 1.1 GeV/c? which have been re-
ported in a variety of experiments.'®* The only
effect so far reported in the region of the A4, is
that of a possibly resonant 1~ 77 partial wave at
a mass of around 1.25-1.30 GeV/c>.!® This effect
is studied in the present paper, but the results of
a search for mesons in the lower mass range will
be reported at a later data.?®

The beam momentum and ¢ values of the present
experiment were chosen to correspond to the
Jacobian peak region of the original CERN experi-
ment. Consequently the beam momentum was
fixed at 6 GeV/c with a { acceptance in the range
0.27<|t|<0.42 (GeV/c)?. In the Jacobian peak,
the mass resolution is relatively insensitive to
measurement of the recoil-proton momentum. The
angles of the beam pion, recoil proton, and decay
pion were measured in separate thin-foil optical
spark chambers, and the proton momentum was
measured in a multiplate range spark chamber.
The n—vyy decay, which provides a very clean
signature for the required events, was observed
by measuring the y conversion points in a multi-
plate shower spark chamber. Since the beam and
all the final-state particles were observed, a two-
constraint (2C) kinematic fit to 77p=nn~p,n—~yy
could be made.

A total of 360000 pictures were obtained in two
runs. 20000 of these pictures were selected for
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measurement according to the criteria described
in Sec. III, with subsequent fitting yielding about
1400 events in the n7 mass spectrum of which ap-
proximately 1000 are examples of the decay A,

- nu. About 1000 7-p elastic scatteringevents from
elastic scattering data taken at a beam momentum
of 1.1 GeV/c were measured and analyzed in order
to check the event reconstruction and error ana-
lysis.

II. EXPERIMENTAL METHOD
A. Beam line

A schematic diagram of the beam transport sys-
tem is shown in Fig. 1. It consisted of two septum
magnets, three bending magnets, four quadrupoles,
and a momentum-defining collimator. An extra
adjustable collimator was used just upstream of
the Q1 quadrupole magnet to adjust the beam in-
tensity and to restrict entering particles to the
uniform field region of magnet B1.

To minimize beam scattering, a vacuum line
was used for the upstream half of the beam and a
helium bag for the downstream half. Pions were
produced at an angle of 1.3° from a beryllium tar-
get 1.27 cm square by 10.2 cm long, placed in
the extracted proton beam line I of the ZGS. An
extracted beam of 2.8x 10 protons per pulse
gave a typical 7~ beam flux of 1.1x10° per pulse,
with the momentum collimator set at +0.4%. A
wire float of the upstream half of the beam was
used to determine the setting for B1, the bending
magnet which selects the beam momentum. Sub-
sequent kinematic fits to the data indicated that
the beam momentum obtained in this way was ap-
proximately 0.25% lower than predicted. The cal-
culated values of magnet currents and fields for a
6-GeV/c beam agreed with the wire-float value to
about 0.3%. Currents in all magnets were moni-
tored frequently and maintained to within 0.1% of
their tuned value. The field of B1, the momen-
tum defining magnet, was maintained constant to
within 0.05% by continuous monitoring using an
NMR probe.

MOMENTUM SLIT

COLLIMATOR

COLLIMATOR
|

—

A multiwire proportional chamber beam-profile
monitor?! placed just upstream of the hydrogen
target, i.e., near the final focus of the beam, was
used at the time of beam tuning to give a measured
profile of the beam. The spot width (full width at
half maximum) was 11 mm. A Monte Carlo pro-
gram called LURCH, which accounted for all geo-
metric factors but assumed constant magnetic
fields, was used to study the beam properties.
Measurements of the Bl field indicated an inhomo-
geneity within the beam region of approximately
0.1%. Therefore, the assumption of constant
fields was considered reasonable. LURCH gave a
non-Gaussian dispersion of 0.94% FWHM, with
some position-momentum correlation. This val-
ue has been used as the basis for an estimated
beam momentum error of 0.4%. (Unless other-
wise stated, the errors indicated in this paper
correspond to one standard deviation.)

The beam momentum was retuned to 1.1 GeV/c
for the study of mp elastic scattering. Subsequent
kinematic fits gave a best beam momentum value
of 1.1 GeV /c for the elastic scattering events.
The magnet currents were monitored to about
0.2%, and the field in the bending magnet Bl was
maintained constant to 0.1% using the NMR probe.

B. Target

The liquid-hydrogen target cell was a cylinder
10 cm in length, 4 cm in diameter, with 0.013-
cm-thick Mylar walls, covered with 0.0064 cm of
thin Mylar superinsulation. The surrounding vac-
uum container consisted of an aluminum frame
with a small circular beam-entrance window of
0.025-cm-thick Mylar, and a 0.038-cm-thick
wrap-around Mylar window covering the sides
and downstream end.

Since the mass resolution of this experiment de-
pends critically on the amount of liquid hydrogen
traversed by the recoil proton, target positioning
was considered very important. Therefore, the
target center was offset horizontally 0.88 cm
away from the proton arm for the first run, and
0.62 cm away for the second run, in order to

H, TARGET

SBlI SB2 QI Q2 Bl

\—EXTERNAL PROTON
BEAM I

FIG. 1. Schematic drawing of the pion beam line. SB1 and SB2 are septum magnets. Q1, Q2, Q3, and Q4 are quadru-

poles, and B1l, B2, and B3 are dipoles.
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minimize the amount of hydrogen through which
the recoil protons traveled. The empty-target
trigger rate for the full-trigger condition was
typically 20% of the full-target rate. About 25%
of the empty-target rate came from the Mylar
vacuum window downstream of the cell. Events
originating in that window were easily eliminated
after a crude vertex reconstruction.

C. Counters, trigger logic, and optical spark chambers

The experimental arrangement sketched in Fig.

2 is an optical spark-chamber system consisting
of three main sections: a beam arm, a proton
arm set at 58° to the beam (see Table I), and a
forward arm set at 7° to the beam to detect the
produced y rays and pions. The counters, elec-
tronic logic, and optical spark chambers were
of conventional design. The entire arrangement
was mounted on a large iron plate which could be
pulled out of the beam line.

The first two beam scintillation counters Bl
and B2 were 7.62 cm square and 0.016 ¢m thick.
They were placed about 127 ¢cm and 27 ¢cm, re-
spectively, upstream of the hydrogen target and
used in coincidence. The beam was further de-
fined by B3, a 15X20-cm veto counter, surveyed

v
CERENKOV
ABSORBER——

-—P3

onto the beam line just upstream of the target,
with a 1.90-cm-diameter hole to pass the beam.
A 3.81-cm square beam counter B4, on the beam
line 57.2 ¢cm downstream of the target center,
was used to veto noninteracting beam particles
and thus reduce the accidentals rate. The output
of a small counter which intercepted some beam
halo at the upstream end of the momentum colli-
mator served to monitor beam intensity, spill
time, and beam structure.

The detectors in the proton arm were a multi-
wire proportional chamber P1 (PWC), a scintilla-
tion dE/dx counter, a Lucite threshold Cerenkov
counter to veto pions, an angle-defining scintilla-
tion counter P2, and a scintillation veto counter
P3, placed behind the proton range chamber in
order to limit the range of the recoil protons.

The PWC and associated electronics were de-
veloped in conjunction with the Enrico Fermi
Institute Electronics Shop. Good spatial resolu-
tion was not required, the objective being a low-
mass counter with good timing resolution and
simple reliable operation. The chamber had an
active area of 11.9 cm by 12.7 cm with 48 (20-pum)
gold-plated molybdenum wires spaced 0.32 cm
apart, and a 0.79-cm spacing between the wires
and an aluminum foil cathode. Grounded guard
rings were situated at the edges of the chamber,

[o] 50 ¢m

PROTON RANGE CHAMBER
(12 GAPS)

FIG. 2. Plan view of the experimental apparatus.
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TABLE I. The thickness of material and distance from the hydrogen target for the proton

arm,
Distance
from beam Thickness
(cm) Material Use
0 Liquid H, 1.12 (Ave. first run)
1.37 (Ave. second run) Target

1.3 Mylar 0.019 Target cell wall

5.1 Mylar 0.038 Target vacuum chamber

5.1 Air ~15

23 Mylar 2x0.0064 P1 (PWC)

23 Aluminum 2%x0.013 P1 (PWC)

23 Tungstun 0.0020 dia. (spaced 0.30) P1 (PWC)

31 Mylar 2x0.005 SC4

31 Aluminum 5x0.001 SC4

33 Air ~76

117 Mylar 2x0.005 SCh

117 Aluminum 9x0.005 SC5

132 Plastic scintillator 1.27 dE/dx

132 Aluminum 2x0.0025 dE /dx

132 Polyethelene 2x0.025 dE/dx

142 Lucite 5.1 C

142 Aluminum 2x0.0025 ¢

142 Polyethelene 2x0.025 ¢

147 Brass 0.953 Range absorber

150 Plastic scintillator 0.635 P2

150 Aluminum 2x0.0025 P2

150 Polyethelene 2%0.025 P2

160 Mylar 0.013 Proton range chamber

165 Aluminum 0.152 First range-chamber plate
Aluminum 2x0.475 Proton range-chamber plates
Aluminum 10x0.635 Proton range-chamber plates
Air,Ne ~168 Proton range-chamber plates

0.16 cm from the wires. A printed circuit board
mounted on the frame of the chamber provided
four separate channels, each with an amplifier,
discriminator, and output circuit. The cham-
ber was covered with aluminized Mylar to elimin-
ate pickup problems, and an aluminum box cov-
ered the edges and the electronics. The chamber
was run with a gas mixture of approximately 90%
argon, 10% isobutane. With an applied voltage of
3.4 kV, a timing resolution of 50 nsec was
achieved in coincidence with the other counters
in the proton arm. The PWC functioned reliably
for the various runs over a period of two years.
The dE /dx counter, of dimensions 61 cmx91.4
cmXx1.27 cm, was coupled via twisted light pipes
to a single 58AV P phototube on each end. The
anode signals were mixed in order to measure
the total output of the counter. This signal was
sent to an ADC (analog-to-digital converter) in
order to display dE/dx in digital form on film,
and also to a PHA (pulse-height analyzer) in or-
der to periodically check the pion-proton separa-
tion. Dynode signals from each tube were fed into
a fast integration circuit which provided a pulse

height approximately proportional to the total
charge. This signal was amplified and provided
the dE/dx part of the trigger. Typical values of
dE /dx for stopping particles were 4.0 MeV/(g/cm?)
for 600-MeV/c protons and 2.0 MeV /(g/cm?) for
100-MeV/c pions. The pulse height spread was

+ 15% for particles of 650 MeV/c. A Lucite
Cerenkov counter provided further rejection
against pions. This counter consisted of a Lucite
block 50.8 cmXx76.2 cmXx5.08 cm viewed by four
phototubes. The performance of the dE/dx and
Cerenkov counters for particles stopping in the
range chamber can be seen in Fig. 3.

For the first quarter of the experiment, the
counter P2, which defined the recoil proton
angles, was 38.1X91.4 cm, and resulted in an
over-all trigger rate of 0.7 per 10° pions and a
mass acceptance of 1.05 to 1.45 GeV/c%. For the
rest of the experiment, a 61 cmx91.4 cm counter
was masked to 45.7 cmx91.4 cm with a 15.2 ecm
x91.4 cm scintillation veto counter (designated
P2A). This resulted in a trigger rate of 0.8 per
10° pions and a mass acceptance of 0.90 to 1.45
GeV/c?. The veto counter P3, placed after the
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range chamber, was 91.4 cm wide by 122 cm
high, and had a twisted light pipe on one side
coupled to a single 58AV P phototube.

The forward arm consisted of three scintillation
counters 71, 72, and 73, which were used to de-
tect one forward charged particle. The three scin-
tillation counters were each 35.6 cm wide by 106
cm high, and were each coupled to a single 56DV P
phototube via twisted light pipes. The geometry
is shown in Fig. 2.

The spark chambers were pulsed on a master
trigger signal which demanded an interacting
beam pion, a stopping proton in the correct angu-
lar range, and a single charged particle entering
the forward arm. The coincidence B1 B2 indi-
cated the total flux in the beam. The useful beam
through the hole counter B3 and the hydrogen tar-
get as measured by the coincidence B1 - B2 - B3 was
normally 88% of the B1-B2 rate. B1:B2:B3-B4
indicated that a beam particle had interacted in
the target. This rate was typically 1.4% of the
B1:B2 B3 rate. The signature for a recoil stop-
ping proton was P1 +dE/dx+C+P2+P2A - P3. The
signature for a single charged particle in the for-
ward arm consisted of one and only one pulse
from either 71, 72, or 73.

The master trigger signal gated off the logic,
strobed the ADC and PHA, fired spark chambers,
and triggered the slow logic. The slow logic pro-
vided signals which recorded the frame number
and dE/dx on film, flashed fiducials on the cham-
bers, advanced the cameras, and advanced a
frame counter. A fast-gating circuit gated the
logic during the 750-msec ZGS (Zero Gradient
Synchrotron) beam spills and generated an event
dead time. The dead time for most of the experi-
ment was set at 100 msec, and resulted in only a
a few percent loss of triggers. The delay in firing
the spark chambers was approximately 400 nsec.
The sensitive time of the chambers was made as
short as practical in order to minimize the num-
ber of events in which multiple beam tracks ap-
peared. The sensitive time of the beam chambers
was adjusted so that for 400 nsec delay in the sys-
tem, the single gap efficiency was better than
90%.

The beam, pion, and first two proton spark
chambers were conventional thin aluminum foil
chambers. The beam chambers had 4 gaps each
and consisted of 0.0014-cm foils, stretched on
20.3-cm square aluminum frames, mounted in-
side a gas-tight box. The thin-foil proton cham-
bers SC4 (4 gaps) and SC5 (6 gaps) were con-
structed with 0.0018-cm-thick aluminum foil
stretched on 0.96-cm-thick Lucite frames, 20.3
cm square and 81.3 cm square, respectively.

The pion chamber SC3 (8 gaps) consisted of

0.0025-cm-thick aluminum foils stretched on 86
cm square aluminum frames mounted inside a
gas-tight box.

The range chamber consisted of 13 aluminum
plates of dimensions 76.3 cmXx 102 c¢cm with one
plate 0.15 cm thick, two plates 0.48 cm thick,
and ten plates 0.64 cm thick. The plates were
mounted inside a large aluminum-frame gas-
tight box.

The shower chamber was constructed with 64
plates of 0.16-cm-thick stainless steel, 122 cm
square, sandwiched between 0.79-cm-thick Lucite
frames. The 5.5 radiation lengths of steel pro-
vided better than 99% conversion efficiency for y
rays from a few hundred MeV to 6 GeV, and the
chamber could easily support four y showers and
a charged pion track. Four spark gaps with a
common trigger gap were used to pulse the plates
in four groups of sixteen gaps each.

D. Optics

Two cameras recorded the events. The “pro-
ton” film recorded the beam- and proton-arm
spark chambers, while the “y” film recorded
the pion and shower chambers. The demagnifica-
tion was about 70. Kodak 35-mm Shellburst film
gave the required contrast, speed, and resolu-
tion.

The proton chambers, SC4 and SC5, were
aligned so that they were photographed directly
from the side, with the top view visible through
a 45° mirror attached to the top of each chamber.
The range chamber was handled in a similar
manner, except that a field lens was necessary
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FIG. 3. Pulse-height spectrum from the dE/dx counter
for a small sample of events. The solid line corresponds
to the spectrum without cuts. The dashed line indicates
the spectrum with the addition of the Cerenkov veto
requirement, and the cross-hatched portion indicates
the spectrum with both the dE /dx cut and the veto re-
quirement.



for each view due to the large size and number

of plates. The beam chambers SC1 and SC2, with
their attached 45° mirrors, were viewed through
one auxiliary mirror each, so that the images
from these chambers appeared between those
from SC3 and SC4 in the film format. Large 9.14-
m-focal-length field lenses were used in conjunc-
tion with the forward arm. One lens in each view
covered both the pion and shower chambers. Each
view required two mirrors, and the resultant
stereo angle was approximately 90°.

The fiducials for obtaining the reconstruction co-
efficients were of two types. Most were trans-
parent crosses mounted on Lucite holders contain-
ing neon flash tubes. A total of 55 such fiducials
were surveyed into position in several vertical
survey planes located outside the spark chambers.
Most of the fiducials were oriented such that their
faces were approximately 45° to the vertical in
order that they could simultaneously be seen in
both views. All fiducials were activated by the
master trigger and appeared on every frame.

The beam chambers had additional fiducials of
5.08 cm separation cut on rectangular Lucite
strips mounted inside the gas box, perpendicular
to the chamber plates. A view of these fiducials
had the same optical path as a view of the sparks.
These fiducials were illuminated by dc lamps and
recorded on a few frames of film at the beginning
of each roll of film together with the pulsed fidu-
cials.

The spark chambers and fiducials were surveyed
into place each time the experiment was reinserted
into the beam line. Checks of fiducials from one
survey to the next, made before and after each
run, typically agreed to within 0.025 cm. The
beam chambers were removed at the end of each
run in order to check the position of the beam hole-
counter (B3) and the hydrogen target.

III. DATA ANALYSIS
A. Film scanning and measuring

The flow chart for the data analysis is given in
Fig. 4. Film scanning for most of the experiment
consisted of scanning only the “y” film for the
signature of two y-ray showers within the shower
chamber with a projected opening angle greater
than 120 mrad in at least one view, and a straight
track for the 7~ beginning in SC3 and penetrating
into the shower chamber. These frames and the
corresponding proton frames were then measured.
The cut in projected opening angle was based on
the fact that the minimum opening angle for an
1 with a laboratory energy less than 6.0 GeV is
about 180 mrad. By accepting only events with
an angle greater than 120 mrad in at least one
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view, the scanners were able to reject 7-7°
events. No nm events were rejected by this open-
ing-angle cut, and the number of events to be mea-
sured was reduced by a factor of about three.
Events with an “old” beam track in the pion cham-
ber, SC3, in addition to the pion track, were ac-
cepted because the pion-chamber sensitive time
was somewhat greater than that of the beam cham-
bers. It was found that only about 10% of the pro-
ton events associated with a good myy signature
were unusable. Most of these failed due to either
double beam tracks in the beam chambers, or
proton interactions in the range chamber. The
scanning efficiency for genuine 7yy events was
determined to be (75+5)% by rescanning a sub-
sample of the myy events at the three institutions
where the scanning was done. In part, this scan-
ning efficiency reflected the difficulty in scanning
for low-energy showers.

The data were measured at the University of
Toronto and the University of Wisconsin, mainly
on image plane digitizers. Some fiducials and
data were measured on film plane digitizers for
comparison and distortion checks. The first and
last spark of the tracks in both views of the cham-
bers SC1, SC2, SC3, SC4, SC5 and the proton
range chamber were measured, in addition to the
first spark of the pion track seen in the shower
chamber, and the first spark for each of the two
y conversions.

SPARK CHAMBERS
360 000 Triggers
{ 360 000
G Film S d for
2 Showers + Chorged Track.
SCAN Proton Film Scanned for
Single Charged Track.
4 20 000
MEASURE
] 20000
FILTER Tfack Reconstruction and Preliminary
Fit to My—nmwr —yym.
4 3000
AT Vertex Fit and Full 2C Fit to
TP=NTP, =YY
| 2000
cut x2 Cuts for the Full 2C Fit.
} 1400
MASS PLOT
1400 n7 Events

FIG. 4. Flow diagram for the processing of spark-
chamber pictures.
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B. Geometric reconstruction and kinematic fitting

A geometric reconstruction program, REK,
was used to reconstruct measured spark positions
in space using the measured data and a set of re-
construction coefficients derived from fiducial
measurements and survey information.

In order to reduce the number of events requir-
ing full kinematic reconstruction, a preliminary
processing was performed. The beam and recoil
proton information was used to calculate the four-
momentum of the missing mass, which was then
combined with the forward-arm track measure-
ments to perform a pseudo-2C fit using fixed
error estimates for the missing mass and myy
tracks. A subroutine developed at the University
of Winsonsin?? fitted events to the 7 hypothesis
as a preliminary event selection for filtering out
most m° events. Rejection of events with y*> 60
for 2 degrees of freedom eliminated non-two-body
decays and most 7-7° events while not biasing
the nm events. This preliminary fit reduced the
number of events to be fully processed from
20000 to 3000.

These preselected events were then reproc-
essed, and the reconstructed space points were
fed into a series of subroutines which used a
least-squares method based on that of Zacharov?
to fit the beam, proton, and outgoing pion tracks
to a unique vertex. This set of programs is
called REKVTX. The point errors discussed in
Sec. IIIE were used to generate the full error
matrix for the subsequent kinematic fit. The
bubble -chamber program SQUAW?2* was modified
to deal with the data from this experiment. It
uses a minimum y? method to attempt a variety
of kinematic fits, provides fully fitted momenta
and angles for all tracks which satisfy the four
energy-momentum constraint equations, and pro-
vides a fully correlated error matrix.

Kinematic fits tried by SQUAW were

(@) mp—~u"yyp (1C fit)

(b) Tr'P-'nﬂ'pl
5 (2C fit).
n=yy

C. Efficiency calculations

A Monte Carlo program was written to simulate
the reaction 7p~X"p, X~ =nn~, n—vyy. The re-
sults were used to give the phase-space spectrum
needed for mass-spectrum fitting and the angular
distribution efficiency.

When generating Monte Carlo events, the beam
particle was assumed to be traveling parallel to
the nominal beam line, but its interaction point
was chosen randomly within the interaction region

of the target. The beam momentum distribution
was chosen to be flat between the limits of 5.95
and 6.02 GeV/c. The mass of the X~ was chosen
using the phase-space distribution d?0/dm?2dt=kq,
where % is a constant and ¢ is the three-momen-
tum of one of the decay particles in the rest frame
of the X~=. The ¢ distribution was input as exp(5¢),
which corresponds to the experimental result for
the A, (see Sec. IVB). The proton momentum and
polar angle were calculated from the values of the
mass of the X~ and /. The proton azimuthal angle
was chosen randomly within + 20° relative to the
horizontal plane. These two angles, together with
the interaction points, specified the proton trajec-
tory. The intersection of this trajectory with a
plane representing the proton counter P2 was
checked to see that it fell within the counter
boundaries, and if not, the event was rejected.

The X~ events which passed the proton cut were
allowed to decay isotropically in the c.m. system
via X~ =nn~, n=yy. Forward-arm detection cuts
were applied to the events generated in this man-
ner. The pion trajectory was checked to see if it
passed within the chamber and counter boundaries.
The y’s were allowed to convert in the shower
chamber, and each conversion point was checked
to see that it was far enough inside the chamber
boundaries for the developing shower to be seen
by a scanner. The effective edges of the ¥ cham-
ber were determined from the experimental dis-
tribution of y conversion points.

The mass spectrum of all events which passed
the proton chamber boundary requirements was
used as the phase-space function in the mass-fit-
ting procedure. Comparison of this spectrum
with that resulting from the forward-arm cut
gives f,(M), the forward-arm detection efficiency.
By using a cos?6 sin?6 sin®¢ weighting function,
the corresponding efficiency for a 2* decay, f,(M),
was extracted. These functions are shown in Fig.
5. The Monte Carlo calculation for the angular
distribution efficiency in the Gottfried-Jackson
frame was subsequently used in fitting the angular
distribution of the X~ decay.

D. w'p elastic scattering

Pion-proton elastic scattering data were taken
for calibration purposes at a beam momentum of
1.1 GeV/c. At this beam momentum, the proton
angle and momentum are inthe same region as they
would be from the production of a1.3-GeV/c? me-
son at abeam momentum of 6 GeV/c, andthe outgo-
ing pion is in approximately the same angular region
as that of the pion from the nn decay of such a
meson. The elastic scattering data were fitted in
several ways: fits ignoring the outgoing-pion
mass and angle, 2C fits ignoring the outgoing-



pion mass, and three different zero-constraint
fits for the proton momentum. The use of these
fits in the error analysis is discussed in Sec. III F
and in Appendix A.

The kinematic fits of elastic scattering events
give the correct pion-mass distribution only if
the values of the angles for the charged particles,
the momentum of the beam and proton, and the
error matrix for the fit are all correct. This
error matrix contains the information on the
spark reconstruction errors, beam momentum
resolution, proton momentum resolution, multiple
scattering of charged particles, and fitted vertex
error.

E. The treatment of errors in the geometric reconstruction

Although the mass resolution is dominated by
the multiple scattering of the recoil proton, spark
reconstruction errors, particularly on the out-
going pion and y’s, contribute to the mass resolu-
tion obtainable in a 2C fit to the nm events. Such
contributions must be accurately known to deter-
mine the mass resolution for the various fits that
have been done. These values have been mea-
sured and checked for consistency in a variety of
ways.

First, the reconstruction of points in real space
was checked by reconstructing fiducial positions
that were measured in the event format. The only
difference between fiducial and spark reconstruc-
tion was the correction for the thick Lucite win-
dows on SC4, SC5, and the shower chamber. The
mean position of the fiducials, as given by the re-
construction, was typically within 0.018 cm of the
survey positions on SC5, and within 0.038 cm on
SC4 and the shower chamber. The internal fidu-
cials on the beam chambers could not be seen in
both views and could not be reconstructed direct-
ly, but extrapolations using the measured angles
for viewing the chamber indicated that the recon-
struction errors were less than 0.025 cm. The
standard deviation of distributions for reconstructed
fiducial positions was typically 0.025 cm.

Second, the statistical errors on spark recon-
struction were determined by fitting straight lines
to the four sparks measured on both the beam
and proton trajectories, and the three sparks
measured on the pion trajectory. The standard
deviation errors for spark reconstruction were
0.038 cm for the beam, 0.064 cm for the proton,
and 0.076 cm for the pion. The value of 0.064 cm
for the proton track was confirmed by fitting a
line to two sparks in each proton chamber separ-
ately and seeing how well it extrapolated to the
target. There was a systematic correlation be-
tween the errors on the pion and y conversion
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sparks and their position in SC3 and the shower
chamber. The error variation with position in
these chambers was not known to better than
0.064 cm, and the error could not be taken out
with the reconstruction program. To handle the
problem, the nominal statistical errors used in
the track- and vertex-fitting program were set
to 0.127 cm for the pion chamber, in which only
a small part of the fiducial volume was used, and
0.178 ¢m for the shower chamber, in which all
of the fiducial volume was used.

Third, vertex fits for elastic scattering and
myy events provided a check of over-all track re-
construction independent of kinematical variables.
Multiple scattering does not contribute significant-
ly since most of the scattering occurs within a
few centimeters of the vertex. The x* probability
distribution shown in Fig. 6 for the vertex fits of
nm events is basically flat with a small accumula-
tion below 1% probability due to non-nrw events,
and an accumulation near 100% probability pre-
sumably caused by the large nominal errors used
to compensate for systematic effects in fitting the
pion track. For the elastic scattering events,
systematic errors cuased by the passage of the
scattered pion through a section of chamber SC3
on only one side of the beam line (as discussed in
Appendix A) resulted in a somewhat worse vertex
fit than for the n7 events, and the yx® probability

LoF ISOTROPIC
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nm MASS (MeV/c?)

FIG. 5. The forward-arm detection efficiency as a
function of nm mass. The top histogram shows fy(M),
obtained by using an isotropic decay angular distri-
bution. The bottom histogram shows f,(M), which
results from using the decay angular distribution
cos?0 sin%0 sin’¢ in the Gottfried-Jackson frame.
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distribution has an accumulation at low probability.
However, these errors are small and well under-
stood. The error matrix in the reconstructed
points was converted into an error matrix in fitted
track angles by the program REKVTX and the as-
sociated vertex-fitting routines. The error ma-
trix resulting from the vertex fit includes all the
off-diagonal terms required to take into account
the correlations between these angle errors.

F. Error analysis for the kinematic fitting procedure

The error matrix from the vertex fit was used
as input to the kinematic fitting program SQUAW,
To these angle errors must be added the errors
in the beam and proton momenta and the addition-
al errors in angle caused by the multiple scatter-
ing of the charged tracks. These are discussed
in turn.

(i) The beam momentum. As discussed in Sec.
IIA, the error in the 5.985 GeV/c beam momen-
tum was taken to be 0.4%.

(ii) The recoil proton momenium. This error
was determined to be 6 MeV/c from a knowledge
of the stopping power of the plates in the range
chamber and an analysis of mp elastic scattering
at 1.1 GeV/c.

(iii) The multiple-scatteving evrvor. The mass
resolution was dominated by the multiple-scatter-
ing error, primarily that of the proton. In the
kinematic fitting procedure, the multiple-scatter-
ing error of the beam, the proton, and the out-
going pion was calculated for each event using the
method of Gluckstern,?® which includes contribu-
tions from small-angle single and plural scatter-
ing, scattering from the atomic electrons, and
small-angle nuclear scattering. The errors cal-
culated in this way were added in quadrature to
the angle errors provided by the geometric re-
construction calculation.

Data obtained from the elastic scattering events
were used to check this calculation by extracting
a value for the multiple scattering contribution to
the error in the beam-proton angle. Since these
events are highly overconstrained, a value for
the error in the proton momentum could be cal-
culated (see Appendix A).

For these elastic scattering events, Monte
Carlo studies, using the program LURCH, in-
dicated that the beam momentum resolution at
1.1 GeV/c was 0.4%. Simple zero-constraint fits
to the elastic scattering data, as well as 2C fits
with SQUAW, gave a beam momentum resolution
of 0.5% averaged over the various elastic scatter-
ing runs. This latter value was used in the anal-
ysis of the elastic scattering data.

The three zero-constraint fits for the elastic

scattering proton momentum were consistent with
each other, and gave a proton momentum resolu-
tion of 6 MeV/c, corresponding to an aluminum
thickness of about half a plate in the proton range
chamber. Using these values for the errors in
the beam and proton momenta, the multiple-scat-
tering error in the projected beam-proton angle
was calculated to be 3.6 +0.6 mrad. This is in
good agreement with the rms value of 3.8 mrad
calculated in SQUAW for the n7 events (see Ap-
pendix A).

A stringent check on the accuracy of the error
matrix used in the kinematic fits was obtained by
consideration of histograms of the difference be-
tween measured and fitted quantities calculated by
SQUAW. These histograms gave a measure of how
far the measured variables had to be changed to
satisfy the fit. These distributions for the fitted
events should have a mean of zero and a unit stan-
dard deviation, if the input errors have been cor-
rectly estimated. For all the angles, for the
beam and proton momenta, and for both the one-
constraint fits to 77p = 7~yyp and the 2C fits to
n"p—=nn~p, n—vy, these histograms had approxi-
mately Gaussian shapes with central values with-
in three standard errors of zero, and standard
deviations of approximately the expected value of
1. Finally, the x® probability distribution for the
2C fits is shown in Fig. 7. Except for a small ac-
cumulation of events below 1% probability which
are not considered to be nm events, and a 3% ex-
cess accumulation below 5% probability, the dis-
tribution is flat, providing further confirmation
that the errors were known well.

G. Mass resolution

The error in the determination of the invariant
mass of any combination of final-state particles
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FIG. 6. x’ probability distribution for vertex fits of
nm events.
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was calculated for each event by SQUAW using
the error matrix in the final fitted quantities.
The correctness of this procedure and of the
errors which are used in this calculation could
be conveniently checked in this experiment by
using particles with zero natural width (the pion
from the elastic scattering events and the 7° and
1 from events which fit the reaction 7=p = 7~yyp).
A plot of the masses of these particles, assumed
unknown and calculated by SQUAW, will have a
nonzero width due to the errors discussed in the
above Secs. IIIA-III F. The standard deviation
of such a histogram should equal the root-mean-
square error calculated for these events by
SQUAW. (In actual fact, it is the histograms and
errors of the square of the masses which are com-
pared. For convenience, the results here have
not been presented in this manner.) This type of
analysis also provides a sensitive check on the
estimated values of the point reconstruction errors
of the y conversion points from the 7° and n de-
cays.

The elastic scattering events were processed
through the fitting programs using the error esti-
mates discussed above, and assuming that the
mass of the outgoing pion was unknown (Appendix
A). The calculated mass spectrum for the result-
ant 2C fits fitted to a Gaussian distribution gave a
mass value of 140.4+1.3 MeV/c? with a standard
deviation of 16.0+1.0 MeV/c?>. The mean value
of the distribution of the rms errors calculated
for the events was 17 MeV/c?. This value is in
good agreement with the above value from the
mass distribution itself.

The yy mass spectrum from 1C fits to 77p
- 717yyp is shown in Fig. 8 for a small sample
of events which were not first processed by the
preliminary fitting program that filters out most
7° events. The 7° mass was determined from the

EVENTS PER 2%
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FIG. 7. x? probability distribution for kinematic fits
of events satisfying the hypothesis mp — nmp, n—7vyv.

above distribution to be 135+1 MeV/c? with a
standard deviation of 9.0+0.7 in good agreement
with the calculated mean value of the rms errors
of 9+1 MeV/c? from SQUAW .

The yy mass spectruru from one-constraint fits
to np = 77yyp is shown in Fig. 9 for events which
first passed the filter program. The central mass
value is 549.6 MeV/c? with a standard deviation of
10.5+0.5 MeV/c?. The calculated rms error was
11.5+0.5 MeV/c? excluding events with standard
deviations greater than 25 MeV/c®>. The mass
spectrum is not perfectly Gaussian in shape at
the n mass, and would not be even if the expected
error were the same for all events. The flat
background peaks at the n mass after filtering,
and there are systematic errors on reconstruc-
tion of some y conversion points of about one
standard deviation. Even so, the reasonable
agreement of the observed n width with the cal-
culated error indicates that the correct error ma-
matrix was used for reconstruction and kinematic
fitting.

The nm mass resolution for the 2C fit to 77p
-=nn~p, n—~yy was calculated for each event in
SQUAW using the same fitted error matrix. The
calculated resolution is different for each event
primarily because of different proton and pion
momenta, which give rise to different values of
multiple -scattering errors. A histogram of the
calculated rms errors is shown in Fig. 10 for all
events which have a successful 2C fit. The dis-
tribution has a mean of 7.1 MeV/c?, yielding a
FWHM n7 mass resolution for the 2C fit of 16.7
+0.1 MeV/c?. It is worth mentioning at this point
that the mass resolution does not change by more
than 10% over the range of proton momenta ac-
cepted, because the variation of mass resolution
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FIG. 8. The yy invariant-mass spectrum for an un-
filtered sample of events successfully fitted to the 1C
hypothesis mp —yymp.



2356 D. UNDERWOOD et al. 11

with proton momentum is determined more by the
multiple scattering than by the kinematic partial
derivatives. Therefore no advantage would be
gained by deleting events not exactly in the Jacob-
ian-peak region.

H. Background contribution to the 7 signal

The non-7n background present in the final data
was estimated from a small sample of events run
through REKVTX and SQUAW without previous
filtering (Sec. IIIB). As can be seen in the yy
mass spectrum from this sample (Fig. 8), there
is no 7° contamination of the 7. It is expected
that most of the non-n background is due to p~7°,
with p~—=7~7°, where one y from each 7° is seen.
The non-7n background from multi-7° events where
only two y rays are seen can be only crudely esti-
mated from this small sample processed by
SQUAW. Estimates from 2% to 12% can be obtained
for various choices of background and width of
the 7 signal.

To improve the determination of the background
underneath the 1 peak, a version of REK was used
to look at the yy mass spectrum for a large sam-
ple of the measured events. The n was somewhat
wider in this sample than in the SQUAW -processed
events due to the poorer mass resolution. The
non-n background in this latter data sample was
estimated to be 5%.

Events with a calculated error in the yy mass
of greater than 40 MeV/c? have been rejected. In
addition, the y? probability from both the geometric
(REKVTX) and kinematic (SQUAW) fits was re-
quired to be greater than 1%. At this point, a
further restriction on the calculated nm mass
error to less than 15 MeV/c? had no effect.
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FIG. 9. The vy invariant-mass spectrum for all events

successfully fitted to the hypothesis mp — yyrp which
have first passed through the filter routine.

I. The missing-mass measurement

As indicated in Sec. IID, all of the information
for the beam pion and the proton was recorded
on the same film. This made it possible to study
the missing-mass spectrum from the reaction
m-p —~X"p in the region of the A,, by measuring
just the “proton” film from the 6.0-GeV/c run.
The information on the errors gained from elas-
tic scattering and n7 data using the forward arm
provided a very good determination of the missing
mass resolution. Since a large fraction of the
“proton” film consisted of good protons, it was
only necessary to measure about half of the “pro-
ton” film taken during the entire run to obtain the
statistics necessary to resolve any double -peaked
structure in the A, mass spectrum. The Wiscon-
sin automatic measuring machine, SATR (semi-
automatic track recognition), was used for most
of this measurement and made the processing of
such a quantity of film a relatively short project.

The missing-mass analysis was very similar
to the CERN and the Northeastern-Stony Brook
experiments in the choice of kinematic region,
defined by the beam momentum of 6.0 GeV/c and
the ¢ range 0.27 <|¢|<0.42 (GeV/c)?. The trigger
requirement was the same as in the n7 analysis
so no separate discussion is given here. The
only segment of the trigger which was different
from other missing-mass experiments was the
requirement of one and only one charged particle
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FIG. 10. Histogram of the nm mass resolution (stan-
dard deviation) calculated for all events successfully
fit to the 2C hypothesis mp — nmp, n—7yy.
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in the forward arm. The CERN experiment® tag-
ged those events with multiple forward charged
particles, while the other two Jacobian-peak ex-
periments!®!! did not include a forward-arm trig-
ger requirement.

The selection of events was carried out in two
stages: an “on-line” decision by the automatic
measuring system computer or by the measurers
for the hand-measured events, and a second cut
applied at the analysis stage. The requirements
for an event to be accepted for measurement were
(a) one and only one track in the beam chambers
SC1 and SC2, (b) one and only one track in the
proton chambers SC4 and SC5, and (c) one track
in the proton range chamber which was an ap-
proximate extension of the proton-chamber tracks.
These selection criteria were somewhat more
stringent than those used for the proton film in
the nm measuring in that events with no sparks in
the range chamber were rejected. The major rea-
sons for rejection of an event on film were multi-
ple tracks in the beam chambers, no tracks in
one view of a proton chamber, or no sparks in
the proton range chamber. Approximately 45%
of the pictures were accepted for measurement,
and after the event selection by the reconstruction
program about 45% of the measured sample re-
mained, or about 20% of the frames scanned.

(See Appendix B for details of the measurement
of the missing-mass events.)

A total of about 172 000 pictures were processed,
of which 134000 were processed on SATR, 8000
on the manual measuring tables at Wisconsin, and
30000 at the Rutherford High Energy Laboratory.
Although the measuring errors for the hand-mea-
sured events were well known from studies of the
nm and elastic events, no such direct checks could
be made on those events automatically measured.
To monitor the errors in the film measured by
SATR, a sample of elastic scattering events which
had been measured on the manual tables was per -
iodically measured on the SATR apparatus. An
event-by-event comparison of the measurements
showed that the measuring errors were similar
for the two modes. Furthermore, there were no
systematic shifts in either proton or beam angle
or proton momentum, thus it was valid to com-
bine events from the two modes. Of course, the
missing-mass resolution is dominated not by the
measuring errors, but rather by the multiple-
scattering contribution. Finally, by measuring
the same subsample of rolls of film a number of
times, the reproducibility of the SATR event se-
lection and measurement was checked. From
these studies it was concluded that the only sig-
nificant difference between SATR and hand-mea-
sured events was that SATR sometimes became

confused by dirt or random sparks in the proton
chambers, interpreting them as a second track.
Therefore some good events were rejected by
SATR, while a measurer could ignore such prob-
lems and accept the event. This slight discrep-
ancy did not introduce any bias into the mass spec-
trum of the events chosen.

The results of Sec. III F were used to find the
errors in the three quantities which contribute to
the missing-mass resolution. These errors are
as follows: (a) the beam momentum spread of
0.4%, (b) the recoil-proton-momentum associated
error of 6 MeV/c, and (c) the proton scattering-
angle error, dependent on proton momentum, with
an average value of about 3.8 mrad. These three
errors were used to calculate the mass resolution
on an event-by-event basis for the missing-mass
events. It was found that the resolution did not
depend strongly on the proton momentum, but did
vary with the mass, My. Figure 11 shows a plot
of mass resolution vs missing mass, and it is
seen that the total mass error at the A, peak is
10 MeV/c? (23.6 MeV/c* FWHM).

IV. RESULTS AND CONCLUSIONS
A. The nm mass spectrum

The 17 mass spectrum for the 1400 events sur-
viving all cuts is shown in Fig. 12. The estimates
from the discussion of Sec. III H indicate that ap-
proximately 70 of the 1400 events are non-n.

The 1p and 7p mass distributions for the same
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FIG. 11. Missing-mass resolution as a function of
missing mass claculated from errors on the measured
variables.
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events are shown in Fig. 13. These distributions
are heavily biased by the cuts on n7 mass and
proton momentum, but indicate that there are no
major biases of the nm data due to np or mp reso-
nances.

The nm mass spectrum was fitted from 1.05 to
1.45 GeV/c? to the functional form F  [af,(M)
+bf,M) Fy,]. F, is the phase space for the pro-
duction of two out of three bodies (n7 in the final
state nmp) at a mass M, corrected for the ¢ accept-
ance 0.27<|t|<0.42 (GeV/c)®. f,(M) is the geo-
metric detection efficiency for an nm system in a
relative angular momentum state I, calculated
using the Monte Carlo methods discussed in Sec.
IIIC; f,(M) varies slowly with mass and is not de-
pendent on ¢ in this mass range.

The Breit-Wigner form used was

MM,T

Fgw= Wz _M02)2+Wor)2 ’

with T'=T(2/9,)**'0(2)/p(a,). 4 (g,) is the three-
momentum of the 7 and 7 in the A, rest frame

for a mass of M (M), ! is the relative angular
momentum between the n and 7 (I =2), and

p(g) =(9+3R3%¢% +R%*) ', withR, the radius of
interaction, chosen to be R*=12 GeV~2. a, b, M,,
and I', are free parameters found by the mini-
mum-x? fitting procedure, which also includes
the effect of a mass resolution of 7.1 MeV /c?.
This fit, shown with the data in Fig. 12, yields a
mass M, =1.323+0.003 GeV/c? and a width (cor-
rected for resolution) of I';=0.108+0.009 GeV/c?
for the A,, with a x® of 38 for 36 degrees of free-
dom. It should be emphasized that the A, peak is
accompanied by very little background. The back-
ground is about 7 events per 10-MeV/c? bin, of
which it is estimated that less than 2 events per
bin are not 7.
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FIG. 12. Histogram of the nm invariant-mass spectrum
for the events surviving all the cuts detailed in the text.

The quoted errors are statistical only. The val-
ues of M, and I’ are rather insensitive to the range
of mass values covered in the fit, or to changes
in the form of the phase space or efficiency func-
tions. M, and I, deviated from the values quoted
above by less than two standard deviations for all
reasonable changes in the fitting functions which
were tried [e.g., setting f,(M)=f,(M)=1, ignoring
the dependence of F , on ¢ etc., and selecting a
variety of mass ranges]. The results are also
insensitive to the value of R?. The systematic
mass error is dominated by systematic errors in
in the reconstructed spark positions. A consider-
ation of possible sources of error from the sur-
veying data and inclusion of smaller effects due to
a possible systematic error in the beam and pro-
ton momenta lead to an estimated systematic
mass error of less than 5 MeV/c2.

The studies of the CERN MMS group® have sug-
gested that the A, mass spectrum exhibits a so-
called dipole shape of the form

F =M =My /[0 -M,)* + (z TP

As might be expected from the data of Fig. 12,
the nm mass spectrum observed in this experi-
ment is inconsistent with such a shape. In par-
ticular, a mass resolution of 7.1 MeV/c? and a
dipole parameter I';=30 MeV/c? would have given
an observable valley-to-peak ratio of 0.5 in the
present experiment.

There is no significant evidence for other reso-
nances in the present ¢ range from the n7 mass
plot of Fig. 12. Half of the total myy data sample
was used to study possible enhancements in the
over-all yy mass spectrum. The background
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FIG. 13. The np and mp invariant-mass distributions
for events of the type mp — nmp, n— vy surviving the
cuts detailed in the text.



level for this sample was about 6 events per 10-
MeV/c? bin, with an estimated mass resolution
of 20 MeV/c® FWHM. No unexpected effects are
observed, and in particular, there is no evidence
for n’(958) = yy. Taking into account a reduced
efficiency for 1’ detection due to the larger yy
opening angle, a two-standard-deviation upper
limit to the branching ratio of (A;=n'7r~~yynr~)/
(A7 =nm~—yyn~) is about 3%. Using the relevant
branching ratios yields a two-standard-deviation
upper limit for the ratio (4; ~n'nr~/A; —=all) of
about 6%.

B. Cross-section determination

It is difficult to extract an accurate value of
the cross section for A, production from this ex-
periment, since the cross-section determination
depends upon a Monte Carlo calculation for the
detection efficiency. Furthermore, the cross sec-
tion integrated over all ¢ depends upon the choice
of the parameterization of the differential cross
section. Keeping this in mind, the cross-section
determination proceeds as follows.

The over-all detection efficiency for an nn
event, €, depends upon a number of factors.
Specifically,

n—yy
€=€p4€ Tyy <77—:;1T>€mnsc

€54, the average azimuthal efficiency for the pro-
ton arm, has the value €,,=0.089:£0.002. ¢,
the product of the 7yy forward-arm detection ef-
ficiency from a Monte Carlo calculation and the
scanning efficiency for a myy event, has the value
e,,w=0.38¢ 0.05. The quoted uncertainty (for e,,y.,)
represents a measured scanning efficiency uncer-
tainty and a best estimate of the Monte Carlo un-
certainty. (n=1yy)/(n—all), the branching ratio
for the n decay into yy, has the value 0.38+0.01.

€ s> a factor which includes a correction for

the loss of good events due to double tracks in
either the beam- or forward-arm spark chambers,
a value for the trigger efficiency, and a correc-
tion for events lost by analysis cuts, has the val-
ue € ,;,=0.78+0.05.

This leads to a value of the over-all efficiency
of € =(1.00+0.15)x10"2 for detecting the final-
state pnr in the region of the A, mass for the ¢
range 0.27<|¢|<0.42 (GeV/c)? at a beam momen-
tum of 6.0 GeV/c.

The value of the differential cross section over
the ¢ acceptance of the experiment is then obtained
by combining € with the measured number of A,
events, the beam normalization, and the protons/
cm? in the hydrogen target. The n7 mass spec-
trum of Fig. 12 contains 1000 + 40 A, events as
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determined by the Breit-Wigner fit described
earlier. These considerations yield a value for
the cross section Ao,, . for 0.27<|f|<0.42
(GeV/c)* of A0, ,;,=5.32£0.83 ub. The mean
value of the differential cross section over this ¢
interval is (da/dt,,2 =SB0, L /AE=355455
wb/(GeV/c)? at the mean value 7= —0.34 (GeV/c).
A branching ratio'® of (4, ~nm)/(A,~all)=0.153
+£0.013 yields a value for the differential cross
section (do/dt), ., ,, =232+41 wb/(GeV/c)?.

Finally, a value for the cross section integrated
over all ¢ is obtained by using a differential cross-
section parameterization of do/dt=At'e?! | with
B=6.41:0.33 (GeV/c)~? determined by fitting
data from 5 to 7.5 GeV/c n-p = A; p interactions.?®
An integration yields (Ao/0)=0.25+0.01, and thus
04y~ a =80/(A0/0)=137+25ub for the A, produc-
tion via 77p—~A; p at 6.0 GeV/c.

The value of (do/th2 o) at 7=-0.34
(GeV/c)? obtained from this experiment is shown
in Fig. 14 along with other do/dt data obtained
from the A; = p7~ decay mode as compiled in the
review paper of Michael.?” The cross section as

1000

T
I Tp—A%p .

700: Ay~mrtr/Az~all=0.385

Ay=nm/A,~all=0.15 B

500 0 x 6 GeV/c |
4—\ ® 16 GeV/c

—— 300}/ * * 40 GeV/c T
—~ —#— ® Present
L 200 -/+ Expt.
3
& A —
~N
S 100} +—+_ ~
L sof 6 -
5 sof ~
~N | .
b
3 0} \ —}-
20} -
16
10+ -
1
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—t'[(GeV/c)z]

FIG. 14. The cross section do/dt for the reaction
m"p —A,p as obtained from the present experiment to-
gether with other cross-section measurements at various
energies as compiled in Ref. 28 from the Ay —n* 7"~
decay mode. The solid curves represent a model calcu-
lation from Ref. 28 and are only included to show the
trend of the data.
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determined from the nm decay mode in this experi-
ment is in reasonable agreement with these data.

C. The angular distributions for the A4,

The angular distribution of events in the n7
mass plot of Fig. 12 between 1.21 and 1.43 GeV /c?
has been studied in the Gottfried-Jackson (G-J)
frame.? The histograms of cosé and ¢ for these
events are presented in Fig. 15. Using the Breit-
Wigner fit to the Fig. 12 mass spectrum, it is

J

estimated that 150 of the 1020 events in this plot
are background events. The possible spin and
parity values of the A, decaying into n7 must be in the
natural spin-parity series J®=0* 1~ 2* ... .
Although the data of Fig. 15 have not been cor-
rected for the experimental efficiency, the histo-
grams confirm that the A, has J ¥ =2*,

The decay angular distribution for a 2* meson
decaying to two pseudoscalar mesons is given

by?®

W(6, ¢) =(15/16m){3poo(cos?6 — 1) + p,, (4 Sin®6 c0s?0) + p,,sint6 — Rep,, (2 cos¢ sin26 sin?6)

- Rep, [2V6 cos¢ sin26(cos?6 - +)]-p, _,(4 cos2¢ sin?6 cos?6)

+Rep,o[2V6 cos2¢ sin®6(cos?d — 1)] + Rep,_, (2 cos3 ¢ sin®6 sin26) +p,_, cos4$ sin*6},

where the p;; are the A, production density matrix
elements. If the A, were produced by unnatural
spin-parity exchange such as the n or B, p,, could
be nonzero. If the A, were produced by natural
spin-parity exchange, such as p or f°, all py,,
|[M|=0,1,2, would be identically zero. Previous
experiments suggest that the A, production is dom-
inated by natural spin-parity exchange with p,,

=P = 2.

Inorder to subtract the effects of the background,
the nonresonant n7 events lying under the A, were
assumed to consist of only S and P waves and thus
to have a distribution F ., (8, ¢)=K[1+C(3 cos?6
-1)], where C is a measure of the cos?d compo-
nent in the background. A fit of this function to
the nonresonant events in the mass region 0.9 to
1.1 GeV/c? gives a value of C=0.25+0.15. Since
the background is small under the A,, the fitted
values of p;; are rather insensitive to the value of
C, and C =0.25 has been assumed throughout the
analysis.

The functions W(6, ¢) and Fy;(6, ¢) were separ-
ately integrated over cos6 and ¢ bins to yield a
20X 20 matrix, and were added together in the
ratio of A, mesons to nonresonant background
given by the data. Each element of the matrix
was then multiplied by the experimental angular
efficiency calculated from the Monte Carlo pro-
grams described in Sec. IIIC, and the resulting
values were projected onto the cosf and ¢ axes
and normalized to compare with the raw data.

It should be noted that because of the different
experimental efficiencies for the elements of this
matrix, certain terms in W(6, ¢) which might have
been expected to be zero when the projections on
the cosf or ¢ axes were made turned out in fact
to have nonzero values. Fits were also made di-
rectly on the cosf versus ¢ scattergram. This
method yielded the same values (within error) for
the density matrix elements. The sensitivity to

r

these values was about the same, while the statis-
tical significance per bin was not as good.

The results of the least-squares fits yielding
the density matrix elements are given in Table II.
Quoted errors are purely statistical. (p;; —p;_;)
was used in the fit rather than p, _, in order to
simplify application of the constraint (p,, —p,_,)
20. It was also required that p;; >0, and the nor-
malization condition was imposed by dividing all
elements and errors by the trace of the matrix
after the fit. The density matrix elements were
obtained by three different fitting procedures. In
fit 1, using all nine density matrix elements, all
elements except py,, p,,, and p,_, are within one
standard deviation of zero. In particular, since
P22 =0.00+0.02 and | pyml®<|pp | 1P mml» all p,, terms
are expected to be consistent with zero. This
leaves only one other term, Rep,,, with a value
of 0.07+0.10. Fit 2, which included pyy, Py;, P13
and Rep,,, gave a value of Rep,,=0.07+0.05. It
should be noted that the term including Rep,, has
an angular distribution which is very close to that
of the experimental efficiency, and the value of
this matrix element is thus very sensitive to un-
certainties in the Monte Carlo results. Noting
also that systematic errors are not included in
the quoted error, it is apparent that the present
data are consistent with Rep,,=0. Rep,, is set
to zero in fit 3, yielding the values shown in Table
II with no decrease in the x* probability of the fit.
The values in fit 3 are used to calculate the curves
shown in Fig. 15. If the element p,, is set to zero,
and a three-parameter fit using p,;, p,_,, and
Rep,, is made, an unacceptable x* of 52 for 37
degrees of freedom is obtained. It appears that
while Rep,, is not needed for an acceptable fit,

a small amount of p,, very definitely is.
Contributions to the errors of the density ma-
trix elements, in addition to the statistical errors
calculated by the fitting procedure, are as follows:
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FIG. 15. (a) Distribution of cosé in the Gottfried-Jackson frame for the events with 1.21 =M (ym) =1.43 (GeV/c?). The
solid line is the result from a best fit to the angular distribution, corrected for the experimental detection efficiency.

(b) The same for ¢.

(i) The estimated error on the background of
150 events is + 30 events.

(ii) The error on the parameter C is +0.15.

(iii) The error caused by the uncertainty in
the angular dependence of the experimental effici-
ency was estimated by varying the boundary pa-
rameters in the Monte Carlo calculation.

By carrying out fits with the above values varied
within their errors, estimates for the correspond-
ing errors in the matrix elements were made.

This procedure yielded errors of +0.01 for p,,,
+0.03 for pyy, and +0.04 for Rep,,. The errors
in parentheses in Table II for fits 2 and 3 repres-
ent the combined effect of these errors and the
statistical errors.

It is clear from these results that A, production
in this ¢ range proceeds predominantly by natural
spin-parity exchange with some small contribution
from unnatural spin-parity exchange.

For comparison of these results with other ex-

TABLE II. Density matrix elements for the decay A; — 07~ in the ¢ range 0.27=< |¢| <0.42
(GeV/c)? evaluated in the Gottfried-Jackson frame for the present experiment.

Density
matrix
Fit element Value x%/D.F.?2 Constraints
1 Poo 0.07+0.05
Piy 0.46 £0.10
(P“ - 91_1) 0.04+0.26
Repy, 0.07+0.10
P22 0.00 £0.02 34.7/31 None
Repyy 0.03+0.04
Pao -0.01+0.07
Repy_ —-0.020.03
Pa—2 —-0.010.09 _J
2 Poo 0.07+0.03 (x0.04)
Py 0.47+0.02 (x0.02) _
Py — P1-1) 0.00%0.02 (x0.03) 41.6/56 All pzn =0
Repy 0.07+0.05 (x0.07)
3 Poo 0.09+0.03 (x0.04)
P11 0.45+0.02 (20.02) 42.9/37 All py,,=0; Repyy=0
(P11 —P1-1) 0.00+0.02 (x0.03)

2D.F.=degrees of freedom.
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periments, Table III (see Refs. 29-31) gives the
density matrix elements from those experiments
which have the best accuracy. The present re-
sults are quite consistent with the other experi-
ments in this energy range. There is a strong in-
dication that p,, tends to zero as the beam momen-
tum increases, while p,, is consistent with zero

in all experiments.

The problem of 7N = A,N production mechanisms
has been studied by Rosner* and by Michael and
Ruuskanen.®? They conclude that the dominant
exchange is natural spin-parity, of which over
75% is isotopic singlet, probably f°. The absence
of any p,, is explained by Rosner using exchange-
degeneracy arguments. The small amount of p,,
is expected to be due to B, rather than n exchange,
since the latter is suppressed by the small n-nu-
cleon coupling constant. Fox and Hey*® predict
that the B-exchange part of the A, cross section
falls off as p; =2, compared to the p, ' expected
for f° exchange. This would tend to explain the
decrease in p,, with higher energy.

In the study of the nm mass spectrum obtained
from a compilation of bubble -chamber data, Lacy'®
reported a significant fluctuation in the unnormal -
ized interference-term density matrix elements
R% and R?,. RIJ, is the coefficient describing
interference between a |J,m) state and a |J’,m’)
state and is defined in terms of the normalized
density matrix element pZ%Z; by the relation

, , 1/2 ' 1/2
X =R£.{,.'/ (T (D ez

The data in this compilation include about 150 A,
mesons above background, and show that all but
ReR? and ReR2!, are consistent with zero across
the nm mass range. However, both ReR?l and
ReR?', show about a 2.5-standard-deviation differ-
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ence from zero in the nm mass range from 1.25

to 1.3 GeV/c?, with R# =R? =0.2. Lacy explained
this fluctuation by postulating a resonant J¥=1-
state, with a mass of approximately 1.25 GeV/c?,
which could interfere with the J ¥ =2* 4,.

In the present data, a fit to these interference
terms over the mass range 1.05 to 1.45 GeV/c?,
using a method similar to that described above,
indicates that all interference terms, except pos-
sibly R3} and R?!, are consistent with zero. As-
suming that R?} and R?, are the only nonzero
terms, and demanding that they be equal, the val-
ues obtained for the entire A, region are R =R% |
=-0.027+£0.012. The fit has been repeated for
50-MeV/c? bins across the entire mass range.
The results, given in Table IV, show that all val-
ues are consistent with zero, and, more impor-
tantly, no rapid fluctuation with mass of the sort
reported by Lacy is observed.

Since the term containing R% is odd for reflec-
tion in cosf, small uncertainties in the Monte
Carlo efficiency calculation have quite a sensitive
effect on the values obtained, and the quoted
errors are certainly underestimated. However,
no reasonable variation of the Monte Carlo or
fitting parameters can give a result in even mod-
erate agreement with that of Lacy. The conclus-
ion, from the present data, is that there is no
evidence for any nonzero interference terms, or
for any rapid variation in the values of these terms
as a function of 7 mass.

D. The missing-mass result

The missing-mass spectrum in the mass range
1.00 to 1.45 GeV/c? is shown in Fig. 16. As dis-
cussed in Sec. OI1, the missing-mass resolution
was determined to be 10 MeV /c? (23.6 MeV/c?

TABLE III. A compilation of the results of various experiments measuring A, density matrix elements.

Observed t range
P, (GeV/c) Reference  decay mode (GeV/c)? Poo P11 P2 Pi-t
4 29 K_K% 0.12-0.72 0.24+0.04 0.38+0.04 0.00+0.04 0.23+0.04
4.5 30 K-Kos all 0.19+£0.05 0.34+0.03 0.00 0.24+0.04
5 31 3m~ all 0.10£0.05 0.43+0.04 0.02+0.05 0.35+0.05
6 this exp. o~ 0.27-0.42 0.09+0.04 0.45+0.02 0.00=0.02 0.45+0.04
~7 19 77~ all 0.10+0.13 0.42+0.06 0.03+0.06 0.43+0.10
7.5 31 (3m°~ all 0.06+0.07 0.44+0.05 0.03+0.06 0.33+£0.07
11.2 31 (3m~ all 0.09+0.10 0.41+0.08 0.04+0.08 0.41+0.13
20.3 15 K—K% 0-0.1 0.11+0.04 0.42+0.02 0.03+0.02 0.38+0.03
20.3 15 K—I(?g 0.1-0.6 0.00£0.01 0.47+0.02 0.03+0.02 0.46+0.03




TABLE 1V, The unnormalized interference density
matrix elements for the decay A; — 07~ as determined
in the present experiment.

Mass range (GeV/c?) Ri{=RIL
1.20-1.25 —0.008+0.056
1.25-1.30 -0.039+0.020
1.30-1.35 -0.013+0.017
1.35-1.40 —0.033+0.027
1.40-1.45 —0.041+0.035

FWHM) at the A, peak, and was found to be mass-
dependent, as shown in Fig. 11. The missing-
mass spectrum in the mass range 1.00 to 1.45
GeV/c? has been fitted with several functional
forms, each folded with a Gaussian resolution
function whose width depends on mass. The spec-
trum was fitted to a D-wave Breit-Wigner form,
using the equation f(M)=QM)X (a + F o ), where
Q) is a quadratic polynomial approximating a
combination of phase-space terms (predominantly
pm), and Fg, is the D-wave Breit-Wigner term.
This fit is shown with the missing-mass spectrum
in Fig. 16, which includes about 22 500 events of
which about 6200 are in the A, peak. The mass
and width values obtained are M;=1.324+0.003
GeV/c? and I';=0.104+0.009 GeV/c?, with a y?

of 79 for 85 degrees of freedom. These values
are consistent with the mass and width values ob-
tained from the nm decay mode, M;=1.323+0.003
GeV/c? and I';=0.108+0.009 GeV/c?. The errors
quoted are statistical only. The systematic mass
error is estimated to be approximately 5 MeV /c?.
This systematic error combines the error in the
mass scale and the errors caused by uncertainty
in the background shape used in fitting the mass
spectrum. It should be noted that the signal-to-
background ratio for the missing-mass measure-
ment is approximately unity at the A, peak, which
is significantly better than other missing-mass
experiments.

For comparison with other experiments a fit
was made using an S-wave Breit-Wigner term
plus a quadratic background, which yielded the
parameters M,;=1.319+0.002 GeV/c? and T,
=0.105+0.008 GeV/c?, with a x* of 82 for 85 de-
grees of freedom. Finally, a fit to the data using
a dipole form for the A, gives a confidence level
of less than 10~°. The dipole form used was
M =M, /[(M -M,)* + (3 T,)?]%, with M, and T, al-
lowed to vary as free parameters of the fit. The
resulting values were M,=1.319 GeV/c? and T,
=0.025 GeV/c®*. The missing-mass spectrum
was also divided into smaller regions of ¢ within
the acceptance interval. None of the subsamples
so produced favored a dipole form.
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FIG. 16. Missing-mass spectrum from the present
experiment for the reaction 7°p —X~p at 6.0 GeV/c.
The upper solid curve represents the Breit-Wigner
form plus background, while the lower solid curve
represents the background underneath the A ,.
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APPENDIX A: ELASTIC SCATTERING

There are several advantages to using elastic
scattering for calibration purposes. No changes
in the apparatus, such as rotating spark chambers
about the target, are necessary. The trigger is
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changed simply by deactivating the pion hodoscope
counter 71 nearest the beam to reduce accidentals.
The coplanarity allows a consistency check of an-
gular errors independent of momentum errors,
assuming angular errors are the same in ortho-
gonal directions.

There are several difficulties to be cosidered.
Elastic scattering is not in a Jacobian peak; thus
the proton momentum and angle errors are cor-
related, and these errors cannot be derived inde-
pendently. However, they must be consistent with
each other and with the angle errors for the nn
events, for which the momentum and angle errors
are almost uncorrelated. The outgoing pion always
scatters to one side of the beam in our geometry,
and reconstruction errors that average to zero in
the 7 events can produce systematic errors in
the vertex and kinematic fits for the elastic scat-
tering events.

The measured quantities used in the analysis
of the 1.1-GeV/c elastic scattering data are P,
the beam momentum; 6,, the proton scattering
angle; 6., the pion scattering angle; and Pg, the
proton momentum as measured using the range
chamber. In the first part of the analysis, the
range measurement of the proton momentum was
ignored. The proton momentum can be calculated
using any two of the other three variables, and by
subtracting P,(P,, 6,), the momentum as calcula-
lated from P, and 6,, from P,(P,, 6,), that cal-
culated from P, and 6,, a distribution is obtained
which should be centered at zero. The width of
the distribution of (P, —P,) is related to the
errors on P,, 6,, and 6, by the formula

%P, -P,) = [0(6,)%] + [0(8,)3&}

26,
ap, o8P 2
—1__~2

+':0(P°)(8P0 3P0>}

Since the errors on P, and 6, are known, as are
the partial derivatives, measuring the width of
(P, —-P,) allows extraction of the proton angle
error to yield the value ¢(6,)=4.3+0.5 mrad. By
subtracting the contributions to this error due to
measurement and reconstruction errors, which
total about 2.0 mrad, the multiple-scattering
error is calculated to be 3.8+0.6 mrad. To com-
pare with the data for 6.0-GeV/c running, a small
correction must be made to account for the fact
that the recoil protons have a higher average mo-
mentum, and thus a lower multiple-scattering
value. This results in a multiple-scattering error
of 3.6+0.6 mrad, which is to be compared to the
rms value of 3.8 mrad calculated in sQUAW using
the Gluckstern formula.

Since the method of calculating P, and P, does

not use the information from the range chamber,
it is possible to use P, and P, as an independent
measurement to check the range momentum. The
distribution of (P — P,) should be centered at
zero with a width given by

0%(Pr-P,)=0%(Pg) + [U(PO) 2—? ]

8P, 1?
+ [0(6,) 50, ] .

An analysis of this distribution yielded a small
correction to the parameter describing the amount
of absorber through which the proton passed be-
fore reaching the range chamber and an estimated
error in the absolute momentum calibration of
less than about 2 MeV/c. Using the known errors
in P, and 6,, along with the measured width of
(P —P,), the error in the range-momentum mea-
surement was calculated to be 0(Pg)=5.8+0.5
MeV/c.

“Another check on the errors in proton angle and
momentum was made by discarding the forward
pion information and analyzing the events as miss-
ing-mass data. The Gaussian fit to the (missing
mass)? distribution shown in Fig. 17 yields the
parameters (M,2)=0.0184+0.005 (GeV/c?*)? and
o(M,%)=0.0071+0.0003 (GeV/c?)?. The systematic
error on the average value is estimated to be
0.0020 (GeV/c?)?. The expected value is (M, ?)
=0.0194 (GeV/c?)?, and the error (M, %), calcu-
lated from errors in P, 6,, and Py used above,
is 0=0.008+0.001 (GeV/c?)?, which is consistent
with the measured value.
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FIG. 17. The missing-mass-squared distribution for
the elastic scattering events mp — m7p at 1.1 GeV/c.



A final check was made by analyzing the elastic
events with the vertex and kinematic fitting pro-
gram, doing a two-constraint fit to the reaction
7 p—~X"p. This method uses all of the measured
quantities and their errors, but of course is not
independent of the other methods used. A Gaus-
sian fit to this mass spectrum yields a mass
M,=140.4+1.3 MeV/c? and 0 =16.0+ 1.0 MeV /c?.
The mass resolution, as calculated by SQUAW
using the assigned errors on measured quantities,
is 17 MeV/c?, in good agreement with the mea-
sured 0.

APPENDIX B: MEASUREMENT
OF MISSING-MASS EVENTS

The Wisconsin automated flying-spot measuring
device, SATR, recorded several hits for a particle
track (typically 6 hits per spark or spark gap).
Consequently for each chamber view these hits
were fitted to a straight line (track segment) and
coordinates were generated for the intersection of
that line with the two planes representing the out-
side extremes of the outer gaps of that chamber
view. Such coordinates represented two “master”
points per track per view, and were written on
tape as part of the data record for that frame if
the event was acceptable. Consequently, the event
data format for the SATR events was identical
with that for those events measured on tables.

Knowing the track segments in each thin-foil
chamber view, on-line decisions were made at
measuring time to ensure that the two track seg-
ments per stereo view were each portions of the
same straight line (the “master” line for that
stereo view). Events were accepted if they con-
tained (a) one and only one track in the beam cham-
bers SC1 and SC2, and (b) one and only one track
in the proton chambers SC4 and SC5.

Additional requirements were placed on the pro-
ton track. The projection of the proton master
line (for a stereo view) into the range chamber se-
lected a fiducial area in that range-chamber view.
Within that fiducial area there had to be at least
one spark within the first four gaps for the event
to be accepted. Identifying the proton track in the
range chamber as being an extension of the track
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seen in the thin-foil chambers SC4 and SC5 was
the most difficult aspect of the on-line software.
Spurious sparks, or one or more gaps that did not
fire, were the greatest source of possible confu-
sion or grounds for rejection.

These measured events were reconstructed with
the same reconstruction program used for the
hand-measured events. This program rejected
events if the four measured (master) points per
stereo view from the thin-foil chambers for either
the beam or the proton track did not form a straight
line within tolerance, if the two tracks did not in-
tersect, or if the intersection point did not lie
within the target volume. Finally the program
made a selection of events using the correlated in-
formation of dE/dx vs range for the particle in the
proton arm. A scattergram of d£/dx pulse height
vs range gap for a sample of events measured as
missing-mass candidates showed a strong proton
band with a weak pion band at low dE/dx. The
collection of events following the reconstruction
program had a pion contamination of some 25%,
but most of this was in the region of low d£/dx
and low range, and was easily rejected by a
range-dependent d£/dx cut. This dE/dx cut re-
duced the fraction of pions in the proton sample to
about 3%. After event selection by the reconstruc-
tion program, about 45% of the measured sample
remained, or about 20% of the original frames
processed.

In order to check for biases in on-line event se-
lection, a frame-by-frame comparison was made
on a sample of frames, comparing those events
accepted (rejected) by SATR and those accepted
(rejected) by a trained measurer. Finally, by
measuring the same rolls of film a number of
times on SATR, the reproducibility of event se-
lection and measurement was checked. From
these studies it was concluded that the only signi-
ficant difference between SATR and hand-measured
events was that SATR sometimes became confused
by dirt or random sparks in the proton chambers,
interpreting them as a second track. Therefore,
it rejected a few good events where a measurer
would accept them. The frequency of such discre-
pancies was small and should not have introduced
any biases into the final mass spectrum.
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