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The problem of defining a scalar quantum field in the space-times described by the Schwarzschild and
Rindler metrics is discussed. The matrix elements of the field operators are found by calculating the
Green'’s functions for the fields. The requirement of positive frequencies for asymptotic timelike
separations combined with a careful analysis of the continuity conditions at the event horizons yields a
unique prescription for the Green's function. This in turn defines the vacuum state. In the
Schwarzschild space the vacuum is shown to be stable and the lowest-energy state. In the Rindler
space the quantization procedure yields the same results as quantization in Minkowski coordinates.

I. INTRODUCTION

The problem of defining a quantum field theory
in an arbitrary Riemannian space-time has been
the object of some controversy over the years.'
To the extent that only excitations which are well
localized compared to the characteristic scale of
the curvature in the region studied are considered,
conventional treatments must hold when locally
Minkowskian coordinates are used; however,
attention cannot be restricted to such situations
and, in general, an excitation which is of positive
frequency with respect to one coordinate system
will not be so with respect to others. This is
most strikingly exhibited in the case of the coor-
dinates describing Rindler space which are just
comoving coordinates for an observer uniformly
accelerated with respect to the usual (flat) Minkow-
ski space: There the imposition of positive-fre-
quency boundary conditions on the Green’s func-
tion does not yield the usual flat-space quantiza-
tion.> An analogous problem arises in the case of
the Schwarzschild metric which describes a space
with explicit time dependence of the metric in the
regions inside the event horizons. Further, the
metric develops a singularity at » = 0 which is in
the future (or past) of the exterior region. In
this case the metric does not, globally, become
asymptotically static, so that the excitations and
vacuum state may be defined relative to a fixed
background metric.

Recently, Hawking® has published a calculation
of the radiation from a spherically symmetric
black hole which indicates that there is a steady
flux of particles apparently coming from the final
stages of the collapse process. The purpose of
this work is to show how to calculate the Green’s
functions and, thereby, the matrix elements of
a scalar quantum field. In the process, the vacuum
is defined and is then proved to be stable and the
lowest-energy state. There are, therefore, no

particles emitted by a primordial black hole. It

is also shown that no source acting within the
future event horizon produces any particles. Thus,
the radiation predicted by Hawking, although in-
dependent of the details of the collapse process,
depends upon the existence of the collapse.

As a check on the method, it is applied to the
quantization of a scalar field in Minkowski space
described by Rindler coordinates. There, in
striking contrast to the results of a naive applica-
tion of positive-frequency boundary conditions,
it yields the usual quantization.

In both the Schwarzschild coordinates and Rindler
coordinates, one starts with a coordinate patch
which describes only a portion of the full space-
time and has an event horizon at the boundary of
the coordinate patch. In Minkowski space-time
the operator ring whose support is restricted to
any open space-time region provides a complete
operator basis; hence quantization in the original
patch might be expected to determine the quantiza-
tion in the complete extension of the space. This
does not hold for the Schwarzschild space-time
because the second exterior region is both an in-
finite number of wavelengths away from the first
and necessary to determine the quantization in
the interior region. It is, therefore, necessary
to consider the quantization in the maximal analyt-
ic extension of the original space-time. In the
case of Rindler coordinates, it is also necessary
to consider the full space so that an infinite time
separation can be considered.

Two problems then arise in attempting to con-
struct the Green’s functions: (a) The boundary
conditions across the event horizons must be found,
and (b) the analog of the positive-frequency bound-
ary conditions in Minkowski space must be found.
The boundary conditions across the event horizons
are fairly straightforward to discuss; there are
no real singularities there, only coordinate singu-
larities, and, in terms of coordinates which are
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11 QUANTUM FIELD THEORY IN SCHWARZSCHILD AND... 1405

valid across the event horizon, the field must
satisfy the wave equation. The “positive-frequen-
cy” boundary conditions are much more subtle
since it is their imposition which defines the
Green’s functions (matrix elements of the field)
and, therefore, the vacuum state itself. In both
the maximally extended Schwarzschild and Rindler
spaces it turns out that limits may be taken in
which the separation of the two points of the
Green’s function is definitely timelike and arbi-
trarily large. Thus, an unambiguous positive-
frequency specification may be made, and the
resulting Green’s function may be defined to be
the positive-frequency Green’s function which,

in turn, defines bof/h the vacuum and the field ma-
trix elements.

From this Green’s function, the particle be-
havior may be calculated and, in addition, the
probability of the initial vacuum developing into
the final vacuum withou! the appearance of any
particles may be calculated; it is 1, i.e., no
particles are created.

Further, for the case of an otherwise free field
the expectation value of its stress-energy tensor
density, 7", may be calculated. Just as in
Minkowski space, it is divergent and must be re-
normalized. The counterterms required to yield
a finite stress-energy tensor are all real and pre-
vent any conclusions being drawn as to the pos-
itivity of the stress-energy tensor or the validity
of the singularity theorems of Hawking and Pen-
rose,? but do not affect the imaginary part of the
matrix elements of T#". The imaginary part of
the matrix element cannot be changed by the re-
normalization and can be calculated directly; it
vanishes, establishing that the vacuum defined by
the quantization process is stable. Further, the
energy, relative to a spacelike surface passing
through the exterior regions of additional particles
in the vacuum, can be calculated and is shown to

[-8,8""V=g8, + m*V=glo(x)= 0

8% r®sinf @

N [81_2 r=2M or

This may be expanded in spherical harmonics,
and Fourier-transformed with respect to ¢,

" dw
| w 2T
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e (v, w, l,m),

d(x)= D Y76, d)
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be positive; thus the vacuum is also the lowest-
energy state of the system. Finally, the radiation
produced by a source acting solely within the
future event horizon is shown to vanish.

II. THE WAVE EQUATIONS

A. Schwarzschild space

For the Schwarzschild space, the metric in
Schwarzschild coordinates is given by (units in
which 7i = ¢ = G=1 are used)

ds?= =1 =2M/7)d + dr?/(1 = 2M /¥)
+ r3(d6? + sin®6d¢?) (2.1)

for the entire space-time. There is a coordinate
singularity at » = 2M and a real singularity at

7 = 0. The maximal analytic extension of the
metric has been given by Kruskal® and the full
space-time is shown in the Kruskal diagram of
Fig. 1. Region I is the ordinary exterior region,
v>2M, while F is the future interior region,
y<2M, P is the past interior region, and Il is a
second exterior region, every point of which is
spacelike with respect to every point of I.

The metric has the same functional form in each
of the four regions and ¢ runs from —e« to +« in
each region. In region I (II), ¢ is a timelike co-
ordinate and the direction of increasing / is to-
ward later (earlier) proper times. Inregions F (P)
v is the timelike coordinate and decreasing ¥ is
the direction of later (earlier) times; the ¢ coor-
dinate is the spacelike coordinate. Interms of
the coordinates 7=t £[2M In(lr - 2M|/2M) + 7]
and », the metric is regular across the lines
¥=2M, t=zo, respectively, and any physical
quantity expressed in these coordinates must be
continuous across the corresponding event horizon.

The wave equation for a scalar field of mass m
is

2

20 % a(b2~‘rr112;’2 sin()](p(r, 6, o,t).

(2.2)

and ¢(», w, [, m) must obey

2,.3

_i _ 0 2.2 _ W7 }
[ a,rr(r 2M)8r+l(l+1)+m Y= or o, w, 1)

=0 (2.4)

in each of the four regions I, I, P, and F.® This
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FIG. 2. The cut w plane in which the solutions are
analytic.

is a regular singular point. The solution must
behave as

P, w), Ny (= 2M|/2M)728eH (2.6)
FIG. 1. Kruskal diagram for the Schwarzschild metric. Since the equation is analytic and even in w,
All 45° lines are lightlike. Straight lines passing through .
. _ _ J(r, —w) must also be a solution. The two solu-
the origin are ¢ =constant surfaces, and » =constant sur- t 1 v ind dent: .
faces are hyperbolas whose asymptotes are the » =21 1?ns azre’ near y independent; hence, since
lines. o (r, w?) is even in w,

o (r, w?) = (=) (r, w) + al (W (r, —w).
equation, as » -« in either I or II, becomes (2.7)

equivalent to the Schrddinger equation for a

Given any two solutions of the wave ati th
charged particle moving in the Coulomb field of ! Y aHo ve equation, the

W kian,
a nucleus, and the solutions either behave as ronskian
. d ., do' )
. . exp(+ i qr + [(2w? —m W/ qlinr}) W(p!, p*)=r(r - 2M)<¢>1 — ¢? —“‘2¢‘> , (2.8)
o, W), prnER , dy dr
2.5) must be a constant. It is straightforward to cal-
2. culate
i 2 _ 42 2
or as the complex conjugate, where ¢°= w* —m*. W ) @), 8 (s —w)) = diw M2 M) (2.9)

The equation is analytic in w, and the function
¢=(w®-=m?)"? is analytic in the cut plane shown in and
Fig. 2(a) with Img>0 on the first sheet. Thus

e 1 2\y = 9; MPa?
o' (r, w?), defined as the solution to the wave W, @), 670, W) = 20w @MY (). (2.10)

equation, (2.4), which behaves as indicated in The complex conjugate of the wave equation is the
Eq. (2.5), goes to zero as » — . wave equation for w*? rather than w?; hence

For complex w, the other solution becomes in- Lol (r, w*2)|* = (=1)' o' (v, w?), ' (r, w¥)|*= ' (r, -w),
finite as » —«; it is most conveniently character- and [a'(w*)]* = (-1)'a’(~w). For real w, q(w — i€)
ized in terms of its behavior near » = 2M, which = —qg(w + {€) and

W(p(r, lw=ieP), o (r, lw+ iel)) = 2i(~1) /q
= 2w2MPla' (- w + ie)at (w + ie) — a' (w - ie)a (- w - i€)],
or (2.11)

et (w+ ie)P = lwg(w)@MP]™ + o' (- w—-ie)P.

In the interior regions, P and F, there are the sary. (Persides® chooses the regular solution;
two solutions ¢'(r, +w); the equation has a regular this is wrong.)
singular point at » = 0, but the appropriate bound- The boundary conditions across the event hori-
ary conditions there are not known. In F (P) it is zons are simple in terms of ¢(r», t); however, the
a singularity in the future (past) and it is not pos- Fourier transform §(r, w) is the integral of
sible to specify, a priori, what the wave function ¢(r, t) over all {; hence it contains information

should do there; it also turns out to be unneces- about both boundaries. In order to recover the
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boundary conditions, consider a wave packet
= 4 _
¢;(r,t)=f 2—:e"‘“'¢'(r,iw)f(w), (2.12)
where

[ 82 et = et

and f(/) forms a well-localized wave packet. Then,
for r=~2M,

P (r, w)= w@MPgwRla' (- w - i) ¥ (7, (w+ ieP) = [a’ (- w + ie)|[*¢' (7, (w — i€},

then
O, ) % lwo(2M?2/i g r]

f

xf(ttZMln%) ,

and the ¢’ (r, + w) solution describes a wave packet
which propagates across the » = 2M, (= += event
horizon but vanishes at the other event horizon.

In order to investigate the behavior of the wave
packet as ¥ — o, write

(2.13)

d

X)Lal(" Wy = if)]*exp(i{%” —wyl _M[(m2 + 2q02)/qo]1n7})f<t ‘(wo/qo)r* - dT arg[ax(_"‘)o_i€ )]*)
0

— (= Dot (= wy + i€)|*exp— i{ qgr + wot =M [(m? + 2¢,2)/q,)1nr})

x f([ +(wo/ g * _d% argla’ (= wy + ie)]*)% ,

where
r*=7+2M|[1 - (m?/2q2)lnr.

In the distant past the second term, for w,>0,
consists solely of a wave propagating in from
infinity,; the probability flux is given by

JHE, 0= V=g g* ko 8,0 (2.15)

hence to have unit probability, the wave should be
normalized so that the total flux from infinity is

[:dtlf(t)|zw1a(wo+ i)E=1, (2.16)
and that out at infinity is
[ a2 o -y

_lalzwgmie)f g 4

T la(w, + ie)P

Thus, the probability of the wave’s reemerging
at infinity is |a(- w, —i€)F/|a(w, + i€)F.
The flux in through the event horizon is, then,

2MP2w, f’odt [AE) P = [gowoMP |o(wq + i€) B,

(2.18)

and the Wronskian, Eq. (2.11), guarantees that
the total probability is 1. Thus, the solution §(», w)
describes a wave propagating in from infinity with

(2.14)

r

nothing coming through the past event horizon,
scattering back with the probability given in Eq.
(2.17), and entering the future event horizon with
the probability given by Eq. (2.18).

In region F (P), ¢'(r, w) describes a wave mov-
ing through the event horizon connecting F (P) to
I (II), while the ¢'(», —w) solution describes a
wave moving through the other event horizon. If
a solution is known in, say, I, then, to calculate
the continuation into, say, F, write the solution
as a superposition of ¢! (v, + w). The ¢! (r, + w)
must be continuous across the event horizon be-
cause

e~ Uty w)~exp[— iw(t + 2M1n__~rr ;A%IMlﬂ: etvr

which is continuous and finite. The other solution,
when used to form a wave packet, vanishes;

there is no condition on that solution and any
amount of it may be added; it describes a wave
having entered F from II.

B. Rindler space
The Rindler space metric is given by
ds? = — Z2dt% + dZ% + dx* + dy*, (2.19)

and the complete analytic extension is given by
z= Z coshr, t= Zsinht, and the metric becomes

ds?= —dt* + dz% + dx® + dy?, (2.20)

the usual Minkowski space. There is a singularity
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at Z =0 and the original coordinates, Z>0, only
map region I of the space, which is shown for
fixed x and y in Fig. 3. In the other regions, the
corresponding coordinates are

z= Zsinht, t= Zcosh7r, 2z,t<F
(2.21)
= - Zcosht, t= -7 sinht, 2z,t< II

and

2= = Zsinh7t, t= - Zcosht, 2,t<P
where Z>0 in each region. The metric becomes

ds® = (= Z2%d7* + d2?) + dX® + dy? (2.22)
where the + (-) holds in regions I and II (P and F).
The metric is, in each region, independent of 7
and there is a Killing vector’ associated with the
symmetry. This vector is timelike in I and II

but spacelike in P and F. Interms of the Minkow-
ski space, it is easy to see that the symmetry is

— — 2 2] a
[-8,v=g g""8,+ m*=glo(x)= [i(l 2

where the + (-) sign applies in regions I and II
(P and F), as in (2.22).

The equation is translationally invariant with
respect to x, y, and 7; hence

dvdk.d ;

(2.23)
and the Fourier transform must satisfy

2
[—;—a—az— %—%t(klzﬁt k22+m2)jl¢>(2, v)=0.
(2.24)

This is Bessel’s equation of imaginary order, iv,
and imaginary (real) argument. InI and II the
argument is imaginary and as Z -« the solution
either grows or vanishes exponentially; the vanish-
ing solution is the one which is well behaved at

Z - gpatial infinity, K;,(¢Z), where ¢

= m?+ k2 + k)2 As Z -0, the two possible solu-
tions are

iV
qZ) ! (2.25)

[tiu(qz)~<7 Tlziv) "
In order to interpret the solution, again consider

a wave packet as Z- 0,

v _ivs C(12iv)L;, (g2) (V)

27 ¢
. 7\ iV
ze"”‘”("—f) 0]'<chln%> . (2.26)

Zar? 0z 0z

FIG. 3. Complete analytic extension of Rindler space
(better known as Minkowski space).

just that of invariance under Lorentz transforma-
tions along the z axis; the parameter 7 has nothing
to do with time.

The wave equation then becomes

8% 8
>—<B—\E+BT>Z+MZZ](Z)=O,

r

Thus 1,;,(¢Z) describes, as Z-0, a wave packet
moving through the event horizon at Z=0, 7= teo.
The Wronskian,

d do'
W(o', ¢’2):Z<¢IE ¢>2—% > (2.27)

is a constant and

2i sinhmy
W(l_;,,(qZ), Ill/(qZ)) = _—‘;-T—_—— s

while

_in [1,,(92) - k42)]
KilaZ)= 2 sinhmv ’

(2.28)

hence
W(I“‘U(qz)y Kxu(qz)) = 1 .

In regions P and F, the equations are the same
except that the Bessel functions are of real argu-
ment, J,;,(¢Z) or H};?*(¢Z). As the timelike coor-
dinate, Z, goes to infinity
tiqZ

H%q2) 7~

e

im EEUP
e i /4e 1/2’

747 (2.29)

while, as Z-0,

1 il
_ ~ 292
Jhu(qz)z—-o F(l + LIJ) )

with

J_i(qZ)-e " J;,(gZ)
sinhmy :

H?u(qZ)z
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The Wronskians are, then,

2 .
W(J;,(q2),J_;,(q2)) = ;;Sinhmy,

2% _.
W(H%u(qz)y‘]-iv(qz)): ?e V,
(2.30)
and

W([{fu(q Z), Jiu(q Z)): zTr_L .

In order to find the continuity conditions across
the event horizons, coordinates which are contin-
uous must be used, e.g., 2,{. Then the solution of
the wave packet in I and II, Eq. (2.26), becomes
as Z-0

expl+iv Insq(z ¥ )] A(F Inkq (z ¥1)),

which may be continued across the Z = ¥ event
horizons to yield

explivnyqZe™ | f(Insqze™)

in P or F. These, in turn, may be written as

f% e + iv) (g 2)f (v),

and the /,;,(¢Z) continues over into J,;,(qZ) across
the Z=0, 7—- ¥« event horizons. The other solu-
tions vanish at the event horizon, do not continue,
and must be otherwise specified. For example,

if a solution is known in I, then the continuity con-
ditions determine the coefficient of J_;, in F, and
J,iy in P but not conversely. The J,;, in F and
J_;, in P components must be determined either
in terms of some knowledge about F (P) or about
region IL

III. THE GREEN’S FUNCTIONS

In Minkowski space, the Green’s function for
the scalar field is the time-ordered product

Glx —x")= 0| T(¢(x)p(x"))|0)/(0]0)
=[6(x° = x°)i{0 o (x)d(x)|0)
+0(x" = x°)i0 o (x")p(%)]0)]/¢0[0), (3.1)

which, because the field ¢ satisfies the homogen-
eous wave equation (= 8% + m?)¢p = 0, and the equal-

J

Glx, x") = i0]T(e(x)¢(x))[0)/{0|0)

i0]p(x)p(x)]0)/(010), x<=J*(x")
0o (x)o(x)[0)/€0[0), x"EJ*(x)

0 | (x)$ (x")[0)/€0]0) = i{0]¢ (x")p(x)]0) /0|0),

time commutator

6, 1), o', )] = —i6D(F - ), (3.2)
must satisfy

(=02 +m?)G(x —x")= 8(x —x'), (3.3)

and, because |0) is assumed to be the lowest-
energy state of the system, all the intermediate
states in (0]¢(x)¢(x’)|0) must be of higher energy
and the frequencies which appear are positive.
These conditions lead to a unique specification of
the Green’s function,

d4p eiﬁ lx-x")

Glx —x')= @2m) m?+ pP—ie’

(3.4)

where the —ie determines the contour to be followed
in performing the integrations and, therefore, the
boundary conditions on the Green’s functions.

The process of specifying the boundary conditions
also defines the vacuum state. In the case of a
curved space, the significance of the coordinates
is not clear and it is, in general, not obvious
what the time coordinate is with respect to which
the positive-frequency condition must be applied.

In any case, the action for a scalar field in an
arbitrary metric space is (no R¢? term is included
because the metric is source-free except at » = 0)

W=fd‘*xf—E[-%(am)g"”(av¢>)—%m%zl. (3.5)

The momentum conjugate to ¢ is
oW
5
where ¢ = n"3,¢ and n*g,,n"= -1. The timelike
vector n" defines (locally) a spacelike surface.
Locally the coordinates may always be chosen to

be Minkowskian, in which case the commutation
relations read

5(x° = x"%) b (x), p(x")]

nN—=8 gullau¢ s

= 16W(x - x'),
=0n - (x = x") [V=gn"s,¢(x), o(x")]
= i69(x - x'), (3.6)
and
Lo(x), p(x")] = 0, for x,x’ spacelike . (3.7)

These relations imply that

(3.8)

(x, x")* spacelike,
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where J(x) is the causal future of x. The function
is, then, symmetric under the interchange of x
and x’, and the vacuum state is yet to be defined.
This is, for the Minkowski space, the requirement
that the vacuum be the lowest-energy state and
that ¢ operating on it increase rather than decrease
the energy. In the general case, such a definition
is ambiguous because there is no globally con-
served energy, but, in the two cases at hand, it
is possible to generalize the definition of the vacu-
um and, further, to show that the vacuum so de-
fined is stable and that, in the asymptotically flat
regions, the generalizations correspond to the
positive-energy conditions. The generalizations
are different in the two cases at hand, so I shall
not attempt to define them more carefully here.

It is convenient to record here the equation for
G(x, x") which follows from the Lagrangian given,

(—8,8"" V=g 8,+ m¥=g)G(x, x') = 6¥(x - x"), (3.9)

and the stress-energy tensor density,

TH(x)= 2

w
Ggp Sx)

= 2"N0,0)(8,0)g% V=g

W
-i—%—é’(gwa@acmmw). (3.10)

A. Schwarzschild space

The differential operator in the equation for the

Green’s function, Eq. (3.9), is the same as that
—J

F: 9 2
l:——r(r-ZM)a—y-+ W+ 1) +m?®>? - ;w:y—

oY 2

Usually, the solution is just, for complex w, the
product of the solution regular at infinity evalu-
ated at the larger coordinate times the solution
regular at the inner boundary (here 2M) evaluated
at the smaller coordinate and divided by the
Wronskian of the two solutions. Here the bound-
ary condition at the “inner boundary” is not well
defined.

For » and 7’ in I, the situation is essentially
the same as the usual flat-space situation. The
standard positive-frequency boundary conditions
may be obtained by taking

WY i)' (o, w?)
W (2MPa' (Vw?) -

G'r,r;w)= (3.14)

The Green's function is then analytic in the cut
plane shown in Fig. 2(b). This analyticity is
chosen because as ¥ -« the space is asymptotical-
ly flat and the metric static; hence the appropriate

SM]G'(r,r’; w)=b6(r-7').

for ¢, Eq. (2.2), and G(x, x’) may be expanded
just as ¢,

G(x,x")= 2 Y76, p)YT*(67, 07)

? dw
-1 - 4
XJ, e it t)Gl(;.,rr,, )’

or (3.11)

where G'(, 7'; w) and the precise contour are yet
to be determined. The symmetry of G(x, x’)
implies that G'(»,7’; w)= G'(»’, »; —w) and that
the contour is symmetric under w~- —w. The ap-
pearance of { —{’ requires some comment; for

x, x’ both in the same quadrant, the ¢ translation-
al invariance implies that only the difference of
the coordinates may appear. When x and x’ are in
different quadrants, say I and F, the result still
holds because the generator P, E]dou‘f“l is a
conserved scalar independent of the spacelike
surface on which it is defined. The vacuum state
is defined to be invaraint under ¢ translations;
hence

0= (0B, ¢(x)¢x")]0)

= i(Z + 277) Ol IoteNI0) (3.12)
Then, G'(r,»’; w) must satisfy
(3.13)

—

boundary conditions are the usual ones and the in-
tegration contour must be the usual one. There
are two differences here: (1) The boundary con-
dition at the event horizon is not one of regularity
but of specifying the flux out through the horizon
in the past, and (2) there is no condition on the
frequency components for w < because these
drop off exponentially in any case. Because of
these differences, a homogeneous solution which
is well behaved at infinity, ¢'(r, w?), must be
added and its coefficient determined. If o'(w) pos-
sessed zeros in the upper half plane, the form
given in Eq. (3.14) would have complex poles on
the first sheet; in Appendix A, I prove that a'(w)
has no zeros in the upper half plane. Then, for
v,v' < I

W, V)o' (ry, w?)

Gl (r,r” w): 2‘7(02(2M)2a‘( /wZ)

+iB(w?)g' (r, w?)o' (', w?), (3.15)
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where B is taken to be analytic in the cut plane
and is yet to be determined.

In order to determine B, let x approach spatial
infinity in the future and consider the terms which
describe an outgoing wave. This wave must be
associated with either (1) the production of a parti-
cle existing in the final state, (2) the annihilation
of a particle existing in the initial state, or (3)

— |

the annihilation of the particle created by ¢(x’).
If I define the initial and final states so that the
first two cases do not occur, then only case three
can obtain. But if x’ is then allowed to approach
the event horizon, only the wave entering from
the past event horizon can contribute to the pro-
duction of the particle annihilated at x. For t>t/,
the Green’s function becomes

(7 dw iuteeen )
i il BN W —iwlt-t")
Gl bt )—Ljo‘ on ¢ ) 2w(@MP

1 [w' (r’, w)o'(r, (w + i€ )

al(w + i€)

LV —0)0' 0, (w - ie)) J

al(—w + i€)

+ B((w + i€)?)p' (7, (w + i€ P)o (v, (w + ie)?)

— B((w = i) r, (- i)', (@ - ieP) L |

and the outgoing wave at infinity is described by
the ¢'(7, (w + i€)?) terms. Then, the B term de-
scribes, as x’ -~ F, a wave traveling into F and
the particle at x is not necessarily the particle
created by ¢(x’). Thus, for w>m, B(w?)=0, and,
if it is an analytic function, it must vanish identi-
cally.

Now, x’ may be continued into P and

o [T dweT G w0)ol o, (w + i)
Glx, )= ‘fu 2120 (2 MPa’ (w - i€)

+ ‘f g%e—iw(t—t’l¢l(7/, —w)cb’(r, wZ)C(w),

-

(3.17)

with the second term coming from the arbitrary
additional solution. The particle associated with

x' propagates from P to II and cannot be annihilated
by ¢(x) for x in I; hence C(w) must also vanish for
|w|> m because otherwise ¢(x), as » —=, would
describe the creation or annihilation of a particle
which was not created or annihilated by ¢(x’).

For w?<m?, continue x’ into II; then, the solution
must be

G(x, x’)=if‘ %e"”(""’@‘(r’,wz)d)'(", w?)C (w)

(3.18)

because the solution damped at infinity must be

J

G, r;w)= i0 (W' (r', w+ ie)d (¥, (w + i€)?)/2 w@Mat (w + i€)],

and G' vanishes for ¥ £ I, v’ = II. These results
as well as results of a similar analysis for »' € F
are recorded in Table I. The terms for »’ = I and
7 anywhere else are obtained from the symmetry
of G under r -7’, w—-w. If7 and »’ are in II,

3.16
‘ (3.16)

—

used. Now, the Green’s function may be viewed,

in I, as either creating a particle which propagates
into F or annihilating a particle which emerged
from P. In Minkowski space such a phenomenon
occurs: Two field operators at spacelike separa-
tion, as here, have some probability of respective-
ly creating and annihilating an excitation. There,
however, the probability decreases exponentially
with increasing distance, the scale being given by
the Compton wavelength 1/m. Here the scale is
not the same, and this particular term is not dic-
tated by any boundary conditions. I therefore take
C(w)= 0 for all w; it must be zero for w*>m? to
avoid the description of preexisting particles, and
for w?< m? the last argument indicates that it must
vanish there also. (Note that, although the distance
along a ¢ =constant surface from a point in I to

one in II is finite,

f' ——————d; ' < oo
y A=2MAr )72 70

the phase of a wave is given by

exp~s' iw[r + 2Mln<r ;5{”)]}

and a point in II is an infinite number of wave-
lengths away; thus the regions are disjoint as far
as the wave equation is concerned.)

Thus, forrel, ' <P,

(3.19)

r

then everything is the same as for I excep! that
the coordinates ¢ and {’ measure the negative of
the time; hence, in terms of these coordinates
a negatively time-ordered product is required;
however, the positive-frequency condition is then
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relative to (=) rather than {. The combination
of these two changes results in the same conditions
and the same Green’s function as in region I.

The remaining sectors are forr € Pandr’ € F
and vice versa; these are straightforward to cal-
culate by taking, say, v’ F and continuing »
into P from I and from II. The combined results
determine both the positive- and negative-fre-
quency parts. The same procedure applies for
v,v'€ Porr,r’ € F and yields the results shown
in Table I. An elementary consistency check is
provided by the fact that the resultant Green's
function then satisfies the correct inhomogeneous
equation in every region, although it was only im-
posed for »,»’ € I and r,»’ € IL

The resultant Green’s function is, at first look,
strange: As an event horizon, say [— +w, ¥ =2M,
is approached from one side, the solution e~*“*
y(r, —w) appears while its continuation on the other
side does not. I have shown that this solution
describes a wave moving through the past horizon
at { = —o and have dropped it. Rather paradoxi-
cally, a wave packet constructed from this solu-
tion may vanish at the event horizon without its
derivative vanishing there. To see this, use the
coordinates 7= t+ ¥ + 2M In|(r - 2M)/2M| and »
which are nonsingular coordinates at the event
horizon. Then the metric becomes

ds®*= =(1 =2M/r)d1* + 2d7dr
+73(d6? + sin?0do?),

and the wave function becomes

d ;. -
| ey, ~)f @)
=y f<1 -2M-4MIn

r—2M\>
oM |/’

with lim, ., f({)= 0. However,

o am |\,
aT'f_'<l+r—2M)f’

which need not vanish as »-2M. At first sight
there should be a requirement of continuity of

the derivative across the event horizon which can
be met only if f vanishes. This is not the case for
7 finite and » ~ 2M, if f obeys the wave equation

9 2a .
[—287_(7’ po +1>

—gr— r(r - 2M)a—:+ W+ 1)+n1272]f: 0,

)

near the event horizon. Then, 8(» —=2M)f(+-+) is
an equally good solution because the additional

and

y=2M
2M

f~f<7 - 27 = 4MIn|

Green’s function. G(r,¥’;w), in Schwarzschild space-time.

TABLE L.

v

v I

r'EP

$6(—w)P (r', —w)pl br, w? +ie€)
2(—w) (2 M)’at (—w +i€)

0w o', w)ptor, Wl +ie)
2w (2 M)2at (w +i€)

Y (re, Wirig)?) ¢ler,,wi+ie)
2wl +ie) 2 (2M)al ((w? +ie)7?)

re&l

i (r, @ i)V (v, WP +ie)VD) ot (—(w? +i€)!/?)
2 +ie) 2@ M)2at (WE+ie)!?)

0w ir,w)l o', w? +i€)
2w (2 M)%at (w +i€)

, (W +ie)'7?)

2w +ie) 22 M)’

i (ry, =@ +igVD i (r

2(—w) 2 M%)t (—w +i€)

10(—0)P (r, —w* pror', Wl +ic)

i0(W)Yt o', w)ptr, w? +ie)
2w (2 Mot (w +ie€)

it (re, (W2 +ie) ) ol r,, wi+ie)
2T +ie) 2 @Myl (@ +i6)7?)

$0(—)P (0, )t br, WP +i€)
2(—w) (2M)2at (—w +i€)

i (7o, @ +i€) VD) g (7, =P +i€)1/?)
2@t +ie) 2 (2 M)

$0(=w)t r, )Pl ', w2 +ie€)
2(—w) 2 M) 2! (—w +i€)

i (7, @° +i 1) ! (', WP +ie)) ol (= (! +i0)!7)
20 +ie) @Ml (Wi +ie)'7?)

2w (2 M)’at (w +i€)

i0(w)Yt br, w)pt ', WP +iE)

r&F
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terms arising from the step function are

- 27%0(r - ZM)[B—B;+ <1 - &KI) ﬁ-}f

r | or

- a—a;[r(r - 2M)6(r - 2M)f] ’

the first terms vanish as » approaches 2M while
the second term vanishes as long as (¥ —=2M)f
does. Thus, the wrong solution does vanish
across the event horizon and continues to satisfy
the wave equation in spite of the apparent dis-
continuity in the derivative. Althoughthe Green’s
function possesses a cusp at the event horizon, it
still satisfies the wave equation there, provided
the e™*“!y(r, —w) contributions vanish at the event
horizon.

The e “!§(r, —w) contribution to the Green’s
function as the future event horizon is approached
depends on the low-frequency behavior and is
dominated by the w~0 dependence. The relevant
terms are

dw e-iu/ﬂ-t') {[/(V, __w)

) ae @ atw) OO

For small w, a(w)~a —ib/w and

o(r,0),23ya-b2MIn

v —-2M
2M

As long as b does not vanish, the w integral is
well defined and the expression vanishes; however,
b cannot vanish because, interms of r*=17r
+2M1n|(r —=2M)/2M|, r¢(r, 0) is concave upward
and must go to infinity as »-2M. For m = 0, the
argument is more complicated because the cut in
¢ extends down to w= 0 and ¢ becomes singular

as w=0 (¢~ d/w Y. But a'(w)~(1/w'*Ya-ib/w),
and the same results obtain. (If the calculation is
performed in one space dimension so that V=g=1,
then ¢**“"* is an exact solution and b does vanish;
in that case these considerations do not hold be-
cause the Green’s function has a logarithmic sin-
gularity.)

This Green’s function may now be used to dis-
cover the properties of the particles in the ex-
terior region. There are two states for w>mi:

The particle may come in from » = © or emerge
through the past event horizon, and it can either
escape to infinity or reenter the black hole. In
general for w very large the two eigenstates are a
particle proceeding directly from infinity into the
black hole and a particle emerging from the past
event horizon to escape at infinity, while for

w< m the particle will usually be reflected from
the effective potential so as to return to its source,

J

6(29 Z’; V) k) = %Kiu(qZ>)|.e'U1—iu(qZ<) - e—ﬂuliu(qZ<)J/Sinh"V+ B(Vz)K“,(qZ)K”,(qZ’) .
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FIG. 4. The effective potential, U =1/r +L2/r*(1 =2/7),
for a classical particle moving in a Schwarzschild metric
U is measured in units of mc?, » in units of £ the
Schwarzschild radius, and the angular momentum is
chosen so that the potential minimum is at » =20.5.

as shown in Fig. 4. For 0<w<m, there is a
single solution consisting of particles emerging
from the past event horizon and reentering the
black hole (the “bound” states eventually penetrate
the barrier to enter the black hole).

All the above properties as well as the reduction
formulas for the creation and annihilation of
various types of particles in the different regions
are derived in Appendix A.

B. Rindler space

Just as in the case of the Schwarzschild space,
the differential operator for the Green’s function
may be expanded in terms of the same set of basis
functions as the solutions of the homogeneous
equation

dvadk,dk, | , N
G(X, x/)= f 12261")’3 kz et[kl(x—x Yrky (v =y) =v (T =-1")]

xG(Z, Z'; v, k), (3.20)

where k= (k2 + k)% and G(Z, Z’; v, k) must obey

1 8 3 V2
-=—=Z—=-— (K HG(Z,2Z2 v,k
[zaz 5z "W m )} ( )
=6(Zz-2"), (3.21)

where 6(Z - Z’) is defined to be zero if Z and Z’
lie in different quadrants and the +(k?+ m?) applies
if Z lies in I or II, while —(k* + m?) applies if Z
liesin P or F.

For Z,Z' € 1, the Green’s function must be the
product of two solutions of the homogeneous equa-
tion divided by their Wronskian; it must be well
behaved at infinity and symmetric under Z— Z’,
v— —v. The most general such solution is

(3.22)
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There is no asymptotically free regime here,
i.e., a region where there is an asymptotically
flat space and the particles have infinite time
separation, and, in fact, no singularities in v; G
is an entire function of v which, being neither
constant nor vanishing, must be infinite in some
direction as v— = in the complex v plane._ There
is nothing more to be said here; the integral is
constrained to run along the real axis. I have,
naturally, chosen the term which is the solution
to the inhomogeneous equation so that B(v?) van-
ishes; the inhomogeneous solution term will always
have the asserted properties, and I take B(/®) to
share them.

Now continue Z’ into P; the continuity conditions
then require that 7_;,(¢Z’) continue over into
J_;,(qZ’) with an unknown amount of J,;,(¢Z");
hence, for Z €1, Z’ € P

e — miB(1P)

G(Z, Z,;Vyk): _[Zsinhwu :lKiu(qZ)J-iu(qZI)

+K; (gZ)X(v);,(gZ"),

where X is an unknown function of v.

In P, as Z’'—~» the time separation goes to in-
finity and it is now possible to impose a positive-
frequency condition on the bona fide time coor-
dinate Z’; as Z’—, it is moving into the distant
past and for fixed 7 is (—¢’); hence the positive-
frequency requirement is that the solution goes
as e’ = g it~ pmivZ’ Byt the H12 (¢Z') solu-
tions go as e**?%; hence the H3(¢Z’) solution is
required, and for Z <1, Z' < P

e" —miB(W?
e = TBW) K (a2 a2).

(3.23)

The continuation of Z’ to II is straightforward and
yields (G must vanish as Z’—«)

G(szl; V’k)= -

G(Z, ZI, IJ,k)= _ll - ﬂiB(Uz)e-U 1.'JKiu(qu:3rl(iutqZ/)

(3.24)

for Zel, Z' ¢ IL

The continuation of Z’ in F from II, together
with the positive-frequency condition for Z’ in F,
namely that H?,(qZ’) appears, yields

G(Z, 2", v, k)= = 3[1 —inB()e™""|K; (¢Z)H}.(42"),

while a direct continuation from I yields

G(Z,2', v, k)= =31 —inB(P)e™ K, (¢2)H3,(42") .

The two can be equal only if B= 0; hence
G(Z,Z';v, k)= - 3K, (qZ)H},(4Z"). (3.25)

The Green’s functions for all sectors are dis-
played in Table II. This Green’s function is pre-

in Rindler spacec-time.

Green's function. G(Z,Z';w).

TABLE II.

Z'< 10

Z'=P

=1

Z'

4K, qZ)H ) qZ")

K, qZ)K;, qZ")

m

2

—~
N
=

83
=
N
>
=
g

)
-
|
~
N
=
=5
:
1
V
|
~
N
>
T
~
g
Y]
>

N qZH (D q2)

(2)
i

sime™H;

1
-2

e™HY Q2K ,;,qZ")

1

) o qZ)—e™d;,qZ] -

itH® gz,
2 sinhmy

Z.P —SHP 2K, qZ")

e"K, q2)HD qZ")

1
2

ll’mll-i,,(ng) _L,“W!‘[” (qz()] -

Kin (qZ>)_
2 sinhny

7t

) (q

@
1L

K, qZ)H!

1
-2

K, qZ)K 1, (qZ")

2

Z_ Il —

) [~ @Z )

iTH f?.‘ qZ.
2 sinhmy

HYQZ)K,, 4q2")

1
2

~bire™H{) GZH[}) qZ')

e™HE GZ) K, qZ")

!
2

Z_F

_e","]iv' (qZ<)l
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cisely that of the ordinary Minkowski space, ex-
pressed in Rindler coordinates and Fourier-
transformed with respect to 7; the equality is
demonstrated in Appendix B.

Since the Green’s functions in the Minkowski
and Rindler spaces are equal, there is nothing
more to be said: The quantizations are equivalent.

IV. STABILITY OF THE VACUUM

In the preceding section, I assumed that there
was no flux of particles out through the past event
horizon or into the future event horizon and found
a consistent quantization for both the Schwarz-
schild and Rindler spaces. The latter was pre-
cisely the usual Minkowski space quantization, so
there is nothing more to be said. The Schwarz-
schild space quantization is much more compli-
cated and the time (r) dependence of the metric
inside the event horizons is real: A real singu-
larity develops. Thus, the question arises as to
whether I have, by choice of boundary conditions,
chosen the “vacuum” states (past and future) to
be just those states for which the time (») varia-
tion of the metric absorbs (produces)all the particles

5
THy =
BTy =25

ow
uv

1
- AP <—-
0rgTN-g O\ g

)\/:g_rG"” + dav—gla(g* g"°

initially (finally) present but the vacuum state is in
fact not stable; i.e., the past vacuum does not
develop into the future vacuum and is not the
lowest-energy state.

The question of the stability of the vacuum can
be answered from the properties of the Green’s
function already derived. In the process, I shall
calculate the vacuum matrix elements of the
stress-energy tensor, Eq. (3.10); it is no more
well defined than in Minkowski space but, just
as there, it can be renormalized. The counter-
terms necessary to define the stress-energy may
be inferred by considering the problem of coupling
the scalar field to a more general gravitational
field; they must appear as invariant terms in the
Lagrangian; hence the allowed terms are

oW = fdx[é)\f—zr+ 5(1;—7’G> V=gR

+ dav—gR? + GB\/:gR“,,R’“’:l, (4.1)

and the corresponding contributions to the stress
tensor are

+guogux_2guug)\0)R'x: 0_(2Ruy_%guuR)RJ

= OB (2R S+ RYUH  —RMVI® o - gPU R, G) - 4(g" 8" - 48" 8 WRaaR ). (4.2)

In the case at hand, only the renormalization
of the cosmological term, 6Av—g, can occur be-
cause the Ricci tensor, R*", vanishes everywhere
(except at » = 0) for the Schwarzschild metric.
These divergences are a purely local reflection
of the singularity of the theory at short distances
and may be calculated, at any given point, by taking
coordinates which are locally Minkowskian. The
counterterms must be and, when explicitly calcu-
lated,® are purely real if they are not to destroy
the Hermiticity of the Hamiltonian. The presence
of the divergences and the necessity of subtracting
the stress tensor means that nothing can be said
regarding the positivity of the energy density in
the “vacuum” or the validity of the singularity
theorems of Hawking and Penrose®; it does not,
however, prevent a calculation of the stability of
the vacuum or of the energy of a particle state
relative to that of the vacuum.

The calculation of the Green’s function does not,
in itself, yield the vacuum persistence amplitude,
(0 out|0in), where the specifications “out” and

“in” are added because the equivalence of the two
states is to be proved. However, the change in
any matrix element due to an infinitesimal change
in some external parameter, 2, is

6(A|B) = i(A| oW |B), (4.3)

where W is the change in the action due to the
change in parameter. This is most easily seen
from a functional integral formulation in which
matrix elements are defined by the functional
integral:

@ @lo = [ o) e N0, A]; (49
hence
5Flo, A = KT(eWlo, AIF(o, A
+(T(6F[o,A]). (4.5)

The result of varying the background metric,
&, inthe action, W, is
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Wlo,g1= [ atx og,, 7(6.4. )

"

L dixog,, Tglet g0 bt N0 000) - g Rl (4.6)
hence the change in the vacuum persistence amplitude is

6(0out [0in) = i f d*x0g,,V=gl(g" g"° - 5¢"" g*°)0out (8, ) (x)(8,0 )(x) |0 in) - 5m22g"*(0 out|¢p?(x) [0 in) ]

fd x0g,,V=g(g"g"% - 38"" 8" "Woxx 8510G (%, X5 8)c ¢+ = 3m?g"" G(x. x; £)(0out [0im) .
(4.7)

It is convenient to write this as an equation for the logarithm of the vacuum persistence amplitude and
to recognize that

Glx,x'; )= (x|(=9,8 V=g o, + m¥=g ) ' |x"); (4.8)
hence

61n(Oout [0in) = -} f dxdx’{x" |5(=8,g V=g 8, + m>=g ) | x)(x |(~=rg V=g 8, + m>V=g ) |x")

= -4 tréG7IG, (4.9)

where the trace is over the space-time coordinates. The trace is the definition of the variation of the
Fredholm determinant of G; hence

8{(0 out [0 in)(detG|g])~1"2}= 0,

or (4.10)
(Oout|0in) = det'2(Glgl/Glnl),

and the vacuum persistence amplitude is determined by the Green’s function.
In order to establish that |det(Glg]/G[n])|=1, return to the form for the variation of the vacuum persis-
tence amplitude, Eq. (4.7), and consider variations of M. Then,

bg,y = (26M/r 04,6+ 6,,07/11 — 2M/7)[?} (4.11)
and

1 v_ 2.5 v V() (99

56g,, T"" = (8M/r)r sm9[<r — 2M> <8t> + <ar> }. (4.12)
hence,

51n¢0out |0 in) = <[ +L+[+£>d4x6M751n0{[<;%m>2:—taat, aar di]c(x x’ %x,ﬂx
=i25MZ(2l+ I)I:dt\:[mmrdr[[mdw<

Lt |)

rwy
y=-2M

ar

wry
v - 2M

(=gl
2w Z or

)

[l (g ) sl
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Thus, the variation of In{0out |0 in) is purely imag-
inary and the probability of ending in the state
(Oout| if the system started in the state |0in) is
unity; i.e., the vacuum is stable. To reiterate,
the imaginary part of 6W is finite and not renor-
malized; it vanishes here, and hence a change in
M does not change the absolute value of (0|0) and
the probability that the initial state ends in the
final state.

J

OIT(P)T* (D (¥'NN0) = <O |T(D(x)p (x"))0)X0 | T ()[0)
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In order to calculate the matrix elements of the
stress-energy tensor in a single-particle state,
the four-point Green’s function,

=] T(o(x)p )y )p(x'))|0)
= G(x, 2 )G(y, y") + G(x, y)G(', x')
+ G(x, ¥y )Gy, x'), (4.14)

is required. Then,

=+ Gy, YR B X)) + ()N (y) - g (g (=82 5,0 + 8 WI-gW2n2} GOy, x7) .

(4.15)

The reduction formulas from Appendix A, Egs. (A13) and (A16), together with the expression for the
Green’s function, Eq. (A6), imply that, for y € I, II and the unbound states,

@ m', i, q', in|T*' W)L, m, j, g, in) =(T** WKU', m’, ', ¢’ in|l,m, ], q, in)
- (gu )\guo + gu ogu X _guugmN_Té'r[ax(Yr’lX; :(m)e-iwt)*ao(Y;nx;(m)e-iut)l

_sz;E.guU(YTI X; '(m)e—iwt)*(Y;nX;(m)e—iwp);

similar equations hold for the bound states. The
diagonal matrix elements of 7° are manifestly
positive-definite, and the integrated energy is
also. (The positivity of the energy density, even
in flat space, does not hold for all states. Even
for a free field, if the state is a superposition of
states with different numbers of quanta the energy
density is indefinite.®) Thus, the vacuum is the
lowest-energy state, as measured in the exterior
regions and any other choice of initial state would
have had a greater energy.

This definition of the Green’s function has guar-
anteed that there is no flux of particles at infinity
and that the vacuum is the stable lowest-energy
state of the system. This was achieved by assum-
ing no flux of particles out from the primordial
white-hole region P. These results have no direct
bearing on the radiation from a black hole which
results from the collapse of a star; however, the

J

(4.16)

r

radiation predicted by Hawking is strikingly in-
dependent of the details of the precollapse evolu-
tion of the star, suggesting that the radiation
mechanism is related to intrinsic properties of
the metric itself. This calculation shows that the
Schwarzschild metric alone is not responsible for
the radiation.

Furthermore, a source inside the future event
horizon produces no particles whatsoever in the
exterior region.

To seethis, calculate the radiation which appears
at future infinity I" in I due to an external source
acting in F. Then,

{Oout|p(x)|0in)™ = fdx’G(x,x')n(x’). (4.17)
¥

Use the reduction formula (A12) and the Green’s
function for x€ I, x’€ F from Table I,

0 dw ¢l(r, w? + i€)lpl(’}”, _w)e—iw(t-t')

Glx, x')= i ) YN0, 9)YT7 (6, ¢")

which has only negalive frequencies in {; hence
the reduction formula yields

(I,m,1,q,Tout|0in)" =0, (4.18)

and there is no radiation.
The situation is very strange. A quantum field
coupled to the Schwarzschild-Kruskal metric does

o 212(—w)(2MPal (—w + i €) ’

nothing violent to the basic properties of the
system: There is still a stable vacuum and, for
the black hole in its ground state, there is no flux
of particles at infinity. Thus, an isolated primor-
dial black hole can exist and is a stable entity
(however, in the presence of surrounding matter
it accumulates matter along the past event hori-
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zon.'® It is quite likely that the formation of the
new event horizon would yield a flux of particles
at late times just as does a collapsing star). On
the other hand, Hawking’s result indicates that a
collapsing star produces, in the final stages of
its collapse, a burst of radiation which, because
of the large red-shift, appears at infinity as
blackbody radiation from an object of temperature
kT =1/81M.
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APPENDIX A

In region I, a function which is C” and square
integrable may be used to construct the probability
current, Eq. (2.15); the normalization is then

2n m L
[aoio= ["as [Mas [~ ar=ggo ot tao
6) () o i
= constant. (A1)

This relationship, in combination with the Green's
function

2 (w?+ie)22MPal((w? + i€)?) ’

(A2)

will yield the matrix elements of the field and the reduction formulas for the various states.
First, the Green’s functions may be written as, assuming that a’(z) has no zeros for Imz >0,

m@ e—iu!t—t'j 41‘(T<,0))¢'(1’>, (w+ i€)2) .

Glx, x") = t'Z Y76, 9)YPH(6, ')
,m 0

21 2w(2MY

e, —w)o'rs, (- ie)z)]
al(w + i€) al(-w +ie€) '

(A3)

For w>m, the factor in square brackets is nof a product, f(»)g(¥’), but may be written in terms of ¥’ (r, w)

and ¢'(7, (w + i€ %) using

Py, —w)= [or, (w+ i€)?) - a' (~w — i) (r, w)]/a’ (w + i€)

and

(=1) o' (r, (w —i€P) = {la’ (~w —ie)[*/a'(w + ie)}p' (7, (w + i€ )?) + [g(w)w(2MPa} (w + i€)] T (r, w).

For 0<w<m, ¢(w+ i€)= ¢p(w —i€) and the Green’s function becomes

—iwlit=t '![(pl(r, w2)]*¢l(rl’ wZ)

* md
O, x)= 12 Y0, o)P (0, 1) [ e

[o'r, (w+ ieP)*o' (7, (w + i€ﬁ+

[ ', w) ¥ (r, w) (Ad)

f‘” dw
* ). 4nw(2M)? lat(w + i€)|?

wMPg(w) o (w + ie)|?

The symmetry of G(x, x’) now implies that it is also symmetric under » —7’, hence,

[0, (w + i€ P)*oH(r, (w = i€ P) + [wg(w)@MP] [y (", @)]*¢ (7, w)

=[¢'0r, (w = ieP)*¢ (7, (w - i)+ lwg(w)2MP |7 ', —w)[*¢! (r, —w).

In Minkowski space only w>m appears, and the
conventional sum over states is

[ty [

0

with this normalization, the normalized wave
functions are

() ', (w+i€)?)
X2, w) = [27wg(w)2MPla(w + i€)

and (A5)

Y, w)
21 wg(w)@MPat (w + i€)’

X1, w) =
or

X, w) = [, W)l
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Either the “in” or the “out” functions may be used,

and each pair provides a complete set. The func-
tion le<,,,; describes a normalized wave propagating
in from «, partially entering the event horizon
and partially being reflected to infinity, while
x;““" describes the corresponding wave emerging
from the past event horizon, partially propagating

J

to infinity and partially being reflected back into
the future event horizon. For w<m, I shall use
the normalization _L"’dw; there is only a continuum
with no stable bound states. Then,

O, w)= ¢! (7, w?) /41w MP V2! (W),

and the Green’s function becomes

G(X, x') = LZ Y;"(O, (p)ylm*(el, ¢;)I:J‘mdw Xl(b)(,'_’ J)[xl(b)(r/’w)]*e—iwh-—t"
1,m

2dq
2w(q) 4

The Green’s function obeys its equation, (3.3),
hence the completeness relation

r? fm 1(6) 1(5)
e = ’ ’ ’ 7y | % ’ ’
O R TR dw'Lx" 0, )P0, W)

<[ g S, o@D, 0@
(A7)

From this relation and the linear independence of
X, and y,, the orthonormality relations

J

(in)(,r/, (.O(q)) ]*X;(m)(r’ w(q))e—iw'(q‘;'t-g/l] ‘ (Aﬁ)

r

T rr ) 1) e dw=w")
f7~2M o, w)x 'O, w)Ix =

2u 2w
and (A8)
* ¥3dr ,
-[M oy DG @) w(g)
_ g, Aa=d)
1] q2

follow immediately.

With these relaticns in hand, the reduction
formula is immediate; first the unordered (Wight-
man) product (the result of Sec. III, (0]0)=1 is
assumed here)

Ofp(x)p(x")]0) = Z Y7(9, o):_[mdw O, ) O, W)

(e
h o 2wl(g) £
= Z(OM(X)I@) (@lo(x")i0)
yields, with an implicit choice of phase for |a),
O] )L, m, b, w) = Y6, o), we™ -,
and

o)L, m, j, qin) = Y6, o )x"r, w(g))e ¥,

O<w<m

X;fm)(,'., u.(q))e—iw(q'l(t-t’)[X.lf(m)‘,r/’ w(q))]*% th *(9 o) (AQ)

(A10)

W

and the normalization of the sum over states, jdw or fqqu/Zw, implies the nonvanishing matrix elements

Wom' b, w |l,m, b, w) = 6w —w’)s! 6™

and

(A11)

Aoy, ¢ inllm, j, qin) = 2w(q)8(g — ¢')5;, +d; on /.

Then the states are created by

{,m,b w|=<0lf”d¢f'd9fm ridy Y6, o)X, u))@'“(u.wrl ~> (x)
T A ' hy ¥ —2M X i

- 01 [ do g e {xeol+ . 00)

and

2m b o
(l,m,j,qin|=(0(f dq)f (16[
0 0 2M 4

(A12)

3d .
r— ZyM (e, o), q)J*e”“'(w + —> (x).
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The out states form an alternative basis for which the corresponding formulas are obtained by employing
the x}“*” wave functions.

If the fields are interacting or there is some external perturbation, these formulas cannot be applied
for arbitrary ¢ and for nonlocalized waves; instead, a well-localized wave packet must be used, formed
by a superposition of the y’s which I shall denote as x(x) and the corresponding state as (x| or [x). The

reduction formula, just as in Minkowski space, is then
W o) j0) = =i lim f dod—*gg""u‘“*“(x>1*j—5L.c(x,x')

and (A13)
©lo@Ix = =i tim [ doj=g "6t 40 F i),

Then “out” and “in” specification indicates both the usual f= +~ limit and that the states previously de-
noted “out” and “in” are respectively appropriate to the limits.

As an example, I shall present the calculation of the S matrix for this process:

For w>m,

Olox) |, m, 1, q, in) = e Y76, ¢ W7, w(g))/ V21 2MPa’(w + ie)wg(w)

1 G0 w) _lat(-w—io)]*
CMNwqg a'(w+ ie) al(w + i€)

i, o) Lo P

and (A14)
O[p(x) |, m, 2, g, iny = e~ <t Y™(6, ¢)¢ (v, w? + i€)/V2w qw(2MPa’ (w + i€)

1 . 1 (oun )
_ym Siwt| @ (W =€) e 1 X (r, U-’)]
Y7o, ole [a'(w+ie) Xz (y‘w)+v%_(2M) at(w+ie) 1
The reduction formula applied to ¢ then yields the out states:
&(g - q’ -

<ll’n1/)j/3 q’a out 'lvnl’j) q, 1n> = 20)—(_%5'—(1_2 51’ 6: Si'j ’ (A15)

where
1 —la'(~w -ie)]* 1/ gw 2M
515 = al(w + i€) 1/Nqw2M a'(~w - i€)

is a unitary matrix, as is easily verified.

Before discussing the w<m: states, I shall first prove that «'(z) can have only zeros for Imz<0. For
some complex w = w,, with Imw,>0, suppose that a’(w,)= 0. Then ¢(r, w.?) is regular at both » = » and
v =2M and

’ + LU+ 1)+ 0272 o (7, woz)‘zt,

= ¢, w?) *r(r - 2M)d£; A, w,?)

o d )
0< L‘ dr%r(r - 2M)|L;qb(r, w,?)

=3

2M

° 2 | % i. R i 2.: " 2
+ fu drlo(r, w?)] [—dr ¢ ZM)dr + U1+ 1)+m ;J¢(,,w0)

w©

R ridr
oy ¥ —2M

=W, [p(r, we?)|?.

The left-hand side is real and positive, as is the integral on the right-hand side. Hence w,? must be
real and positive. Thus, a'(wo) cannot be zero for Imw,>0. For Imw,<0, ¢ is singular as » - 2M; hence
the integrals do not converge and, in fact, besides the quasibound-state zeros discussed below, a'(-in)
= 0 for » any integer and ¢*(», w) has poles at w= —in. Further, a'(w) cannot be zero for real w<M (the
proof fails for real w because the integrals do not converge at » = 2M): The reality of & ¢(r, w?) implies
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that i'a(-w’ [i'a(w)]*; hence a(w)=0 implies ¢(r,w)=0.
The reducon formulas for the continuum bound states are

{Lm, b, out|= lim fdoug”“-/:gr [Y;"*(e, o)X (r, w)l*ef 0 (1/i )Euqxwﬂ

and

[T

(A16)

- o1
|t,m,b,, in) = ‘li_‘rzlﬂc fdo WLMN-g [o(x)iO}(l/i)al,X”(r, w)YT(6, gb)e"'“‘"J .

Although th e is only a continuum, it is a familiar
aspect of, sy, a star that objects are bound and
one does ncexpect this to be altered by quantum
mechanics.In fact the quasibound states decay
with a long fetime given by the barrier penetra-
tion, and aw) has zeros on the second sheet very
near the re axis. Away from the zero a'(w)
must be, fc w<m, quite large because the prob-
ability of filing the particle in B (Fig. 4) is very
small. Thy, a'(w)=a’(w~-w,+iy), where y is
small and ( large; the contribution to the Green’s
function fra w~ w, is then, approximately,

[ U dw (90, 0?)|*(r, wRem il -t
by ATw(2 ) a?[(w~ wy )+ )

00, w0, witeieolt-t"

4w y(2M)a’? ’

(A17)

J

r

and the normalized quasibound-state wave function
is

o, wy)/(dwey) 2 (2M) o’ (w,)],

which will be concentrated in the exterior region.

The preceding discussion has applied only to
both field operators operating in the normal ex-
terior region, I; if they act in region II, the
same analysis holds, except that the states pro-
duced by ¢ acting on the vacuum are localized in
region II rather than region I. Thus, each state
must carry a label as to the region in which it is
localized.

Now consider x in F and x’ in [; the Green’s
function is

° dw e~ it=t Dyl Loor . \2
iZY}"(Q,oY,’"*(G/,QD,)[ dwe (v, we (v, (w+ i€)?)

2m2w (2 MPat (w + i€)

m
=i, QYO 00) [ dw e lanw@ME I U, w) 0 )
0

‘ © qque-iw\t-:’) ¢1(7’ w) Loutys »
* _[; %0 [21qu(21\4)2]”2 Ixz " Xr ,w)J* . (A18)
Using the 2duction formula on ¢(x’) in I, it immediately follows that, for x€ F,
Olo(xt,m,b,w, 1, out) = Y6, ple™ ¢! (r, w)/[4mw(2 M) |/?
and (A19)
O (xl,m, j, w, I, out) = 8, Y7(6, ¢)e™“ !¢ (r, w)/|21wq(2MP |2,
and, fromrhe corresponding formula for x’ € II,
Olp(xl,m, b, w, 11, out) = Y8, ¢)e'“*4' (v, w)/[4Tw(2 M) ]V/2,
and (A20)
O|p(xl,m, j, w, II, out) = 6,,Y7"(6, p)e' ¢ (r, w)/[27wq(2MP V2, m<w.
7

O<w<m

The ortynormality relation over the spacelike surface r = const is then, trivially,

M(w-w'), O0<w<m
’ 1-
- — 1'm’* o 1 _
'/‘dc-puJ‘_g X (r) w )l 9, X m(r, uJ)— 6”'6mm' X 2"06(q—q') < W (Azl)
3 s

q
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and

Ay b, w, (), outlzf (lo“g“’r Yo, ¢)e ¢ r, w)[*/[4T1w(2 M) ]1/2} al,(0l¢(x)
F

o

and

(A22)

(m, 2,w, (), out]= f ) do g""V=g YT(6, d>)e“'“'{[4,‘(y,w)]*/[anq(ZM)z]’/z}% 5,40 o (x)

ref

and the limit may be taken as » - 0. For completeness, I here record the reduction formulas ithe regions

II and P:

(d,m. b, w, I, out|= lim

t =

(I,m, 2, w, II, out|= hm f do,g"" V=g Y8, ¢)e e Wy, w)]*

—>—0

- o 1-
do g V=g Y7*(6, 9)e 1", w)I* = 5,0 p(x),
[

L (A23)
l—au <0| (p(x) ’

where the functions y are defined precisely as in region I; note that the limit is taken as (- —«the

Jfuluve infinity of region II:

Lm b, w, (), in) = };p})f do“g““v:}}}’go(x)IO') }5 Yo, ¢)e”“[¢'(r,w)]*/"[41rw(2M)ZJ‘/2%
TP

and

(A24)

[L,m, 2, w, (), in) = llmf do ,g""V- §<¢>(\)|O zl L Y6, o)™ Y (o, w)]*/Iqu(ZM)"’J””s(

Considerable caution must be exercised in the
use of the reduction formulas for the states which
are determined by their properties at or interior
to the event horizon: If there are other interac-
tions involved, they will, in general, also be
effective at the event horizon; hence, the -zt
limit from regions I or II need not yield an iso-
lated system, and the free basis states derived
here will not be appropriate. Similarly, in the
interior region, spatial separation and hence a
noninteracting (except with the metric) system
will not occur near the event horizon; as » -0,
the distance between points with fixed unequal ¢
does become infinite, and that limit may be taken
to yield the correct states.

APPENDIX B

I shall establish the equivalence of the Rindler
and Minkowski space quantizations by showing
the equality of the Green’s functions for x and x’
both in I; the other cases are easier.

The Bessel function K ;,(¢Z) is given by the inte-
gral representation!!

éf do e-qzu.shcvedl/a :Ki,,(CIZ), (Bl)
while
1 i .
1_,( Z)= - fdae-alwshae(oueﬂz,’ B2)
iwla2)= g7 ), (

where the contour is shown in Fig. 5.

The combination (e""1_;, —e~""I;,)/siimv ap-
pears in the Green’s functlon thlS is jit H,(,”,)(qu).

Hence

le"I_; (¢Z)-e™""I,,(¢Z)]/sinhmv

n

= _e™ L da @2 iar
T e +2iT
1 0 - i
- = da %% oexrr
M Jowsin
(B3)

The Green’s function may be written as

, s S S / SN S S ey /s y
SIS AN S SIS S

[evrv I~n/_e-1rinv]

\‘ —~3m/2

s . NN T TS
o Yy A 7 .7 -
LLL Ll /I (ppdc sl st o L

0
K

H -7r/2 //// "*7—f/7—-7

4%

) s T ’/// /
-3m/2 &

S AN LSS S s

FIG. 5. The complex « plane with the contas for the
integral representation of the indicated functiis. The
integrand becomes infinite as | Rea| — = in thehaded
regions and zero in the remainder.



11 QUANTUM FIELD THEORY IN SCHWARZSCHILD AND... 1423

TAdv e o
22 p-iurT T

Gl v k)= | 5

= i w—im
- ive b o
é f da e~9% >toshagiva 5_ f da’ % <comd gia'v (B4)

m ‘-0 4+ T

The end points of the @’ integration may be moved to (e~ —i(7/2 + 0)) and the integral rewritten as

© —-{m/2
f dv e-xu(r-v)f do e-qz»mhof da’ eaz ~cosnla=of) wa
211 -

-0 +ifm/2

- o o © —imn/2 0
2 -i -’ - N Wl (=) v TN ’
- . f dy e iv(r r)f do e qz>uha[f da' %%« b (o= )ewa +f da'e"z<‘ hia + o) ive”
20272 ) . ) o ; e .

0 -0 +im/2

(B5)

In each term, the a contour may be moved up by {7/2 and the o’ contour shifted until it runs along the
real axis, yielding

i . | o
G(x —x’,'k) = 2(2.”)2] dve iv(r 1)—[ da e iqzZ mha[f da’ exqz b foma’ ”/a f e et o ’e”o_‘\
- - 0
- L f do e—iaZ;xmh o eiqZ<\|nh (a=!7-1'h

TT n

o
= -I'_w_ f da efiqZ\mh (a—(‘r)e_iazl\“‘h (a-er’) ' (BS)

-

where € =€(7 - 7’) and the last step follows because the integral is symmetric under the interchange of
Z.and Z,. Then

G(x,x'; k)= ;:—"- J’ da expligZ(coshT sinha -€ sinhT cosha )| exp|l-igZ’(cosht’ sinha -€ sinh7’ cosha )] .

(BT)
Let k, = g sinha and the integral becomes
i b dk .
Glx, x'; k)= yy f W exp{t[ks(z — 2= (@ + k) 2e(r - 1)t =t")]}. (B8)
- 3

For (z —z'*>(t -t')?, the interval is spacelike and the integral is independent of the sign of €. For a time-
like interval, the sign of / —£’ is the same as that of 7— 7’; hence this is precisely the Minkowski space
Green’s function, complete with positive-frequency condition.
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FIG. 1. Kruskal diagram for the Schwarzschild metric.
All 45° lines are lightlike. Straight lines passing through
the origin are f =constant surfaces, and ¥ =constant sur-
faces are hyperbolas whose asymptotes are the »=2M
lines.



