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We show that a charged, massive scalar field in the vicinity of an electrically charged Ayón-Beato–
García (ABG) regular black hole has a spectrum of quasibound states that (in a certain parameter regime)
grow exponentially with time, due to black hole superradiance. Superradiant quasibound states are made
possible by the enhancement of the electrostatic potential at the horizon in nonlinear electrodynamics; in
contrast, the Reissner-Nordström black hole does not appear to possess such superradiant quasibound
states. Here we compute the spectrum for a range of multipoles l across the parameter space, and we find
the fastest growth rate in the monopole mode. We find that a regular black hole with a small charge can still
trigger a significant superradiant instability if the charge-to-mass ratio of the field is compensatingly large.
We estimate the amount of black hole mass that can be deposited in the scalar field, finding an upper bound
of circa 20% in the extreme charge scenario. Finally, we consider the stationary bound states at the
superradiant threshold, and we conjecture that, due to this instability, the ABG black hole will evolve
toward a configuration with charged scalar hair.

DOI: 10.1103/PhysRevD.109.124037

I. INTRODUCTION

The stability of black holes under perturbation has been
scrutinized for at least six decades [1]. Questions of
stability are rendered more subtle by the phenomenon of
superradiance [2], in which an impinging wave is amplified
as it scatters from a black hole [3–6]. If superradiant flux is
subsequently reflected back onto the hole, then an insta-
bility may develop. In the illustrative “black hole bomb”
proposal [7], reflection is achieved by means of a surround-
ing mirror. However, reflection and confinement may arise
more naturally in certain scenarios; for example, if the
spacetime has a boundary [8,9] or (it has been argued) if the
black hole is surrounded by a plasma [10–14], a torus
magnetosphere [15], or an accretion disk [16]. In particular,
if the perturbing field has a mass, then (due to the long-
ranged Newtonian attraction and centrifugal repulsion) the
potential will have a minimum, and the field will possess a

spectrum of quasibound states, confined within the vicinity
of the black hole [17–20]. If these states are also within
the superradiant regime, then they will grow exponentially
with time, and an instability ensues [21–34]. See also
Refs. [35–39] and references therein.
Superradiance can be understood as a consequence of the

laws of black hole mechanics [40]. The first law states that

dM ¼ κH
8π

dAþΩHdJ þΦHdQ; ð1Þ

where M, A, J, and Q are the mass, area, angular
momentum, and charge of the hole; and κH, ΩH, and
ΦH are its surface gravity, angular frequency, and electro-
static potential at the (outer) horizon. The second law states
that the area of the event horizon of a black hole does not
decrease with time in a classical process: dA ≥ 0. Hence, in
a process that increases the horizon area (and thus the black
hole entropy),

8π

κH

�
1 −ΩH

dJ
dM

−ΦH
dQ
dM

�
dM > 0: ð2Þ

If the quantity in parentheses is negative (and κH remains
positive), then dM < 0, that is, the black hole loses mass
into the field. For a (mode of a) field of frequency ω > 0,
charge q, and azimuthal angular momentum numberm, one
can replace dJ=dM ¼ m=ω and dQ=dM ¼ q=ω. Hence
the condition for superradiance is
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0 < ω < ωc; ωc ≡mΩH þ qΦH: ð3Þ

In this superradiant regime the black hole transfers mass
and angular momentum (and/or charge) into the per-
turbing field.
Astrophysical black holes likely possess significant

angular momentum but negligible charge [41]. (That
said, a tiny amount of charge can significantly affect the
dynamics of charged particles in the black hole vicinity
[42–44].) The majority of studies in the literature focus on
rotational superradiance. For Kerr (and Kerr-Newman)
black holes the spectrum of quasibound states is well
characterized for massive scalar fields [22–25,29,45], Proca
fields [32,33,46–51], and massive spin-two fields [34,52].
Quasibound states lie within the superradiant regime if the
mass of the field is sufficiently small, Mμ ∼ 1=2, where

Mμ≡ GMμ

ℏc
≈ 7.5 × 109

�
M
M⊙

��
μ

1 eV

�
ð4Þ

plays the role of an effective gravitational fine-structure
constant. In other words, for a significant instability the
Compton wavelength of the field must be comparable with
the gravitational radius of the black hole. Hence the super-
radiant instability is negligible for Standard Model (SM)
fields perturbing astrophysical black holes, but it may be
stimulated by ultralight fields such as axions [26,27]
(or heavier fields coupled to primordial black holes
[10,53–55]) so that black holes become detectors for
ultralight beyond-SM particles. Attention in the last decade
has moved on to characterizing the observational signatures
that may be generated [47,50,56–59] and quantifying how
the instability evolves over long time periods and into the
nonlinear regime [28,29,31,60], as well as determining how
much mass and angular momentum is ultimately trans-
ferred from the black hole into the field [32,49].
In principle, by Eq. (3), instabilities driven by charged

superradiance are also possible. Unlike in the rotating case,
a charged instability would arise principally in the spheri-
cally symmetric (i.e., l ¼ 0) sector, making it far easier to
track the development of the instability in the nonlinear
regime (i.e., accounting for backreaction in the Einstein-
Maxwell equations). However, studies have established that
the simplest example of a charged black hole—the
Reissner-Nordström (RN) solution—does not appear to
permit a superradiant instability [61,62], unless one con-
fines the field in a cavity with a mirrorlike boundary
condition or a spacetime boundary [63–67]. Heuristically,
the reason is clear: superradiant modes have a positive
charge coupling qQ that generates an electrostatic repul-
sion that is sufficient to overcome the gravitational attrac-
tion μM. This prevents bound states from forming in the
superradiant regime. Put another way, though superradiant
modes exist and quasibound states exist, they do not exist in
the same region of parameter space (see Fig. 1, lower plot).

Recently, it has been shown that the situation is quite
different for electrically charged Ayón-Beato–García (ABG)
regular black holes [68]. Regular black holes—black holes
seemingly free from curvature singularities—arise in certain
theories of nonlinear electrodynamics [69–73] (for a recent
review, see Ref. [74]). The ABG spacetime was the first
exact charged regular black hole solution obtained within the
framework of general relativity minimally coupled to a
nonlinear electrodynamics model [69]. In the exterior region,
the ABG spacetime resembles the RN spacetime: it has the
same weak-field limit as r → ∞, as well as a similar causal
structure featuring a light ring and a nondegenerate event
horizon. Thus, the ABG regular black hole provides a clean
setting for exploring the imprints of nonlinear electrody-
namics theory on black hole physics and for drawing
comparisons of the observable-in-principal properties of
singular and regular black holes.
In comparison with a RN black hole, e.g., an ABG black

hole has a stronger electrostatic potential at the horizon
ϕðrþÞ (for given Q and M) and thus an enhanced

FIG. 1. Parameter space for the ABG black hole (upper) and the
RN black hole (lower). For a RN black hole, the superradiant and
bound state regions are disjoint (though they meet atQ ¼ M). For
an ABG regular black hole, there is a wide region of overlap in
which superradiant bound states exist. The superradiant-threshold
line meets the vertical axis at 23=16.
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superradiant regime. As shown in Fig. 1 (see also Fig. 5 of
Ref. [68]), there is a region in parameter space where
superradiance and quasibound states coexist, and this
“overlap region” persists even in the weakly charged limit
(Q=M ≪ 1). The main aim of this work is to compute the
superradiant quasibound states associated with the overlap
region of parameter space and to characterize their spec-
trum and growth rates.
The parameter space ðQ=M; μM=qQÞ shown in Fig. 1

has been partitioned with two curves. First, a hydrogenic
spectrum of bound states will arise if the potential has an
attractive long-ranged 1=r term, which requires that α > 0,
where

α≡Mμ −Qq ð5Þ

is the effective fine-structure constant (see Sec. II C).
Second, from Eq. (3), modes are superradiant if

0 < ω < ωc; ωc ≡ qϕðrþÞ; ð6Þ

and for bound states ω≲ μ [see Eq. (23)]. The red curve in
Fig. 1 denotes the approximate boundary of the super-
radiant region, determined by μ ¼ ωc.
The remainder of this article is arranged as follows. In

Sec. II, we cover the ABG spacetime (Sec. II A), super-
radiance in a massive scalar field (Sec. II B), quasibound
states (Sec. II C), and the hydrogenic (Sec. II C 1) and
power-law approximations (Sec. II C 2) for the spectrum
and instability growth rate. The method for calculating the
quasibound spectrum is outlined in Sec. II D. A selection of
numerical results is presented in Sec. III. The paper
concludes in Sec. IV with a discussion that outlines some
future work and a conjecture. Throughout this work we use
the natural units, for which G ¼ c ¼ ℏ ¼ 4πϵ0 ¼ 1, and
metric signature þ2.

II. ANALYSIS

A. The spacetime

The ABG spacetime is static and spherically symmetric.
In spherical-polar coordinates xμ ¼ ft; r; θ;φg, the line
element is

ds2 ¼ −fðrÞdt2 þ fðrÞ−1dr2 þ r2dΩ2; ð7Þ

where dΩ2 ¼ dθ2 þ sin2 θdφ2, fðrÞ is the metric func-
tion, and the electromagnetic vector potential is Aμ ¼
ð−ϕðrÞ; 0; 0; 0Þ, with

fðrÞ ¼ 1 −
2Mr2

ðr2 þQ2Þ3=2 þ
Q2r2

ðr2 þQ2Þ2 ; ð8Þ

ϕðrÞ ¼ r5

2Q

�
3M
r5

þ 2Q2

ðQ2 þ r2Þ3 −
3M

ðQ2 þ r2Þ5=2
�
: ð9Þ

When the condition jQj ≤ Qext ≈ 0.6341M is fulfilled
[69], the line element (7) describes an ABG regular black
hole, with a Cauchy (inner) r− and an event (outer) rþ
horizon. For more details, see, e.g., Sec. II of Refs. [68,75].

B. The scalar field and superradiance

The scalar field Φ satisfies the field equation

ð∇ν − iqAνÞð∇ν − iqAνÞΦ − μ2Φ ¼ 0; ð10Þ

where μ and q correspond to the mass and charge of the
field, respectively, and ∇μ denotes the covariant derivative.
Exploiting the separability of Eq. (10), we can write a
particular mode of Φ as

Φ≡ 1

r
uωlðrÞYlmðθ;ϕÞe−iωt; ð11Þ

in which uωlðrÞ is a radial function and Ylmðθ;ϕÞ are the
spherical harmonics, with ω and l being the frequency and
angular momentum of the scalar field, respectively. We
henceforth drop the subscripts from uωlðrÞ for brevity.
After inserting Eq. (11) into Eq. (10), one obtains a radial
equation of the form

�
fðrÞ d

dr

�
fðrÞ d

dr

�
− VðrÞ

�
uðrÞ ¼ 0; ð12Þ

where fðrÞ is defined in Eq. (8), and the potential function
VðrÞ reads

VðrÞ≡ fðrÞ
�
μ2 þ 1

r
dfðrÞ
dr

þ lðlþ 1Þ
r2

�
− ½ω − qϕðrÞ�2:

ð13Þ

The radial function uðrÞ is evanescent (i.e., exponential) in
regions where VðrÞ > 0 and propagative (i.e., oscillatory)
in regions where VðrÞ < 0.
At the outer horizon, fðrþÞ ¼ 0 and VðrþÞ ¼ −ω̃2,

where

ω̃≡ ω − ωc; ð14Þ

andωc is defined in Eq. (6). In the region jr − rþj ≪ M, the
radial equation takes the form

�
d2

dr2⋆
þ ω̃2

�
uðrÞ ¼ 0; ð15Þ

where r⋆ is the “tortoise coordinate” defined by
dr⋆ ≡ dr=fðrÞ. In general, uðrÞ is a linear sum of eiω̃r⋆

and e−iω̃r⋆ . In Sec. III A of Ref. [68] it is established that
only the latter term is regular on the future horizon in a
horizon-penetrating coordinate system. Further, by stan-
dard arguments it is then shown that the transmission factor
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exceeds unity (i.e., the mode is superradiant) if ω̃ < 0,
which is in accordance with Eq. (6). Relatedly, in the
superradiant regime there is a flow of charge out of the
horizon, as one can see by contracting the charge current

Jμ ¼
q
2i

�
Φ�ð∇μ − iqAμÞΦ −Φð∇μ þ iqAμÞΦ�	 ð16Þ

with the normal to a constant-r hypersurface evaluated at
the horizon nμ ¼ gμν∇νr, to get

nμJμjrþ ¼ q
2i

�
u�

du
dr⋆

− u
du�

dr⋆

�
jYlmj2 ¼ −qω̃jYlmj2: ð17Þ

The sign of the flux depends on the sign of ω̃.
In the far field, at leading order, Eq. (12) reduces to

�
d2

dr2⋆
− k2

�
uðrÞ ¼ 0; ð18Þ

with k2 ≡ μ2 − ω2 and solutions e�kr� .

C. Quasibound states

Here, we are interested in solutions which are regular on
the future horizon in a horizon-penetrating coordinate
system and which decay in the far field. More precisely,
we seek quasibound state solutions satisfying the following
boundary conditions:

uωl ∼
�
e−iω̃r⋆ ; r⋆ → −∞;

Rωle−kr⋆ ; r⋆ → þ∞;
ð19Þ

where ω̃≡ ω − qϕþ [with ϕþ ≡ ϕðrþÞ], k≡
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 − ω2

p
,

and Rωl are complex coefficients. These boundary con-
ditions are only satisfied at the distinct (in general,
complex) values of ωln in the quasibound state spectrum.

1. The hydrogenic approximation

We now consider the form of the spectrum whenMμ≪1
and qQ ≪ 1. In this regime, the bound states extend to
large radii, and a robust understanding of the real part of the
spectrum can be gained by expanding the radial equation at
large r [22]. Expanding the potential in inverse powers of
1=r, Eq. (12) reduces to

�
d2

dr2
− k2 þ 2νk

r
−
lðlþ 1Þ þ β

r2

�
uðrÞ ¼ 0; ð20Þ

where k2 ≡ μ2 − ω2, νk≡Mμ2 − qQω, and β is small for
Mμ ≪ 1 and neglected in this section (see Ref. [76] for
subtleties when calculating the growth rate). For bound
states to emerge we require that k2 > 0 and νk > 0.

The solution of Eq. (20) with the correct boundary
condition in the far field is

uðrÞ ¼ e−krð2krÞlþ1Uðlþ 1 − ν; 2lþ 2; 2krÞ: ð21Þ

The bound states correspond to integer values of ν such that
ν ¼ lþ 1þ n≡ n̄, for which the confluent hypergeo-
metric function Uð−n; 2lþ 2; 2krÞ reduces to a Laguerre
polynomial. Here n ¼ 0; 1;… is the excitation number and
n̄ ¼ lþ 1;lþ 2;… is the principal quantum number.
Hence, there emerges a discrete spectrum whose frequen-
cies ω are solutions to

Mμ2 − qQωffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ2 − ω2

p ¼ n̄: ð22Þ

As we are interested in the weak-coupling solution, we now
let ω → ϵω and μ → ϵμ (where ϵ is an order-counting
parameter) to obtain the hydrogenic spectrum

ω ¼ μ

�
1 −

α2

2n̄2
ϵ2 þOðϵ4Þ

�
: ð23Þ

Here α≡Mμ −Qq plays the role of an effective fine-
structure constant, and the effective Bohr radius for the
bound states is

a0 ¼
1

n̄k
¼ 1

μα
: ð24Þ

The state with principal number n̄ has an effective radius
of n̄2a0.
In principle, fine- and hyperfine-structure terms can be

calculated for the ABG bound state spectrum [20,77]; but
this calculation is not pursued here.

2. The growth rate

In general, quasibound states have complex frequencies,
ω ¼ ωR þ iωI, due to the presence of the horizon. As can
be seen from the time dependence in Eq. (11), e−iωt ¼
e−iωRteωI t, the imaginary part ωI determines whether the
state is decaying (ωI < 0) or growing (ωI > 0) with time.
In the special case ωI ¼ 0, the quasibound state is sta-
tionary and thus a true bound state. Such true bound states
exist at the superradiant threshold with ω ¼ ωc, and they
were recently studied in Ref. [78].
The imaginary part cannot be inferred from the far-

field expansion alone, since the details of absorption and
superradiance depend on the near-horizon region. In
principle, one can carry out a matched asymptotic expan-
sion, as in Ref. [22] (considering a factor-of-2 correction in
Refs. [46,76]), to derive an expression for MωI in the
Mμ ≪ 1 regime, but this calculation is not pursued here.
Nevertheless, based on that prior work [22,46,76],
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we expect the imaginary part to grow as a power law, with
the following scaling:

MωI ∼ ðω − ωcÞAlnα
5þ4l; ð25Þ

where Aln is a numerical factor, and α was defined in
Eq. (5). We test this conjecture in Sec. III.

D. Numerical method

1. Expansion at the horizon

Near the (outer) horizon, the ingoing solution can be
expanded in the form of a Frobenius series. We start with
the observation that the metric function fðrÞ and the
potential ϕðrÞ can be expanded in series form,

fðrÞ ¼ 0þ
X∞
k¼1

1

k!
fkðr − rþÞk; ð26aÞ

ϕðrÞ ¼ ϕþ þ
X∞
k¼1

1

k!
ϕkðr − rþÞk; ð26bÞ

where the expansion coefficients fk and ϕk are straightfor-
ward to obtain by differentiating Eqs. (8) and (9) before
evaluating numerically at r ¼ rþ. The radial function uðrÞ
takes the form of a Frobenius series,

uðrÞ ¼ ðr − rþÞσ
X∞
k¼0

ukðr − rþÞk; ð27Þ

where uk are expansion coefficients to be determined.
Inserting Eqs. (26) and (27) into Eq. (12), and expanding
around r ¼ rþ, we obtain from the leading-order term

σ ¼ −
iω̃
f1

: ð28Þ

Without loss of generality, we set u0 ¼ 1, and then the
subleading terms in the expansion of the radial equation
determine the coefficients uk≥1. At next order,

u1 ¼
lðlþ 1Þ þ rþðf1 þ μ2rþÞ

r2þα1
þ ω̃

2f21

�
if2 þ

4qϕ1f1
α1

�

ð29Þ

where α1 ≡ f1 − 2iω̃. It is straightforward to obtain higher-
order terms with a symbolic algebra package.
A series expansion, truncated at order N, is used for

initial data near the horizon, at r ¼ rþ þ ϵ. Typical values
chosen are N ¼ 4 and ϵ ¼ 10−3M.

2. Locating quasibound states

A range of numerical methods have been applied to the
challenge of computing the spectrum of quasibound states
[24,25,33,79,80]. Here we employ a simple but effective
approach, namely, direct integration of the radial equation
with numerical minimization. Starting with the series
expansion (27), we integrate Eq. (12) from the near-horizon
region to a sufficiently large radius (typically, rmax ∼
800=Mμ). The quasibound state frequencies are located
by seeking the local minima of log juðrmaxÞj in the complex
frequency domain. Starting values forω are provided by the
hydrogenic approximation (23).

III. RESULTS

In this section we present a representative sample of
quasibound states and their spectra from across the overlap
region of the parameter space in Fig. 1.

A. Radial profile and growth rate

Figure 2 shows the typical radial profile of bound states.
The upper plot shows the fundamental mode for a range of l,
and the lower plot shows the fundamental state (n ¼ 0)
and three excited states (n ¼ 1, n ¼ 2 and n ¼ 3) for l ¼ 0.

FIG. 2. Example of bound state radial profiles for Q=M ¼ 0.4,
Mμ=Qq ¼ 1.5, and Mμ ¼ 0.5, as functions of r=M. Upper: l ¼
0; 1; 2; 3 and n ¼ 0. Lower: l ¼ 0 and n ¼ 0; 1; 2; 3.
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For small Mμ, the profiles are approximately hydrogenic
[see Eq. (21)], with an effective radius of order a0n̄2, where
a0 is the effective Bohr radius of this system [see Eq. (24)]
and n̄ ¼ nþ lþ 1 is the principal quantum number.
Figure 3 shows the spectrum of the fundamental (n ¼ 0)

bound state for the lowest multipoles l, at fixed charge-to-
mass ratios Q=M ¼ 0.4 and q=μ ¼ 0.6, as a function of
Mμ. At smallMμ, the real part is well approximated by the
hydrogenic spectrum in Eq. (23). The ordering of energy
levels with l is maintained as Mμ increases. All of the
states shown are in the superradiant regime. As a function
of Mμ, the growth rate ImðMωÞ increases in power-law
fashion for small Mμ. The power-law index increases with
l in a manner consistent with Eq. (25). The growth rate
reaches a maximum at a certain value of Mμ and then
decreases from there. The same pattern is seen for each l.
The l ¼ 0 mode is the fastest growing, and thus it
dominates the instability.
Figure 4 shows the spectrum of the excited modes

(n ¼ 0; 1; 2; 3) for l ¼ 0. Again, the spectrum is consistent
with the hydrogenic approximation at low Mμ, and the
growth rate increases withMμ in a power-law fashion. The
modes n ¼ 0; 1; 2; 3 appear to have the same power-law

index (but differing coefficients Aln), which again is
consistent with Eq. (25). The fundamental mode (n ¼ 0)
has the largest binding energy and the fastest growth rate, as
expected.
At large Mμ and fixed charge-to-mass ratio, the numeri-

cal results indicate that the growth rate appears to fall off
in exponential fashion withMμ. This is illustrated in Fig. 5
for the particular case Q=M ¼ 0.63, Mμ=Qq ¼ 2.2, and
l ¼ n ¼ 0. Exponential falloff suggests that the near-
horizon region is separated from the potential minimum
by a potential barrier (in which case, the exponential index
can be determined from a standard quantum-tunneling
argument, in principle [23]).

B. Exploring the bound state spectrum of the ABG
regular black hole

Figure 6 shows the bound state spectrum of the funda-
mental monopole state (l ¼ n ¼ 0), as a function of Mμ,
for several choices of Q=M and Mμ=qQ in the overlap
region. As anticipated from the hydrogenic approximation
(23), the real part of the frequency depends principally on
the effective fine-structure constant α [defined in Eq. (5)],
and so modes on the same horizontal line in the parameter
space (Fig. 6, upper left) are grouped together (with groups

FIG. 3. Spectrum of the fundamental superradiant bound state
for l ¼ 0…3, as a function of Mμ. Here Q=M ¼ 0.4,
Mμ=Qq ¼ 1.5. Upper: the mode oscillation frequency
[ReðωÞ]. Lower: the instability growth rate [ImðωÞ].

FIG. 4. Spectrum of excited states (n ¼ 0; 1; 2; 3) for l ¼ 0, as
a function of Mμ. Here Q=M ¼ 0.4, Mμ=Qq ¼ 1.5. Upper: the
mode oscillation frequency. Lower: the instability growth rate.
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f1; 2; 3g, f4; 5; 7g, and f6g clear in Fig. 6). A similar
grouping is clear for the growth rate. The power-law growth
of ImðMωÞ with Mμ visible in Fig. 6 (lower right) is
consistent with Eq. (25). The mode outside the superradiant
regime f7g has a negative imaginary part (i.e., it is
decaying with time). The fastest-growing mode shown,
f6g, is in the top-right region of the parameter space (i.e., it
has the largest value of Mμ=Qq), as expected.
Figure 7 shows the bound state spectrum of the funda-

mental dipole state (l ¼ 1, n ¼ 0), for the same parameter
choices as in Fig. 6. Comparing the l ¼ 0 and l ¼ 1
results, we observe in the latter a steeper power law for the
growth rate [consistent with Eq. (25) with an index 10
instead of 6]; a substantially smaller maximum growth rate,
also seen in Fig. 3 (3 × 10−9 vs 8 × 10−6); and ordering of
the real part of ω in accordance with the hydrogenic
approximation, Eq. (23), in both cases. Intriguingly,

FIG. 6. Bound state spectrum for an ABG black hole, showing l ¼ 0 and n ¼ 0modes for fixed choices ofQ=M and q=μ. Upper left:
the parameter space. The numbered points show the choices of charge-to-mass ratio for the black hole (Q=M) and the field (q=m). Upper
right: the real part of the bound state frequency as a function of Mμ. For small Mμ, the spectrum is approximately hydrogenic: see
Eq. (23). Inset: the small differences in the frequency for the cases 1–3. Lower left: the growth rate of the bound states for six cases inside
the superradiant regime (labeled 1–6) and the decay rate for one case outside the superradiant regime (red, 7), as a function ofMμ. The
fastest-growing mode shown here (orange, 6) corresponds to the parameter choice Q=M ¼ 0.63 and μM=qQ ¼ 2.2. Lower right: the
growth rate shown as a log-log scale, as a function of Mμ. For small Mμ, the growth rate increases as a power of Mμ [see Eq. (25)].
The guideline (dot-dashed black line) is ðMμ=2Þ6.

FIG. 5. The growth rate of the monopole mode at largeMμ on a
semilog scale, for parameters Q=M ¼ 0.63, Mμ=Qq ¼ 2.2, and
l ¼ n ¼ 0, as a function of Mμ. The guideline (dot-dashed line)
is 2 × 10−3 expð−2πMμÞ.
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for l ¼ 1 the fastest growth rate arises for the parameter
choices marked (4) in Fig. 6, whereas for l ¼ 0 the fastest
growth rate is for the choice marked (6). The former
corresponds to a lower black hole charge-to-mass ratio
(Q=M ¼ 0.6) than the latter (Q=M ¼ 0.63).
It is also interesting to examine the asymptotic behavior

of the instability growth for large values of Q=M. Figure 8
displays the instability growth rate at certain points on the
parameter space. For large values of μM, we note that
higher values of μM=qQ (but below the superradiant
cutoff) create a faster instability. On the other hand, for
small values of μM at fixed Q=M, we observe that the
behavior of the instability is more subtle. The parameter
choice μM=qQ with the highest maximum growth rate will
not necessarily have the highest growth rate at lowMμ [see,
e.g., points 2 (blue dashed line) and 6 (purple dashed line)
and the inset]. Furthermore, in the limit μM ≪ 1, the rate
does not appear to grow (or fall) linearly with the chosen
values of μM=qQ at fixed Q=M (notice that the curves in
the lower panel satisfy the following order: 1, 6, 2, 5, 3, 4).
A possible explanation for this ordering is contained in
Eq. (25): at fixed Q=M, parameter choices μM=qQ

closer to the superradiant cutoff (e.g., point 6 in Fig. 8)
correspond to larger values of α, but smaller values
of ω − ωc.
An interesting facet of the superradiant instability on the

ABG spacetime is that it remains significant even for black
holes with a small charge-to-mass ratio (Q=M ≪ 1).
Figure 9 shows the growth rate for Q=M ≈ 0.1, demon-
strating that it can still work quite efficiently [ReðMωÞ∼
3.5 × 10−7 at Mμ ≈ 0.4] if the charge-to-mass ratio of the
field is compensatingly large (q=μ ≈ 7.3 in this case).
The fastest-growing instabilities occur for black holes

carrying significant charge, with charge-to-mass ratios near
the extremal bound, Q≲Qc ≈ 0.63418. Figure 10 shows
growth rates in this regime. The results are consistent with
a maximum growth rate of ImðMωÞ ≈ 8 × 10−6 for the
monopole mode. For comparison, in the Kerr black hole,
considering bosonic fields, we have ImðMωÞ ≈ 1.72 ×
10−7 [29], and considering neutral massless scalar fields
with a mirrorlike boundary condition, we have ImðMωÞ ≈
6 × 10−5 [81]. For RN black holes in a cavity, it is possible
to obtain states with ImðMωÞ ≈ 0.07 [63]. Therefore, our
results show that the unstable modes in the regular ABG

FIG. 7. Bound state spectrum of dipole modes, as a function ofMμ. As Fig. 6, but for the l ¼ 1, n ¼ 0 bound states. The growth rate
of the dipole (l ¼ 1) modes is significantly lower than the growth rate of the monopole (l ¼ 0) modes, by more than 3 orders of
magnitude. For l ¼ 1, the mode withQ=M ¼ 0.6 and μM=qQ ¼ 1.85 (green, 5) has a larger maximum growth-rate than the mode with
Q=M ¼ 0.63 and μM=qQ ¼ 2.2 (orange, 6). The guideline shows the power law ðMμ=4Þ10.
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black hole can grow faster than in the standard Kerr case
but slower than in the scenarios with a reflecting mecha-
nism (for scalar fields). We draw some more comparisons
in detail in the next sections.
Finally, we consider the stationary bound states with

real frequencies at the superradiance threshold: ω ¼ ωc.
In parameter space, the stationary bound states lie just
above the superradiance-boundary curve in Fig. 11 (since
ω < μ), and they approach this curve as Mμ → 0. These
states were recently investigated in Ref. [78] where,
through analytic arguments, it was shown that, in the
Q=M ≪ 1 regime, the stationary bound states lie in the
narrow range

23

16
≤
Mμ

Qq
≤

ffiffiffiffiffiffiffiffiffiffi
6859

3240

r
; ð30Þ

with the upper (lower) bound corresponding to the limit
Mμ → ∞ (Mμ → 0). This range is indicated in Fig. 11
(gray line), and it appears to be consistent with our
numerical results at larger values of Q=M.

C. Comparisons with the growth rate
in the Kerr case

Figure 12 compares the instability growth rate of the
massive and charged Klein-Gordon (scalar) field on the
ABG background with the massive Klein-Gordon and Proca
fields on the Kerr background (studied in Refs. [25,51],
respectively). For the ABG scenario, we take μM ¼ 2.2qQ
and Q ¼ 0.63M, which is the fastest-growing mode shown
in Fig. 7. For the Kerr case, we consider a rapidly rotating
black hole with a=M ¼ 0.99 and the corotating mode
m ¼ 1. For the Proca field we have shown the “odd-parity”
and “even-parity” polarizations S ¼ 0 and S ¼ −1, respec-
tively (S ¼ þ1 is omitted for clarity).
Comparing the scalar-field results, the instability grows

faster around a highly charged regular black hole (BH) than
a rapidly spinning Kerr BH. However, in the Proca-Kerr
scenario, the situation is more subtle. For the polarization
S ¼ 0 (and in the limit of higher values of μM=qQ and
a=M, for Mμ ≈ 0.45) the growth rate of the Proca field
on a Kerr black hole is comparable in magnitude, but still
somewhat slower than the growth rate of a scalar field on
the ABG spacetime. However, for the polarization S ¼ −1
the Proca bound state has a radial profile more similar to

FIG. 8. The superradiant instability considering different values
of μM=qQ for fixed choices ofQ=M. Upper: the parameter space
for Q=M ¼ ½0.5; Qext�. Lower: the instability growth rate of
certain configurations labeled in the parameter space, as functions
of Mμ. The inset helps to visualize the instability growth
for μM ≪ 1.

FIG. 9. The superradiant instability at low charge-to-mass ratios
Q=M. Upper: the parameter space forQ=M ¼ ½0.06; 0.14�. Lower:
the instability growth rate of certain configurations labeled in the
parameter space, as functions of Mμ.
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that of the l ¼ 0 scalar mode, and the Proca field (around a
Kerr BH) grows more rapidly than the scalar field (around
an ABG BH), even in the limit of higher values of μM=qQ.
It is also interesting to compare the maximum possible

growth rates in the parameter space. For a charged scalar
field on the ABG spacetime, we here find a maximum
growth rate (in the monopole l ¼ 0 sector) of MωI ≈
8 × 10−6. This is significantly faster growth than is found
in a scalar field on Kerr spacetime, for which the fastest
growth rate is MωI ≈ 1.72 × 10−7 in the corotating dipole
(l ¼ m ¼ 1) mode at Mμ ≈ 0.45 and a=M ≈ 0.997 [29].
However, a Proca field on Kerr spacetime can grow at
substantially faster rates [32,33,46,48,50]: MωI ≈ 4.27 ×
10−4 at Mμ ≈ 0.542 and a=M ≈ 0.999 [51]. Moreover, a
massive spin-two field demonstrates additional features: an
unstable spherical mode and a special dipole polar mode
which does not have a hydrogenic spectrum and which
exhibits a rapid growth rate as large as ImðMωÞ ≈ 0.19 at
Mμ ¼ 0.8 [34].

IV. DISCUSSION AND CONCLUSIONS

In the preceding sections, we have demonstrated that a
charged, massive scalar field in the vicinity of an ABG
black hole can undergo a superradiant instability. The
results presented here are consistent with the partition of
parameter space in Fig. 1, which highlights that the
instability arises under the reasonably generic conditions
that both superradiance and quasibound states coexist. For
fixed charge-to-mass ratios, the growth rate as a function of
Mμ is governed by a power law at lowMμ [see Eq. (25) and
Figs. 3, 4, 6, and 7] before reaching a maximum value
and then decaying exponentially at high Mμ (see Fig. 5).
The maximum growth rate can reach ImðMωÞ ≈ 8 × 10−6

for the monopole state (l ¼ 0) at Mμ ≈ 0.53 (Fig. 10); the
higher multipoles (Fig. 3) and the excited states (Fig. 4)
have slower growth rates. True (stationary) bound states

FIG. 10. The superradiant instability at high charge-to-mass
ratios Q=M. Upper: the parameter space for Q=M ¼ ½0.628;
0.634�. Lower: the instability growth rate for the corresponding
configurations highlighted in the upper plot, as functions of Mμ.

FIG. 11. Stationary bound state spectrum. The short colored
lines show the spectrum of states with real frequencies ω ¼ ωc,
for field charge-to-mass ratios q=μ ranging from 0.75 to 2
(right to left), and Mμ∈ ½0.05; 2.0�. These lines approach the
approximate superradiant boundary (dashed purple line) from
above as Mμ → 0. The short gray line, left, shows the range
½23=16; ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

6859=3240
p � derived in Ref. [78], which is valid in the

limit Q=M ≪ 1 (i.e., q=μ ≫ 1).

FIG. 12. Comparison between the growth rates of a charged and
massive scalar field on an ABG background and massive scalar
and Proca fields on a Kerr background.
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exist at the thresholdω ¼ ωc, and these lie in a narrow band
of parameter space (Fig. 11).
This work adds to a body of literature showing that

superradiant instabilities (and hairy black holes) can arise
in a variety of scenarios. To name but a few: in massive
dynamical Chern-Simons gravity [82], in theories with
self-interacting scalar fields [83,84], in modified-gravity
theories with a scalar field coupled to curvature invariants
[85,86], in standard general relativity with a coupled
electromagnetic and axion field [87], and scalar fields
interacting with exotic compact objects [88]. In this work,
we have demonstrated that a charged instability afflicts an
example of a regular black hole in nonlinear electrody-
namics. Several other solutions in this class have been
proposed; it would be interesting to investigate which are
(in principle) affected by superradiant instabilities.
Several avenues for further work are open. These

avenues include, first, a derivation of approximate expres-
sions for the growth rate in the low- and high-Mμ regimes,
extending the approaches of Detweiler [22] and Zouros and
Eardley [23], respectively; second, an investigation of fields
of higher spin on the ABG black hole; third, a survey of
regular black holes in nonlinear electrodynamics to classify
which are afflicted by the instability in principle; fourth,
analytical study of the stationary bound states outside the
Q=M ≪ 1 regime, building on the work of Ref. [78], and
their interpretation as the starting point of a nonlinear hairy
configuration [89–92]; fifth, pursuit of the instability into
the nonlinear regime (where, e.g., the stress-energy of the
field generates additional spacetime curvature), to assess
whether the system approaches a stable hairy configuration
(i.e., a black hole embedded in a “cloud”), or whether it
undergoes a cycle of explosive outflows (the so-called
bosenova [31]). If the former is true, one would wish to
assess how much of the black hole’s mass can be deposited
into the field. Finally (and relatedly), one could investigate
the stability of scalar-hairy configurations linked to the
ABG black hole.
In fact, it is relatively straightforward to make an esti-

mate of an upper bound on the mass deposited into the field
by the black hole. The instability drives the black hole
parameters along a dashed line shown in Fig. 13 (upper
plot). It is quick to establish that the charge-to-mass ratio of
the black hole is decreasing, and so the system progresses
from right to left, from Q̃i ≡Qi=Mi to Q̃f ≡Qf=Mf. We
assume that the charge-to-mass ratio of the field itself is
fixed, and this ratio determines the relative loss rates:
dQ=dM ≈ q=μ ¼ const. Now let us suppose that the
instability starts at the point where bound states first form,
when qQ̃i=μ ¼ 1, and that it proceeds until the system
reaches the superradiant cutoff at Q̃f. It follows that

Q̃f ¼ Q̃i þ ð1=Q̃iÞðΔM=MiÞ
ð1þ ΔM=MiÞ

; ð31Þ

where ΔM ¼ Mf −Mi is the change in the black hole
mass. Rearranging, we come to a formula for (an approxi-
mate upper bound on) the percentage mass loss of

ΔM
Mi

¼ −
�

Q̃i − Q̃f

Q̃−1
i − Q̃f

�
: ð32Þ

The lower plot in Fig. 13 shows the relative mass loss for
the system as a function of its initial charge-to-mass ratio.
For Q̃i ¼ Qc=M ≈ 0.6341 (the extremal case), we find
Q̃f ≈ 0.40167 and an upper bound on the mass loss of

jΔMj
Mi

≈ 19.785%: ð33Þ

As a point of comparison, numerical studies have shown
that a rotating black hole can transfer circa 9% of its mass
(and circa 38% of its angular momentum) into a neutral
Proca field [32,49,93].

FIG. 13. Upper: under the instability, systems move from right
to left along the dashed lines in parameter space. Lower: an
estimate of (an upper bound on) the percentage of mass lost by
the black hole over the full course of the instability, shown as a
function of initial charge-to-mass ratio, Q̃i ≡Qi=Mi.
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In the case of rotational superradiance and the Kerr black
hole, substantial work has gone into addressing the ques-
tion of the nonlinear development of the instability, and
here a lack of symmetry necessitates expensive numerical
simulations [28,31,32,49,94]. By contrast, tracking a
spherically symmetric perturbation is comparatively
straightforward. This observation has led some authors
to consider black holes and solitons in Einstein-Maxwell-
scalar theory but, as noted here, in linear electromagnetism
the RN black hole does not appear to admit superradiant
bound states. Typically, this leads authors to the (perhaps
artificial) device of adding a mirror or other boundary to
confine the field [64–66]. Here we have shown that, in
certain theories of nonlinear electrodynamics, this device is
redundant, since a charged field with a mass can undergo a
superradiant instability without imposing a mirror.
Regular black holes are particularly intriguing subjects

for study, because they appear to evade the breakdown of
the theory at a spacetime singularity. However, the stability
of such solutions within the outer horizon is an open
question. A complete nonlinear study of the superradiant
instability will necessitate some consideration of dynamics
in the interior of the black hole, including near the inner
horizon. In this context, it is well known that standard
charged black holes in general relativity typically present
the so-called mass inflation instability, characterized by
exponential growth of the black hole mass function at the
inner horizon. On the other hand, for certain regular black
holes (e.g., Hayward), exponential growth is replaced by a
polynomial growth, and the singularity is of a weaker
integrable type [95,96]. Moreover, in configurations in
which the surface gravity of the inner horizon is zero, mass
inflation is eliminated [97]. Hence, in principle, these
geometries could provide a good scenario for a complete
nonlinear study of instabilities.
We also highlight some potential observational conse-

quences of our results. It is well known that ultralight
bosons can trigger the superradiant instability in rotating
black holes, spinning them down and leaving an exclusion
region in the black hole mass-spin plane [30,88,98], and so,
using measurements of the spin and mass of astrophysical
black holes, one can constrain the mass of the scalar field.

Assessing whether this is physically possible/reasonable in
the context of regular charged black holes, considering
charged scalar fields, is a potentially relevant problem. In
other words, would it be possible to construct an exclusion
region in the charge-mass plane of the regular black hole
based on the superradiant instability of charged scalar fields?
And how would this, as well as the superradiant instability
per se, differ from the case of standard (i.e., singular) black
holes or other compact objects? These questions are worthy
of further study, as they allow us to explore some potential
observational consequences of the superradiant instability in
the context of regular black holes.
We conclude with the conjecture that, under the super-

radiant instability, the exterior of the black hole will evolve
toward a quasistable configuration with long-range spheri-
cally symmetric scalar hair. Moreover, we conjecture that
this nonlinear configuration emerges from a smooth exten-
sion of the stationary bound states investigated here and in
Ref. [78]. In investigating stability, an important question to
address will be, if both “hairy” and electrovacuum black
holes coexist with the same mass and charge, which
configuration has the higher entropy [99]?
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