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Intensity interferometry is a technique developed many decades ago, that has recently enjoyed a
renaissance thanks in part to advances in photodetector technology. We investigate the potential for long-
baseline optical intensity interferometry to observe bright, active galactic nuclei (AGN) associated with
rapidly accreting supermassive black holes. We argue that realistic telescope arrays similar in area to
existing Cherenkov arrays, if equipped with modern high-precision single photon detectors, can achieve a
sufficiently high signal to noise ratio not only to detect distant AGN, but also to study them in great detail.
We explore the science potential of such observations by considering two examples. First, we find that
intensity interferometric observations of bright nearby AGN can allow detailed studies of the central
accretion disks powering the AGN, allowing reconstruction of many disk properties like the radial profile.
Next, we argue that intensity interferometers can spatially resolve the broad-line regions of AGN at
cosmological distances, and thereby provide a geometric determination of the angular diameter distances to
those AGN when combined with reverberation mapping. Since this measurement can be performed for
AGN at distances of hundreds of megaparsecs, this directly measures the Hubble expansion rateH0, with a
precision adequate to resolve the recent Hubble tension. Finally, we speculate on future applications that
would be enabled by even larger intensity interferometer arrays.
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I. INTRODUCTION

Long-baseline amplitude interferometry is now a well-
established method to achieve high angular resolution using
modest apertures [1–5]. Radio interferometry generally
entails recording the received electric field at a high fre-
quency using heterodyne techniques, and then subsequently
correlating the recorded electric fields measured at widely
separated telescopes. Spectacular examples of radio inter-
ferometry include CHIME observations of fast radio
bursts [6], Event Horizon Telescope observations of super-
massive black holes (SMBH) [7], and ALMA observations
of protoplanetary disks [8] and gravitational lenses [9]. In
contrast, optical and near-infrared interferometry typically

involves physically combining the light observed at different
telescopes. Colloquially, radio interferometry may be per-
formed in software, but optical interferometry must be
performed using hardware that combines the light from
different telescopes. Using these methods, optical interfer-
ometry has enabled groundbreaking observations of exopla-
net atmospheres, young stellar objects, the Galactic center,
and distant AGN [5], and forthcoming upgrades to instru-
ments like GRAVITY will allow similar observations to
unprecedented depths [10]. Because of practical limitations
in the distances over which optical light may be transmitted
while maintaining phase coherence, optical interferometers
typically have baselines <500 m, far smaller than the
thousand-km baselines used in very long baseline interfer-
ometry (VLBI) radio observations.
An alternative form of optical interferometry that can be

performed in software is called intensity interferometry,
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pioneered in seminal works by Hanbury Brown and
Twiss [11] (see also [12–18]). This method relies on the
super-poissonian statistics of light emitted by any broad-
band source with nonzero bandwidth Δν. In contrast to a
laser which has only shot noise fluctuations whose frac-
tional amplitude decreases with the square-root of the
intensity, thermal light has Oð1Þ intensity fluctuations
even in the limit of infinite photons. This is colloquially
described as “bunching” of photons, so that a large fluc-
tuation from the mean will result in a correlated increase of
recorded photons in two photodetectors. These macroscopic
fluctuations are random and occur over timescales of order
t ∼ Δν−1. This bunching effect allows us to perform inter-
ferometrywithout correlating the electric field, but instead by
correlating photon counts recorded at different telescopes.
Since this method removes the requirement to combine light
from different telescopes, arbitrarily long baselines may in
principle be used, similar to radio interferometry. Early
applications of intensity interferometry included the deter-
mination of stellar diameters [19,20], and over ensuing
decades this method has found application across a variety
of fields [21,22].
Intensity interferometers and more familiar amplitude

interferometers are both sensitive to the Fourier transform
of the sky brightness, but one significant advantage of
amplitude interferometry is that it measures both the
amplitude and the phase of the complex visibility (defined
below). In contrast, intensity interferometers can only
determine the amplitude of the visibility, i.e., they are
insensitive to the phase of the visibility at each baseline
(although many phase retrieval algorithms exist, e.g.
[23,24]). Since phase information is required for imaging,
amplitude interferometers have understandably become
more commonly used than intensity interferometers.
Another challenge faced by intensity interferometers is
reaching a significant signal to noise ratio (SNR) in the
photon correlations. As we shall see below, the SNR in
intensity interferometry is a steep function of the number of
photons collected, which is why previous attempts focused
on extremely bright sources like nearby stars. With larger
collecting areas and more efficient photodetectors, it
becomes feasible to study fainter sources, including extra-
galactic sources. Another requirement for high SNR is to
measure the arrival times of single photons with a precision
of order the coherence time of intensity fluctuations,
t ∼ Δν−1. Achieving ΔtΔν ∼ 1 typically requires both high
resolution in timing (small Δt), and also narrow band-
widths (small Δν). In their seminal measurement of stellar
radii at the Narrabri Observatory [25], Hanbury Brown and
Twiss used Photomultiplier Tubes (PMTs) with ∼10 ns
timing resolution, which allowed for a 60 MHz bandwidth.
More recently, the intensity interferometry module of the
VERITAS telescopes [26], the H.E.S.S. telescopes [27],
and the MAGIC telescopes [28] also employed PMTs.
However, photodetection has evolved tremendously over

the past two decades, with new technologies of exquisite

precision even becoming commercially available. The
technologies with the best time resolution today are single
photon avalanche diodes (SPADs) and superconducting
nanowire single photon detectors (SNSPDs). Their detec-
tion technologies are very different: SNSPDs rely on an
electric signal from a local breaking of superconductivity
by an impinging photon [29,30], whereas SPADs are
diodes with a large reverse-bias current, which produces
a sustaining avalanche when triggered by as little as a single
photon. Both technologies have demonstrated time-jitters
orders of magnitude shorter than PMTs. In particular,
single SNSPDs have been demonstrated from the IR to
the UV, with time-jitters of 14 ps at 1550 nm [31], 2.6 ps in
the optical [32] and 62 ps in the UV [33]. Similarly, SPADs
have been shown to have time-jitters of 28 ps at 820 nm
[34] and even 8.7 ps have recently been reported [35]. Note
that the quoted time jitter typically refers to the FWHM of
the error distribution. Although the jitter distributions are
typically non-Gaussian, for the purposes of the forecasts in
this paper, we will approximate them as Gaussian distri-
butions with σ ≈ FWHM=2.35.
Fast photo-detectors are now also beginning to become

available in arrays. Recently SNSPDs have been demon-
strated in arrays with 400,000 pixels and timing jitter
below 3 ps [36]. Similarly, multiplexing of SPADs is also
an established technology, with demonstrated arrays as
large as 256 × 256 pixels, with a 300 ps time jitter and
supported data rates on the order of Gbit/s, being consid-
ered for use in telecommunications [37]. The exquisite
time-jitter of SPADs has not escaped astronomers, with the
LIDAR landing system of the Europa astrobiology mission
using a SPAD array. A 2048 × 32 array was shown to have
a time-jitter of 250 ps at 532 nm [38,39], whereas a smaller
array, 1024 × 32 pixels, achieved 32 ps [40]. SPADs have
recently been used for intensity interferometric measure-
ments on small arrays, that already have comparable
sensitivities to VERITAS [41,42].
The spectacular improvement in fast photodetectors is

poised to revolutionize intensity interferometry, enabling
an array of new applications going beyond previous studies
of individual nearby stars. In particular, we argue that it is
now feasible to study extragalactic sources using intensity
interferometers, including bright active galactic nuclei
(AGN). Long-baseline interferometers can spatially resolve
AGN emission, a potentially transformative development in
AGN science that also provides applications for cosmology
and for understanding gravity in the strong-field regime, as
we describe below.

II. REVIEW OF INTERFEROMETRY

In this section, we summarize basic aspects of amplitude
interferometry and intensity interferometry [2–5,12], and
define notation that will be used later.
Consider a source with specific intensity Iνðν; n̂Þ, and

specific flux Fν ¼
R
Iνd2n̂, observed at central frequency
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ν0 and bandwidth Δν ≪ ν0 by a telescope with area A [43].
Photons from this source are detected at a mean rate
Γ ¼ AFνðν0ÞΔν=ðhν0Þ. In time interval δt, the mean
number of photons detected in this band is N̄ ¼ Γδt,
and the variance in the number is hδN2i ¼ N̄.
Two different telescopes, each of area A, separated by

baseline B, will observe correlations in the light that each
receives from this source. Conventionally, these correla-
tions are expressed in terms of a quantity called the
visibility, defined as

Vðν;B;ΔtÞ ¼
Z

Iνðν; n̂Þ exp ði½k · B − ωΔt�Þd2n̂; ð1Þ

where ω ¼ 2πν, k ¼ ωn̂=c, and Δt is the time lag in the
cross-correlation. For example, the famous van Cittert-
Zernike theorem relates the visibility to correlations of the
electric fields measured at two telescopes observing a
spatially incoherent source, hE�ðx; tÞEðxþ B; tþ ΔtÞi ∝
VðB;ΔtÞ. If we observe a finite bandwidth Δν, then we
integrate Eq. (1) over frequencies. We can write the
frequency range as jν − ν0j < Δν=2, for central frequency
ν0 and bandwidth Δν. Let us define the normalized fringe
visibility as

Vðν0;Δν;B;ΔtÞ ¼
R ν0þΔν=2
ν0−Δν=2 dνVðν;B;ΔtÞR ν0þΔν=2

ν0−Δν=2 dν
R
d2n̂Iνðν; n̂Þ

: ð2Þ

This normalized visibility V sets the fringe contrast
measured by optical amplitude interferometers [3].
The observable for an intensity interferometer is also

closely related to V. Intensity interferometry correlates the
photon counts NðtÞ detected at different telescopes. For a
pair of telescopes indexed by subscripts i and j, each
telescope’s photon detection rate fluctuates over time, and
since the intensity I ∼ jEj2, then we immediately see
hIðxÞIðxþ BÞi ∼ jVðBÞj2. More precisely, the covariance
of the detected counts is given by [22]

hδNiδNji ¼
Γ2

2

Z
dtidtjjVðν0;Δν;B; ti − tjÞj2

¼ Γ2T
2

Z
dΔtjVðν0;Δν;B;ΔtÞj2; ð3Þ

where Δt ¼ ti − tj and the ti and tj integrals run over time
interval T, assumed to be a small fraction of the total
observing time Tobs. Note that the factor of 1=2 arises
because the two independent polarizations of photons do
not correlate with each other. Assuming that the noise is
dominated by Poisson shot noise (i.e., signal covariance
is negligible), then the variance in the cross-correlation
between counts at telescopes i and j is hδN2

i δN
2
ji−

hδNiδNji2 ¼ ðΓ R
dtÞ2, giving a simple expression for

the signal to noise ratio of the detected photon correlations.

Photodetector timing jitter adds noise to the measured
arrival times of the photons, which smears out the cross-
correlation given in Eq. (3). If the probability distribution
for each detector’s timing jitter δt is given by WðδtÞ, then
we simply convolve jVj2 with W in both the ti and tj
directions before integrating,

hδNiδNji ¼
Γ2

2

Z
dtidtjCðν0;Δν;B; ti − tjÞ; ð4Þ

where

Cðti − tjÞ ¼
Z

dτidτjjVðti − tj þ τj − τiÞj2WðτiÞWðτjÞ:

ð5Þ

If W is a Gaussian with rms dispersion given by σt, then
convolution with two jitters is equivalent to a single
convolution with a Gaussian in Δt, with rms dispersion
of

ffiffiffi
2

p
σt. Since the Poisson shot noise covariance is

unchanged by the timing jitter, the signal to noise ratio
in the detected intensity cross-correlations for total observ-
ing time Tobs becomes

SNR2 ¼ Γ2Tobs

4

Z
dΔtC2ðν0;Δν;B;ΔtÞ. ð6Þ

As a concrete example, let us consider a broadband
source with a smooth emission spectrum, and suppose that
the observed bandwidth is sufficiently narrow (Δν ≪ ν0)
that we can treat the spectrum as being almost constant,
Iνðν; n̂Þ ≈ Iνðν0; n̂Þ across the observed bandwidth. Let us
also suppose that the source is centred at location n̂0 on the
sky, and then measure sky locations n̂ relative to this
reference location as n̂ ¼ n̂0 þ δn̂, so that δn̂ · n̂0 ≈ 0 for
jδn̂j ≪ 1. We can decompose the baseline separation vector
B into components parallel and perpendicular to n̂0, writing
B ¼ B⊥ þ ðB · n̂0Þn̂0. Then k · B ¼ k · B⊥ þ ωB · n̂0=c,
and so k · B − ωΔt ¼ k · B⊥ − ωðΔt − B · n̂0=cÞ. Let us
redefineΔt to absorb the last term, i.e.Δt → Δt − B · n̂0=c.
In this limit, the time dependence of V in Eq. (2) factorizes
out, as

V ≈ sinc

�
ΔωΔt
2

�
e−iω0ΔtVðν0;BÞ; ð7Þ

where

Vðν0;BÞ ¼
Vðν0;BÞ

Itot

¼
R
d2n̂Iðν0; n̂Þe2πiB⊥·n̂=λ0R

d2n̂Iðν0; n̂Þ
; ð8Þ

and λ0 ¼ c=ν0. Note that in the aperture synthesis literature,
B⊥=λ0 is conventionally written as the two-component
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vector ðu; vÞ, but we will not use that notation in the
remainder of the paper. Similarly, for simplicity in the
remainder of the paper, we will drop the ⊥ subscript when
discussing baseline lengths, so each time we write B, it is
understood to be the magnitude of the perpendicular
component, jB⊥j.
For Gaussian time jitter σt at each detector, we have

Cðν0;Δν;B;ΔtÞ ¼ jVðν0;BÞj2fðΔν; σt;ΔtÞ; ð9Þ

where

f ¼
Z

dτsinc2
�
ΔωðΔt − τÞ

2

�
e−τ

2=4σ2tffiffiffiffiffiffi
4π

p
σt

: ð10Þ

In the limit σtΔω ≫ 1, the Gaussian is much wider than the
sinc function, giving

f ≈
e−Δt

2=4σ2tffiffiffiffiffiffi
4π

p
σtΔν

: ð11Þ

Then Eq. (6) becomes

SNR2 ¼ jVðν0;BÞj4ffiffiffiffiffiffiffiffiffiffi
128π

p
�

Γ
Δν

�
2 Tobs

σt
: ð12Þ

In terms of the familiar visibility Vðν0;BÞ, we can therefore
write the signal to noise ratio of the intensity correlations as

SNR ¼ jVj2
σjVj2

; ð13Þ

where

σ−1jVj2 ¼
dΓ
dν

�
Tobs

σt

�
1=2

ð128πÞ−1=4: ð14Þ

Recall that dΓ=dν ¼ AFv=ðhν0Þ.
The quantity σjVj2 is a convenient way to characterize the

noise in an intensity interferometry observation, in the limit
when the time dependence of V factorizes as in Eq. (7).
This expression encapsulates the various ways in which we
can increase the SNR of intensity interferometry observa-
tions. For example, σjVj2 depends on the ratio dΓ=dν, the
rate at which photons are detected, per unit frequency. One
way to increase dΓ=dν is to observe bright emission lines,
in which many photons are emitted over a narrow fre-
quency range. In Sec. IV, we will discuss this case in some
detail. Another way to increase dΓ=dν is simply to increase
the rate at which photons are detected, i.e. we can achieve
higher SNR by observing brighter sources using telescopes
with larger collecting area. We cannot observe arbitrarily
bright sources, however, since single-photon detectors can
have significant dead time following the detection of

photons. For SPADs, this dead time can be of order 5
nanoseconds [44], meaning that for sources with photons
arriving at rates Γ≳ 108 s−1, the detector can essentially
saturate. For extragalactic sources, this is usually not a
concern: the examples given below typically have
Γ ∼ 106 s−1, well below the saturation limit.
Besides collecting more photons, another way to

increase the SNR is to use a spectroscopic element. The
advantage of spectroscopy was already understood in the
earliest days of intensity interferometry by Hanbury Brown
[19], and, more recently, there have been proposals along
this direction [45–50]. To understand the enhancement,
notice that if we subdivide the observed frequency band
into nc smaller channels, both Γ and Δν decrease by the
approximately the same factor of nc, leaving dΓ=dν and
hence σjVj2 essentially unchanged, for every one of the
smaller channels. As long as the channels are independent,
this increases the overall SNR by n1=2c . This argument
assumes that the visibility V is nearly independent of
frequency ν, which is reasonable for many sources, such
as blackbodies whose temperature is nearly uniform across
the surface of the source. This assumption can break down
for emission lines, as we discuss in Sec. IV, but even in that
case the basic result holds that the overall SNR increases
significantly if we can divide the signal into many fre-
quency channels.
The SNR in detecting photon correlations grows with

decreasing Δν until saturating at Δν ∼ Δt−1. Since modern
detectors can achieve timing resolution of picoseconds, we
therefore would like to achieve bandwidths Δν ∼ 1012 Hz.
Since visible light has frequencies ν ∼ 1015 Hz, in order to
avoid a significant loss in SNRwe therefore requireΔν ≪ ν,
i.e. extremely narrow bandwidths. This can be achieved by
using a spectroscopic element, like a prism or a diffraction
grating, to disperse the incoming light into spectral bands
with much smaller bandwidths than that of the incoming
light. Traditional intensity interferometry uses filters to
reduce the bandwidth, but this results in a significant loss
of photons. A dispersive element can achieve the same effect
per bandwidth, but allow for a significant enhancement of
the signal by the combination of many channels. The
required spectral resolution for our application is very mild,
ranging from hundreds to a few thousands of spectral
channels, which is achievable evenwith off-the-shelf instru-
ments. The trade-off is the need for a photodetector array
with at least the same number of pixels, and potentially some
modification of the detection scheme at extremely fast time-
resolutions due to a recently shown loss of coherence [50],
which we describe in Appendix B.
One takeaway message from this review is that intensity

interferometry requires some combination of bright compact
sources, large collecting areas, high precision timing, long
observation times, and narrow bandwidths. Equation (14)
illustrates how the noise in the measured visibility depends
on these observational parameters. The simple theoretical
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expression for the signal to noise ratio given in Eqs. (13)
and (14) matches well with the actual SNR measured in
intensity interferometry observations. For example, recent
work has observed three bright stars using 1m telescopes and
SPADs with timing jitter with FWHM of 500 ps [42,51].
Using their measured photon fluxes at the detectors, the
observed SNR in intensity correlations for their 3 sources
agreeswithEqs. (13) and (14) to 17%–50%,varying between
the sources.
This agreement motivates us to consider whether inten-

sity correlations could be measured not only for bright stars
visible to the naked eye, but also for extragalactic sources,
if we use telescope arrays similar in size to existing
Cherenkov arrays and if we use detectors with picosecond
timing precision. As our fiducial example of a telescope
array, we will consider a hypothetical array similar in
collecting area to the CTA South MST array, consisting of
14 telescopes, each of which has an effective collecting area
of 88 m2 [52], but allowing for different baseline separa-
tions than the actual CTA array, and also with mirror
surface errors at the millimeter level, somewhat better than
the actual CTA mirrors (but nowhere near the submicron
requirements of diffraction limited mirrors). For an exam-
ple extragalactic source, we will consider an apparent mag-
nitude of g ¼ 12. For this source brightness and telescope
size, each telescope receives photons at a rate dΓ=dν ≈
1.4 × 10−7 [53]. For a total observing time Tobs ¼ 105 s,
with a timing jitter FWHM of 30 ps (corresponding to
Gaussian rms σt ¼ 13 ps), Eq. (19) gives σjVj2 ≈ 0.04
for nc ¼ 1 single channel. If we instead use nc ¼ 5000

independent channels, then n−1=2c σjVj2 ≈ 5.6 × 10−4, or
SNR ≈ 1800 for an unresolved source. This demonstrates
that we can not only detect intensity correlations for
extragalactic sources, but we can achieve a sufficiently
high SNR that we can probe the physics of those distant
sources.
This leads us to the question of how well intensity

interferometry observations can be used to characterize
observed sources. The way we will quantify this is to
consider parametric models for our sources, and then to
estimate the uncertainties on the derived model para-
meters using the Fisher matrix. If we observe random
fields (like the fluctuating counts of photons measured at
different telescopes and different times), we can express the
Fisher matrix simply in terms of the covariance of those
fluctuations [55],

Fαβ ¼
1

2
Tr½C−1C;αC−1C;β�; ð15Þ

where C is the covariance matrix of the observables, and
C;α ≡ ∂C=∂pα is the derivative of the covariance matrix
with respect to parameter pα. In the regime of interest,
signal covariance is negligible compared to Poisson shot
noise, and so Eq. (15) takes on a simple form,

Fαβ ¼
Γ2Tobs

4

Z
dΔt

∂C
∂pα

∂C
∂pβ

; ð16Þ

where C was defined in Eq. (5). When we can express C
in terms of the visibility V using Eq. (9), this further
simplifies to

Fαβ ¼
1

σ2jVj2

∂jVj2
∂pα

∂jVj2
∂pβ

; ð17Þ

where σjVj2 was defined in Eq. (14). When we observe
multiple baselines and multiple independent frequency
channels, then we simply sum their Fisher matrices to
obtain joint constraints. Below we will use these expres-
sions for the Fisher matrix to forecast how well intensity
interferometers could be used to study various sources.

III. AGN ACCRETION DISKS

Intensity interferometry is best suited for sources that are
bright and compact. Traditionally, nearby stars have been
the main targets of intensity interferometric observations
(e.g., [56]), however extragalactic sources such as super-
novae and active galactic nuclei (AGN) can also be
sufficiently bright and compact to warrant interferometric
observations.
AGN are powered by supermassive black holes that are

accreting gas [57–59]. The observed emission from lumi-
nous AGN is widely believed to originate from a geomet-
rically thin, optically thick accretion disk, see Ref. [60] for
a recent review, and see [61,62] for alternative models
involving thick disks. Basic aspects of disk physics may be
understood using simple models (e.g., [63]) but numerous
puzzles remain [60] and measurement of the emission
profile of these disks would greatly help to elucidate the
physics governing disk structure.
Long baseline interferometers can resolve the structure

of AGN accretion disks. For example, the Schwarzschild
radius for a SMBH of mass M ¼ 109M⊙ at a distance of
20 Mpc corresponds to an angle of ≈1 μas, which may be
resolved with baselines B ∼ 100 km at visible wavelengths.
The visible emission from AGN accretion disks is expected
to arise from radii of order R ∼ 100RS (or possibly larger,
see [64–66]), meaning that telescope arrays with baselines
spanning 1–100 km should cover the relevant range of
scales for AGN observations.

A. Fringe visibility for disk

Let us consider a thin accretion disk, using cylindrical
coordinates R and ϕ in the disk plane. If the emergent
intensity from the disk depends only on the local radius of a
point in the disk plane, I ¼ IðRÞ, then Eq. (8) gives

Vðν;BÞ ¼
R
dRRIðRÞJ0ð2πqνBRcD ÞR

dRRIðRÞ ; ð18Þ
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where q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
cos2 i cos2 ϕB þ sin2 ϕB

p
, for disk inclination i

and baseline of length B and position angle ϕB measured
relative to the position angle of the apparent disk minor
axis. Also, J0 is a Bessel function, and D is the angular
diameter distance from the observer to the AGN. Figure 1
shows examples of the visibility for various disk profiles.
By measuring jVj2 at many different baselines, we can

study the properties of the accretion disk. Since we cannot
directly image disks using intensity interferometry, we
instead model the observed visibilities using a parametric
model, and then constrain the model parameters. We note,
apropos, that the need for modeling is not unique to
intensity interferometry, as the sparse sampling of the
u-v plane in long baseline radio interferometry demands
similar procedures. The parameter constraints derived from
intensity interferometry observations may be estimated
using the Fisher matrix defined in Eq. (17),

Fαβ ¼
�
nt
2

�
Tobs

σt

1ffiffiffiffiffiffiffiffiffiffi
128π

p
�
dΓ
dν

�
2

×
X
ν;B

fðBÞ ∂jVðν;BÞj
2

∂pα

∂jVðν;BÞj2
∂pβ

¼ 1

σ2jVj2

X
ν;B

fðBÞ ∂jVðν;BÞj
2

∂pα

∂jVðν;BÞj2
∂pβ

. ð19Þ

Here, Tobs is the total observing time, nt is the number of
telescopes, so that the number of pairs is ðnt

2
Þ, and fðBÞ is

the fraction of time Tobs observing on baseline B, withP
f ¼ 1. We also assume that every telescope has the same

area A and the same mean rate of photon counts Γ, and that
each channel’s bandwidth Δω ¼ 2πΔν satisfies σtΔω ≫ 1,
where σt is the uncertainty in the photon time of arrival due

to detector timing jitter. Note that σjVj2 in Eq. (19) general-
izes σjV2j in Eq. (14) to account for nt telescopes.

B. Principal component analysis

Using Eq. (19), we can estimate how well the parameters
of an assumed disk model for IðRÞ may be constrained
using a given set of observations. To understand most
generally what information may be gleaned from intensity
interferometry observations of nearby AGN accretion
disks, we perform a principal component analysis [67].
We write an arbitrary disk profile as a sum over basis
functions,

IðRÞ ¼
X
i

aiuiðRÞ; ð20Þ

treating the coefficients ai as parameters. Using Eqs. (18)
and (19), we can compute the Fisher matrix for this choice
of parameters. If we instead treat logðaiÞ as the parameters,
then the Fisher matrix tells us the signal to noise ratio on
the measured coefficients. The eigenvectors of the Fisher
matrix tell us the parameter combinations that are measured
independently, and the eigenvalues of those eigenvectors
tell us the signal to noise ratio with which those parameter
combinations are determined. This PCA therefore can be
used to determine the number of independent quantities that
a given observation can measure above some SNR thresh-
old. Note that the choice of basis function set does not
affect the recovered principal components, as long as the
basis functions are complete.
Figure 2 shows an example. In this example, we use

Bessel functions J1ðR=ðRmaxxiÞÞ as the basis functions,
where Rmax is the maximum radius over which we
reconstruct the disk profile IðRÞ and xi is the ith root of
J1. As a fiducial profile, we arbitrarily adopt a lognormal

FIG. 1. Squared visibility jVj2 for Shakura-Sunyaev [63] disk,
with GM=c2 ¼ 1 AU, at distance D ¼ 20 Mpc, observed at
wavelength λ ¼ 5500 Å. The two choices of Rin correspond to
the ISCO for maximal spin, for prograde and retrograde orbits
respectively. The vertical dotted lines indicate the baselines
B ¼ λD=ð2πRinÞ, where we expect the interferometer to start
to resolve a uniform disk of radius Rin.

FIG. 2. Principal component analysis. We use 2D Bessel
functions as our basis set, and take as the fiducial profile a

lognormal profile βðRÞ ¼ 1

R
ffiffiffiffi
2π

p
R0σ

exp
h
− log2ðR=R0Þ

2σ2
− σ2

2

i
, with

σ ¼ 0.5. The darker the color, the longer the maximum baseline:
kR0Bmax=D ¼ 0.5, 1, 2, 4, 8, 16.
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profile I ∝ exp½−ðlogR=σÞ2=2�=R; the basic conclusions
below do not depend strongly on this choice of fiducial
profile. For SNR < 10, we can only measure one number,
e.g. the fraction of light that is unresolved kBmaxR=D≲ 1.
As we increase the SNR, it becomes possible to measure
additional independent numbers, but doing so requires
longer baselines that resolve the disk structure better.
The number of well-measured parameters grows slowly
for SNR < 1000, but once we hit SNR > 1000 the number
of measurable parameters grows more quickly.

C. Numerical example: Shakura-Sunyaev disk

The above PCA estimate suggests that if we can achieve
SNR > 103 it becomes possible to study disk physics by
measuring multiple independent parameters describing
the disks. Achieving this SNR for nearby AGN appears
feasible, as discussed in Sec. II. There, we used Eq. (14) to
show that a hypothetical array of telescopes similar to the
CTA South MST array, observing a source with apparent
magnitude g ¼ 12, could achieve SNR of 25 per channel,
giving SNR ≈ 1800 for nc ¼ 5000 channels. Thus, using
realistic arrays with reasonable observing times, we can
achieve a sufficiently high SNR that probing disk physics
becomes feasible. Note that apparent magnitude g ¼ 12
is quite bright for AGN, but several Type 1 Seyferts this
bright may be found in public catalogs [68,69]. As we
can see from Fig. 2, in this high SNR regime, we would
ideally like baseline coverage in the range kBRdisk=D ∼
5–10 to measure many independent parameters describing
the disk.
For a concrete example, we use Eq. (19) to estimate how

well the parameters of the Shakura-Sunyaev [63] profile
may be measured. This profile is given by:

IðRÞ ¼ I0½efðRÞ − 1�−1; ð21Þ

where

fðRÞ ¼ ν

ν0ðRÞ
¼

"�
R0

R

�
n
�
1 −

ffiffiffiffiffiffi
Rin

R

r �#−1=4

: ð22Þ

The parameters are: an effective radius R0 for the light at
frequency ν, the power-law index n, and the inner edge of
the disk Rin. The Shakura-Sunyaev disk has n ¼ 3, but
other models can allow different behavior [65]. Note that
the normalization I0 does not affect V, and its value is fixed
by the observed AGN flux once we have chosen the other
parameters. Also note that this neglects relativistic effects
like Doppler beaming, gravitational lensing, and gravita-
tional redshift, for simplicity. Below we repeat this analysis
including these relativistic effects (see Sec. III C 3).
Following the discussion above, we set n1=2c σ−1jVj2 ¼ 2000.

We assume fiducial parameter values n¼ 3, Rin ¼ 6GM=c2

(i.e., the Schwarzschild ISCO), and R0 ¼ 43GM=c2 at

λ ¼ 500 nm, so that the mean emission-weighted radius
is R̄≡ R

R2IðRÞdR= R RIðRÞdR ≈ 150GM=c2 at this
wavelength. For M ¼ 108M⊙, note that the gravitational
radius is GM=c2 ≈ 1 AU. We assume fðBÞ¼ð2πBmaxBÞ−1
for jBj < Bmax, so that

R
fðBÞBdBdϕ ¼ 1, and take

kBmax=D ¼ 0.045ðGM=c2Þ−1. For λ ≈ 550 nm and D ¼
20 Mpc, this would correspond to Bmax ≈ 16 km. For these
parameters, we find that the parameters of the disk model
are well constrained, and show the predicted error covari-
ance in Fig. 3.
Note that broadband observations are advantageous not

only because of the n1=2c enhancement to the SNR, but
also because the apparent disk size is expected to vary
with wavelength, since the local disk temperature is a
function of radius. If we observe an Oð1Þ range of wave-
lengths, we can detect this wavelength dependence of the
effective size, measuring the radial slope n and thereby
helping to break degeneracies that may be present in
narrowband observations.
This illustrates that the optimal observing strategy will

depend on the science objective of the observations.
Because emission of shorter wavelengths peaks at smaller
radii, if the observational target is to measure the innermost
part of the disk, it is always advantageous to restrict to
narrowband observations at the shortest wavelengths pos-
sible. In contrast, for applications like the overall disk
profile, it is more useful to use shorter baselines and do

FIG. 3. Error covariance for intensity interferometry on an
AGN accretion disk with visibility error n−1=2c σjVj2 ≈ 5 × 10−4.
We assume a Shakura-Sunyaev profile with parameters
sin i ¼ 1=2, n ¼ 3, θ0 ¼ 42.8GMc−2=D at 550 nm and
θin ¼ 6GMc−2=D. The observation here is broadband in the
range 350–900 nm.
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broadband observations. For instance, in the error covari-
ance of Fig. 3, the fractional error on the power-law index is
∼0.8% for broadband observations in the 350–900 nm
range, while for narrowband observations we find the
fractional uncertainty on n to be ∼4% at all wavelengths.
We leave a detailed analysis of the optimal observing

strategy to future work. Next, we discuss the physical
interest of a few of the parameters we can constrain.

1. Inclination angle

Our simple Fisher analysis finds that the disk inclination
angle i is measured well, at the percent level for the
parameters described above. As Fig. 3 illustrates, the
uncertainty on the inclination parameter is not correlated
with uncertainties on other parameters. This is because the
inclination is the only parameter that controls the non-
circularity of the appearance of the disk [e.g., Eq. (18)], and
the apparent shape of the disk is determined well, as long as
baselines with many different orientations are sampled.
One caveat to this argument is that relativistic effects like

Doppler beaming can modify the appearance of this disk,
generating noncircularity that could be mistaken for incli-
nation. We estimate that the systematic error on the inferred
inclination arising from beaming should be ∼Oð1%Þ. One
way to see this is to consider the multipole expansion of the
light emitted from the disk. Using coordinates centered on
the black hole, we can expand the intensity profile into
angular multipoles,

Iðω; n̂Þ ¼ Iðω; θ;ϕÞ ¼
X
l

alðω; θÞ cos ðlðϕ − ϕlÞÞ: ð23Þ

Inserting this multipole expansion into Eq. (8) gives

Vðω;BÞ ¼
X
l

ilAlðkBÞ cosðlðϕl − ϕBÞÞ; ð24Þ

where AlðkBÞ ¼ 2πF−1 R alðω; θÞJlðkBθÞθdθ, and F ¼R
Id2n̂ is the total flux. Note that even multipoles make

a purely real contribution to the visibility, while odd
multipoles make a purely imaginary contribution.
A circular disk viewed at some inclination angle has only

even nonzero multipoles. Beaming, to lowest order, gen-
erates a dipole (l ¼ 1), which is therefore purely imaginary.
When we square the visibility to compute jVj2, the real and
imaginary parts add in quadrature. Using simulations of
disk appearances that include relativistic effects like beam-
ing (see Sec. III C 3 below), we estimate that the dipole/
monopole ratio has amplitude ∼10% − 15% on the scales
of interest for typical disk parameters, and would therefore
make a ∼1–2% effect on the inferred inclination angle. We
thus conclude that relativistic beaming will not signifi-
cantly contaminate measurements of disk inclinations.
Measurement of the inclination angle for a large sample

of bright AGN (e.g., ∼100 objects) would be useful for

probing AGN physics. One example would be testing the
“unification model” of AGN [70], which postulates that
different types of AGN such as Seyfert 1, Seyfert 2, etc.,
correspond to similar physical objects that are merely
viewed at different orientation angles. A significant corre-
lation between AGN type and disk inclination angle i
would represent a stunning success for AGN theory.

2. Radial slope

We parameterized the radial slope of the temperature
profile as T4 ∝ R−n in Eq. (22). Our simple Fisher estimate
finds that the radial slope of the disk is measured precisely,
as seen in Fig. 3. A measurement of this slope would
dramatically constrain models of the central accretion disk.
A generic prediction of steady, thin, viscous disk models is
that n ≈ 3. This prediction is not satisfied in some accreting
white dwarf in binary systems (“cataclysmic variables”)
where the profile can be determined using eclipse mapping
[71–73]. Analyses of quasar microlensing observations
have also been used to constrain the disk radial profile
[65] and find n ≈ 5.3, significantly different than n ¼ 3.
Departures from n ¼ 3 signal departures from classical thin
disk theory and could indicate the presence of a warped
disk, driving of accretion by a magnetized wind, or disk
flaring. Long-baseline interferometric observations of AGN
disks could test whether this behavior is common in near-
Eddington supermassive black holes.

3. Inner disk structure

Another parameter measured well is the inner disk edge,
with our Fisher matrix estimate giving Rin=σR ≈ 12. In our
assumed Shakura-Sunyaev model profile, the disk sharply
truncates at this inner edge, inside of which is a completely
dark hole in the emission profile. In Appendix Awe explore
in a more model-independent context whether intensity
interferometry observations can establish the existence of a
sharply edged hole in the disk.
More generally, the small uncertainty on the inferred Rin

parameter suggests that long-baseline observations are
sensitive to the central structure of AGN accretion disks.
In this inner region, relativistic effects such as beaming and
lensing become significant, invalidating our simplistic
Newtonian analysis. To account for these effects, we repeat
our Fisher matrix analysis for a spin-aligned, infinitely thin
Novikov-Thorne [74] disk profile, with vanishing emission
inside the ISCO. We observe this disk using the IPOLE code
[75], which accounts for relativistic effects such as frame
dragging, beaming, etc. To quantify how well we can probe
the innermost disk structure, we estimate how well the spin
parameter a of the central black hole may be determined.
We compute the Fisher matrix by varying the parameters of
the disk, like the accretion rate and BH mass, as well as
observer parameters like the inclination angle and the
distance to the AGN. We treat these as nuisance parameters
and marginalize over them to estimate the error on the
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inferred spin. For fiducial choices of MBH ¼ 108M⊙,
D ¼ 10 Mpc, Eddington ratio of 0.1, inclination i ¼ 60°,
and spin a ¼ 0.5, we find that σa ≈ 0.3 for observations
with σ−1jVj2 ¼ 2000. As noted above, for bright AGN this

SNR can be achieved in about 24 hours of observations
with modestly sized interferometric arrays.
We stress that this result does not mean that we can

measure BH spins precisely, since this calculation is highly
simplistic, ignoring important effects such as disk warping,
misalignment, self-illumination, or the existence of a disk
atmosphere. Instead, we interpret this result as a demon-
stration that long-baseline interferometric observations can
indeed probe the innermost emission from AGN disks. A
detailed comparison of such observations to realistic
GRMHD simulations of AGN accretion disks could pro-
vide a wealth of insight into the physics of the brightest
black holes in the universe.

IV. BROAD LINE REGION

The visible radiation from bright AGN is believed to
originate from geometrically thin, optically thick accretion
disks. There are two key aspects of this visible emission
that will be important for the discussion below. First, the
spectra of AGN light exhibit not only broadband con-
tinuum emission, but also extremely bright emission lines,
which in some cases have broad linewidths corresponding
to velocity dispersions of thousands of km/s [76]. Second,
the emission from AGN is typically variable over time, both
for the broadband continuum and also for the line emission
[77–79]. Crucially, the line variability typically lags the
continuum variability in time, with delays ranging from
days to months, depending on the AGN and depending on
the line. These time lags are understood to arise from the
large spatial separation between the line emitting regions
and the continuum emitting region. The physical picture is
that the continuum radiation from the central AGN illumi-
nates and heats the broad line region, which then cools via
line radiation. The time lag between the continuum
variability and the line variability can be used to infer
the size of the broad line region, using a method called
reverberation mapping [80–82].
Interferometric observations of broad line emission from

AGN would be useful in several ways. Resolved images of
the broad line region would help constrain the physics of
the outer accretion disk and radiative transfer near the AGN
[83,84]. Additionally, interferometric images would also
allow the determination of the angular size of the broad line
region. As noted above, reverberation mapping measures
the physical size (in cm) of the broad line region. The
combination of reverberation mapping and resolved inter-
ferometry would therefore measure both the physical size
and the angular size of the regions emitting the same line
photons, which then measures the angular diameter dis-
tance to the AGN. Since the redshifts of these AGN are

already known from their spectra, a distance determination
would measure the Hubble constant H0, one of the most
important and most controversial quantities in modern
cosmology [85]. Previous efforts along these lines have
been attempted using the GRAVITY instrument [86–88],
but as noted above, the angular resolution of optical/NIR
amplitude interferometers like GRAVITY is insufficient to
resolve the broad-line region for AGN at cosmological
distances. Intensity interferometers provide the tantalizing
prospect of spatially resolving these sources, thereby
providing a single-step, purely geometric measurement
of the Hubble constant that completely sidesteps the local
distance ladder. We discuss this idea in more detail below.

A. Reverberation mapping

Let us write the continuum lightcurve as cðtÞ, and the
broad line (BL) lightcurves as bðtÞ, related to the con-
tinuum lightcurve via transfer functions ψ, given by b ¼
c � ψ [81]. Here, we consider b as an array of lightcurves
measured in each independent channel covering the emis-
sion line. The transfer functions ψðΔtÞ may be determined
from the two-point correlations of c and b. As long as we
do not observe the system at a special time, i.e. as long as
the 2-point correlations are stationary, then it is convenient
to work in Fourier space, where the two-point correlations
of cðωÞ and bðωÞ become block diagonal, in the sense that
different ω’s are uncorrelated. Note that in this context, ω
refers to the Fourier conjugate of Δt, and is not the
observed frequency of the light 2πν.
Suppose we observe b and c with some measurement

noise ϵb and ϵc, each uncorrelated with anything else.
At each frequency, let us write the data as a vector
dðωÞ ¼ fcobsðωÞ; bobsðωÞg, with covariance

hdðω1Þd†ðω2Þi ¼ 2πδðω1 − ω2Þ½PcGG† þN�; ð25Þ

where Pc is the emitted continuum power spectrum,
G ¼ f1;ψg, and N is the noise matrix, whose nonzero
elements are along the diagonal, corresponding to the
measurement noise for continuum (Nc) and each of the
BL channels (Nb). Note thatG andN are functions ofω, and
their indices label different channels (and the continuum).
For simplicity, let us suppose that Pc and N are known,

so that the only quantities to be determined from the data
are the transfer functions ψðωÞ. Let us describe ψ using a
parametric model with parameters pα. We can again use the
Fisher matrix to estimate the uncertainties on the param-
eters. Writing the data covariance as C ¼ PcGG† þN, the
Fisher matrix takes the form [55]

Fαβ ¼
X
ω

1

2
Tr½C−1C;αC−1C;β�; ð26Þ

where C;α ≡ ∂C=∂pα, and the sum in Eq. (26) runs over all
independent Fourier modes in the lightcurve. Making use
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of the Sherman-Morrison formula, we have

C−1 ¼ N−1 − Pc
N−1GG†N−1

1þ PcG†N−1G
; ð27Þ

and the partial derivatives are

C;α ¼ Pc½G;αG† þ GG†
;α�: ð28Þ

If we observe the emission line with only one channel, then
the Fisher matrix simplifies to

Fαβ ¼
X
ω

1

2

P2
c

d2
ðdg1 þ N2

cg2Þ; ð29Þ

where

d ¼ PcNb þ NcNb þ jψ j2PcNc ð30Þ

g1 ¼ ∂αψ
�
∂βψ þ ∂βψ

�
∂αψ ð31Þ

g2 ¼ ∂αðjψ j2Þ∂βðjψ j2Þ: ð32Þ

B. Transfer function

Next let us discuss the transfer functions relating
continuum fluctuations and BL fluctuations. We can obtain
a parametric form for ψðΔt) by assuming a model. Here,
we focus on the simple example where the continuum
emission may be treated as unresolved (point-like), and the
BL emission arises from a Keplerian disk inclined relative
to the line of sight at angle i, as suggested by recent
interferometric observations of AGN broad line regions by
the GRAVITY collaboration [89–93]. In the case of an
inclined Keplerian disk, the transfer function takes a simple
form [81], which we summarize below.
Let us describe locations in the plane of the disk using

coordinates R and ϕ, where the azimuthal angle ϕ is
measured relative to the apparent minor axis on the sky. In
the AGN rest frame, the time delay Δt for a path that starts
at the origin, reaches point ðR;ϕÞ in the disk, and then
proceeds to us (at infinity) is

cΔt ¼ Rð1þ sin i cos ϕÞ; ð33Þ

where i is the disk inclination angle relative to the line of
sight. If the AGN is at redshift z, then the observed time
delay is larger by a factor of 1þ z. From context, it is
hopefully clear that the time delay Δt appearing here is
unrelated to the time difference Δt between two telescopes
that appeared in Eqs. (1) and (2).
Suppose that BL emission from the disk may be

written as

IBLðt; R;ϕÞ ¼ βðR;ϕÞFcðt − ΔtðR;ϕÞÞ; ð34Þ

where Fc is the continuum flux from the unresolved central
source, and β is some response function that depends on the
distribution of broad line emitters around the central source.
For simplicity, we will assume that β is a purely radial
function, β ¼ βðRÞ, independent of ϕ. In reality, this is not
the case: radiative transfer effects cause line photons to
escape the disk preferentially along certain directions that
leads to a predictable ϕ dependence that we will ignore
below. With these assumptions, the integrated flux from the
BLR is

FðtÞ ¼ j cos ij
Z

IBLðt; R;ϕÞRdRdϕ

¼ j cos ij
Z

βðRÞFcðt − ΔtÞRdRdϕ

¼
Z

Fcðt0Þψðt − t0Þdt0; ð35Þ

where the transfer function is

ψðδtÞ ¼ j cos ij
Z

βðRÞδðΔtðR;ϕÞ − δtÞRdRdϕ: ð36Þ

This is the transfer function for the BL emission, integrated
over the entire line. We can similarly compute the transfer
function at any frequency ν that is redshifted relative to the
line center νc, by using the line-of-sight component of the
Keplerian velocity,

vLOSðR;ϕÞ ¼
�
GM
R

�
1=2

sin i sinϕ; ð37Þ

which gives Doppler shift ν ≈ νcð1 − vLOS=cÞ.
The velocity-dependent transfer function then becomes

ψðδt; vÞ ¼ j cos ij
Z

βðRÞδðΔtðR;ϕÞ − δtÞ

× δðvLOSðR;ϕÞ − vÞRdRdϕ: ð38Þ

In Fourier space, this is

ψðω;vÞ¼
Z

ψðδt;vÞeiωδtdδt

¼jcosij
Z

βðRÞδðvLOSðR;ϕÞ−vÞeiωΔtðR;ϕÞRdRdϕ:

¼2jcosij
Z

RmaxðvÞ

0

βðRÞRWRMðR;v;ωÞdR; ð39Þ

where

WRMðR; v;ωÞ ¼
eikR cos

�
kR

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2i − v2R

GM

q �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GM
R sin2i − v2

q ; ð40Þ

for k ¼ ω=c, and RmaxðvÞ ¼ ðGM=v2Þ sin2 i.
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Equation (39) gives the transfer function at a specific
velocity. For a channel of some finite bandwidth
νmin < ν < νmax, the transfer function is the integral of
this expression,

ψ channelðωÞ ¼
Z

vmax

vmin

ψðω; vÞdv; ð41Þ

for vmin ¼ cð1 − νmax=νcÞ and vmax ¼ cð1 − νmin=νcÞ.
This completes the expression for the transfer functions

appearing in the previous subsection. If we sum over all
channels to obtain an integrated transfer function for the
total BL flux, then the expression simplifies, giving

ψðωÞ ¼ 2πj cos ij
Z

dRRβðRÞeikRJ0ðkR sin iÞ; ð42Þ

where again k ¼ ω=c.

C. Interferometry for emission line

Along with the Fisher matrix for reverberation mapping
Eq. (26), we also require the Fisher matrix for intensity
interferometry observations, in order to forecast the joint
constraints. Equation (19) gives an expression for the Fisher
matrix, under the assumption that the sky emission Iðν; n̂Þ
factorizes into IðνÞfðn̂Þ, and that for a narrow channel, the
spectrum IðνÞ could be approximated as a constant, top-hat
spectrum, i.e. IðνÞ ¼ Iðν0Þ for jν − ν0j < Δν=2. Both of
these assumptions become invalid for line emission from a
rotating source like an accretion disk. For example, opposite
sides of the disk can have oppositely signed line-of-sight
velocities, giving blueshifts on one side of the disk and
redshifts on the other side. That is, different regions of the
source can have systematically different emission spectra.
This somewhat changes the expression for the visibility

V. Rather than using the approximation used in Eq. (7), we
instead must evaluate the exact expression in Eqs. (1) and
(2) to define the time-dependent V and V. If we repeat the
reasoning used to derive Eq. (39), we obtain

Vðν;B;ΔtÞ ¼ 2Fcj cos ije−iωΔt

×
Z

RmaxðvÞ

0

βðRÞRWIðR; v;BÞdR; ð43Þ

where ω ¼ 2πν, v ¼ cð1 − ν=νcÞ, νc is the line’s central
frequency, RmaxðvÞ ¼ ðGM=v2Þ sin2 i, and

WIðR; v;BÞ ¼
ei

kBR
D

ffiffiffiffiffi
v2R
GM

p
sinϕB
sin i cos

h
kBR
D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − v2R

GMsin2i

q
cosϕB

i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GM
R sin2i − v2

q .

ð44Þ

We integrate Eq. (43) to obtain the visibility for a channel
with νmin < ν < νmax, giving

VðB;ΔtÞ ¼
R
νmax
νmin

dνe−iωΔt
R RmaxðvÞ
0 βðRÞRWIðR; v;BÞdRR

νmax
νmin

dν
R RmaxðvÞ
0

βðRÞRffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GM
R sin2 i−v2

p dR
:

ð45Þ

An efficient way to evaluate Eq. (45) simultaneously for
many different values of Δt is by fast Fourier transform
(FFT) over the frequency range νmin < ν < νmax. Given
VðB;ΔtÞ, we then convolve jVj2 with the timing jitter for
each telescope to compute the observed intensity correla-
tions using Eq. (5), and then compute the Fisher matrix
using Eq. (16), generalized to an array of nt telescopes
observing many independent frequency channels ν and
baselines B,

Fαβ ¼
�
nt
2

�X
ν;B

Γ2Tobs

4

Z
dΔt

∂C
∂pα

∂C
∂pβ

: ð46Þ

D. Numerical example

The transfer function and the visibility both depend
on the form of βðRÞ in Eq. (34). We’ll consider a simple
illustrative example, a power law β ∝ Rn between some
inner and outer radii Rin and Rout [94]. For concrete-
ness, we assume fiducial parameter values n ¼ 2 and
Rout=Rin ¼ 100.
Let us consider IRAS 09149-6206 as a concrete exam-

ple. Its redshift of z ¼ 0.057 corresponds to a comoving
distance d ≈ 170h−1 Mpc. In the Hα line at λ ¼ 6560 Å, its
flux density reported in the BASS DR2 catalog [95] is
Fλ ∼ 10−13 erg s−1 cm−2Å−1. This is a bright source, but
not uniquely exceptional, since other sources like NGC
7469 or 3C 273 exhibit similar flux density [95,96]. Wewill
again consider a hypothetical array similar to the CTA
South MST, with nt ¼ 14 telescopes of area A ¼ 88m2

each. For this area and line brightness, each telescope
observes dΓ=dν ¼ 4 × 10−7. Assuming timing jitter with
FWHM of 30 ps gives σt ≈ 13 ps, and if Tobs ¼ 24 hr, then
Tobs=σt ≈ 7 × 1015. If we do not use spectroscopy, i.e.
setting nc ¼ 1, then Eq. (19) gives σ−1jVj2 ¼ 73. For moderate

spectral resolution of R ¼ 5000, a linewidth Δv ≈ 0.01c
would give nc ¼ 50 channels across the line, improving the
expected SNR.
Next, let us evaluate the Fisher matrix from reverberation

mapping, Eq. (26). Let us assume the AGN lightcurve is
monitored with a cadence of 1 week, observed for 200
times over 4 years. Note that this lightcurve monitoring
may be done at small telescopes, completely different than
the array used for intensity interferometry. Indeed, numer-
ous RM monitoring campaigns for AGN are already
ongoing [77–79]. With 200 observations, we measure
nω ¼ 100 independent frequencies. If we set Nc ¼ 0.01Pc,
and Nb ¼ 0.1Pc, corresponding to noise of 10% and 30%
for continuum and broad line, respectively, then we get
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σD=D ¼ 0.036 for nc ¼ 50, and σD=D ¼ 0.17 for nc ¼ 1,
for each AGN. Figure 5 illustrates the error covariance for
the model parameters inferred from these observations.
Note that the inferred distance is most strongly correlated
with the physical size of the BLR, for this choice of
observing parameters. Examining Fig. 4, we can see that

for these parameters, the error on H0 is limited by the
reverberation mapping uncertainties, rather than the inten-
sity interferometry observations. Our assumed errors on the
AGN variability appear reasonable for shallow SDSS
observations of AGN lightcurves at Gpc distances [77],
and may be significantly smaller for deep observations of

FIG. 4. Distance error for joint reverberation mapping and intensity interferometry (RM-HBT) observations, as a function of BLR
SNR, ðPb=NbÞ1=2, and intensity correlation SNR [Eq. (6)]. The right-axis shows the Hα line flux that would give the corresponding SNR
for intensity interferometry assuming total observing time Tobs ¼ 24 hr, timing jitter FWHM of 30 ps, and total collecting area
ntA ¼ 1232 m2, equal to the CTAMST South array as discussed in the text. Colors correspond to fractional error in the derived distance
to the AGN, σD=D. The horizontal dashed lines indicate the Hα fluxes reported for 3 example AGN [95,96].

FIG. 5. Error covariance for combined constraints from reverberation mapping and intensity interferometry, for observations with RM
noise Nb ¼ 0.1Pb, HBT SNR = 73 per channel, and nc ¼ 50 frequency channels as discussed in Sec. IV D. The parameters of the BLR
region chosen here are βðRÞ ∝ Rn and fsin i; n; Rin; Routg ¼ f1=2; 2; 103GM; 105GMg.
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more nearby, apparently brighter AGN. With 5 such AGN
observed with 50 channels, then adding these errors in
quadrature to the sample variance from peculiar velocities
shown in Fig. 6, we measure H0 to about 3%, which would
distinguish the ∼10% discrepancy in H0 values by about
3σ. These errors could be further reduced by more intensive
observing campaigns that would give higher SNR in both
reverberation mapping and intensity interferometry, or
simply by observing a larger sample of AGN.
In summary, the combination of intensity interferometry

and reverberationmapping appears to be a promisingmethod
to measure absolute distances and the Hubble constant. Our
simple Fisher estimates of infinitely thin Keplerian disks
provide motivation for more detailed future studies of
whether Hubble forecasts remain promising for more real-
istic disks with turbulent velocities, nonzero thickness,
proper treatment of line radiative transfer effects, etc.

V. DISCUSSION

A. Other AGN applications

The previous sections describe two applications of
intensity interferometry observations of AGN, for measur-
ing the Hubble expansion rate and for studying the physics
of AGN accretion disks. In both examples, interesting
results may be achieved using reasonable observation times

(e.g., days-weeks) on feasible arrays, similar in size to
existing atmospheric Cherenkov arrays. Using larger
arrays, or longer observing campaigns, other science
applications also become feasible.

1. Changes in the BLR

The examples sketched above focus on measuring the
time-independent profiles of AGN emission, but the time
dependence of the signal also allows new probes of AGN
physics. Previous reverberation mapping studies have
established that brighter AGN have larger BLRs [76], so
we might expect that when an individual AGN brightens,
the size of its BLR will grow in size. Intensity interfer-
ometry should be able to measure this effect. One simple
way to perform this measurement would be to split the BL
visibility measurements, based on the brightness of the
continuum emission at earlier times. Since we measure jVj2
using two-point intensity correlations hIðtÞIðtþ δtÞi, we
can think of splitting the signal as a kind of 3-point
correlation, hF½Icðt − ΔtÞ�IBLðtÞIBLðtþ δtÞi, where δt is
of order picoseconds and Δt is of order the RM lag,
e.g. weeks or months, and F is some function that selects or
upweights times when the continuum intensity Ic is in some
specified range. Using appropriately chosen weighting
functions F, we can measure the size of the BL region
as a function of the continuum brightness, and by varying
Δt, we can observe how the BLR responds in time, e.g.
detecting outgoing waves in the BLR as the central source
varies in brightness.

2. Continuum reverberation mapping

Similar reasoning can also be applied to the continuum
emission itself. In the same way that line emission exhibits
reverberations in response to continuum variability, the
continuum emission also exhibits reverberations [100,101].
Continuum reverberation mapping has recently been used
to reveal surprising patterns of slow ingoing waves of
temperature fluctuations in AGN accretion disks [102].
Intensity interferometry can resolve these waves, revealing
their structure and helping to elucidate their physics. In
Sec. III we discussed how 2-point intensity correlations
hIðtÞIðtþ δtÞi measure the mean profile of the accretion
disk, and similarly to the above discussion, 3-point corre-
lations hIðt − ΔtÞ�IðtÞIðtþ δtÞi can pick out the fluctuat-
ing part of the emission that correlates with variability at
earlier times. This can be measured separately for different
bands, e.g. to measure how the bluer and redder parts of
the disk respond differently to UV or x-ray fluctuations
[103,104] that can be contemporaneously observed with
upcoming satellites [105].

3. Tidal disruption events

As the total collecting area of the telescope array
grows in size, intensity interferometry observations may

FIG. 6. Sample variance onH0 from a sample of N objects with
perfectly measured redshifts and distances. We used halos with
Mvir ≥ 1013h−1M⊙ from the publicly available HugeMDPL
N-body simulation [97], and measured pairwise separations
and relative velocities for N randomly selected pairs found
within separation R < Rmax, for different values of Rmax, mea-
sured in units of h−1 Mpc. The behavior is well described by
σ2HðRmaxÞ ¼ σ2CVðRmaxÞ þ v2R−2

maxN−1, where v ≈ 630 km=s and
σCV is the cosmic variance onH0 that arises from the fluctuations
in the matter overdensity in specific regions of size Rmax. The
dashed line corresponds to the fractional errors on H0 from direct
measurement using Cepheids and type Ia supernovae [98], while
the dotted line shows the H0 uncertainty from Planck observa-
tions of CMB anisotropies [99].
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be performed for fainter sources, enabling additional
applications. For instance, when individual stars are tidally
disrupted by supermassive black holes, they can generate
outbursts called tidal disruption events (TDEs) that can last
for weeks to months [106,107]. The physics of these TDEs
remains poorly understood at present, in particular the
relative importance of different processes expected to be
responsible for the visible light emitted by these events, like
shocks from self-intersecting gas streams or the formation
of a central accretion disk [108–110]. Some TDEs exhibit
late-time plateaus in their lightcurves for reasons that are
not understood. Long-baseline intensity interferometry can
spatially resolve TDE emission at every stage of the event,
helping to illuminate a phenomenon that is expected to be
observed in large numbers when wide-area, high-cadence
imaging surveys like LSST begin.

4. Photon rings

Another interesting science target would be the
photon ring(s) that arise from strong-field gravitational
lensing [111,112]. The shape of the photon ring can be
used to test modifications from GR in the strong-field
regime [113–118]. The rings are expected to occur in the
vicinity of the horizon and the ISCO, with a fractional width
of order 1% for the n > 1 rings depending on the geometry
of the accretion flow. In principle, an intensity interferometer
observing at λ ≈ 500 nm with baselines of order B∼104 km
could resolve angular scales λ=B≈0.01 μas, adequate
to resolve photon rings around nearby supermassive black
holes.
In practice, this observation would be incredibly chal-

lenging, since the visibility on these baselines is expected to
be extremely small, meaning that an enormous SNR would
be required to unambiguously detect features of these rings.
Additionally, theoretically it is unclear if rings will be
detectable from bright AGN. If the accretion disk does not
sharply truncate at some inner edge, but instead gradually
diminishes toward the horizon, then it is possible that the
gas flow will remain optically thick inside the ISCO,
potentially blocking the photon rings [119,120]). Future
intensity interferometry observations of the innermost disk
structure should help illuminate whether disks truncate at
sufficiently large radii to avoid obscuring photon rings.
Similar observations may also be useful for detecting
intensity correlations arising from multiple imaging in
photon rings [121].

5. Closure phases

At the very highest rates of photon arrivals, it becomes
possible to detect not only the two-point correlations of
intensity, but also higher-order correlations like the 3-point
function. Here, we do not mean simply correlating 2-point
intensity interferometry (on picosecond timescales) with
lightcurve variations on much longer timescales as dis-
cussed earlier in this section, but instead we mean detecting

picosecond correlations of intensities at 3 different tele-
scopes. Similar to the use of baseline triplets in amplitude
interferometry, 3-point correlations allow the measurement
of closure phases [2,3], which provide phase information.
Repeating the arguments given in Sec. II, the 3-point

correlation observed over a window of time Δt is

hδN1δN2δN3i ¼
Γ3Δt
2Δν2

ReðV12V23V31Þ: ð47Þ

The Poisson noise is hδN2i3=2 ¼ ðΓΔtÞ3=2. Allowing for
timing jitter that is Gaussian distributed with rms dispersion
σt, the signal to noise ratio in detecting the 3-point
correlation becomes

SNR ¼ 1

ð768π2Þ1=4
�
dΓ
dν

�
3=2

�
T
σt

�
1=2 1

ðσtΔνÞ1=2
× ReðV12V23V31Þ: ð48Þ

Due to the extra 1=2-power of dΓ=dν, the SNR in the
3-point function is usually orders of magnitude smaller than
the SNR in the 2-point function, meaning that detecting
closure phases is only possible for either the brightest
sources (like naked-eye stars) or for huge collecting areas.
For a numerical example, consider a source with apparent
magnitude V ¼ 12, observed by an array with total area
ntA ¼ 106 m2, with spectral resolution Δν ¼ 1012 Hz, and
timing jitter rms σt ¼ 10 ps. For these parameters, in 105 s
observing time we reach SNR ≈ 94 for the 3-point corre-
lation. This means that detecting closure phases for extra-
galactic sources would require an observatory on the scale
of the Square Kilometre Array [122], but composed of
optical rather than radio telescopes. This would obviously
be a prodigious undertaking, but it is worth noting that
enormous optical arrays have been proposed for studying
exoplanet atmospheres [123], and so large interferometric
arrays may be able to use similar economies of scale. The
measurement of closure phases on multiple baselines
would be transformative, since it allows for true imaging
with interferometers [124].

B. The future

We conclude by speculating on possible strategies for
implementing intensity interferometry arrays capable of
studying extragalactic sources like AGN. As mentioned in
the introduction, high-precision timing technology for
single photon detection is rapidly advancing, with signifi-
cant recent breakthroughs in timing jitter, multiplexing, and
cost. Since we can expect the expense of these detectors
to continue to decrease in the near future, for early gen-
erations of intensity interferometers, one possible strategy
might be to initially neglect multiplexing, and instead
instrument each telescope with a small number of detectors.
This would mean initially forgoing spectroscopy as a
way of increasing the SNR, and instead focusing on bright
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line-emitters like AGN broad lines. One advantage of
neglecting spectroscopy is that the spectroscopic suppres-
sion effect discussed in Appendix B will not be a concern,
even for large-aperture mirrors.
A related question is whether it is better to build many

small telescopes, or a small number of large-area tele-
scopes. As we can see from Eq. (19), the SNR in detecting
intensity correlations scales like ntA, which is the total
collecting area. We would like to maximize the total SNR
for a given total expenditure in cost. Suppose that the total
expenditure is C, and that the cost of each telescope may be
written as c0 þ cðAÞ, where A is the collecting area of the
telescope, and c0 is the fixed cost associated with each
telescope, e.g. due to the detector, atomic clock, electron-
ics, etc. The cost of constructing a telescope of area A
may be some nonlinear function of A, so let us write
cðAÞ ¼ c0 × ðA=A0Þp, where A0 is the area that costs c0,
and p is some exponent to allow for nonlinear dependence
of the expense. For a fixed total C, then the optimal number
of telescopes nt and optimal area A per telescope becomes
A¼ A0× ðp− 1Þ−1=p, and nt ¼ ðC=c0Þ× ð1−p−1Þ. Unless
p ≈ 1, this says that generically the optimal telescope area
is that whose cost is of order the other fixed costs. In
practice, it appears that p ≈ 1.3 [125] for diffraction limited
mirrors, suggesting that it may be preferable to construct a
small number of large-area telescopes, i.e. to devote most of
the expenditure to telescope area rather than other
expenses. On the other hand, diffraction-limited mirrors
are not required to measure intensity interferometry, as
demonstrated by Cherenkov arrays [26–28]. To achieve
picosecond-level timing, mirror blanks with ∼mm surface
errors may be adequate; see Appendix C for a discussion of
this as well as other technical requirements to implement
intensity interferometers. This analysis is obviously
extremely crude, and its conclusions could change as the
costs of the constituent components of the interferometric
array evolve over time. It may also be worth considering
even more speculative ideas, such as using refractors like
Fresnel lenses instead of reflectors to achieve large collect-
ing areas [126,127].
Independent of the exact choice of design, we stress that

the array sizes needed to achieve the science objectives
discussed above are not wildly futuristic. Intensity interfer-
ometry has already been demonstrated on Cherenkov arrays
[26–28], and is expected to be demonstrated on the CTA
array, whose size we have adopted as our fiducial example.
Similarly, intensity interferometry has been detected using
SPAD detectors with timing jitter similar to what we
assumed [41]. As we discussed above, construction of an
intensity interferometer of this scale would provide myriad
benefits to AGN science, cosmology, and strong-field
gravity, and potentially other targets like supernovae
[128] or microarcsecond astrometry [46,47,49,50].
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APPENDIX A: SIGNATURE OF A HOLE

In Sec. III C 3 we found that the radius of the dark area
(“hole”) in the Shakura-Sunyaev profile is precisely encoded
in the observed visibility amplitudes. This result is poten-
tially intriguing for accretion disk physics, since it is some-
what controversial whether physically self-consistent disks
should have sharp inner edges bounding interior holes, or if
instead the disk profile more gradually decreases inside the
ISCO (e.g., [119,120,133–135]). Since our Fisher matrix
estimate is model dependent, in this section we explore in a
more model-independent context whether visibility ampli-
tude measurements may be capable of measuring the
presence of a hole. The basic idea is that a profile with a
hole can be regarded as the sum of a wider, hole-free profile
(“main component”) and a narrower profile of negative
brightness (“hole component”). The main component has
more total flux but varies more slowly, so its complex
visibility starts larger and falls off more rapidly. The hole
component has less total flux but varies more rapidly, so its
complex visibility starts smaller, but also falls off more
slowly. The two components have opposite sign, so one finds
a “null” in the visibility (place where it vanishes) where the
two components are first of comparable importance. At
larger baselines thehole begins to dominate, and thevisibility
should here encode its properties.
We can test this idea by modeling the hole component as

a sharp disk of negative brightness,
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IðrÞ ¼ −IholeΘðr − RholeÞ; ðA1Þ

whose unnormalized visibility V [as defined in Eq. (8)] is

Vhole ¼ −2πIholeR2
hole

J1ð2πuRholeÞ
2πuRhole

; ðA2Þ

where Jn is the Bessel function of order n. For the SS
profile, we expect the hole to have radius Rhole ≈ Rin and
brightness near the maximum value of the SS profile.
Figure 7 shows the full visibility and best-fitting hole
visibility for our canonical parameters, confirming the
validity of the “disk plus hole” heuristic in this case.
The SS profile has a rather sharp dropoff to zero

brightness, making the hole signature especially clear. To
test whether this heuristic could be useful in a broader
context, we generalize the SS profile (21) to allow a
smoother rise from zero. This is easily done by adding
another parameter, m, to (22),

fðRÞ ¼
��

R0

R

�
n
�
1 −

ffiffiffiffiffiffi
Rin

R

r �m�−1=4
: ðA3Þ

We perform a parameter survey in the ranges n∈ ½2; 6�,
m∈ ½2; 6�, Rin ∈ ½2; 10�GM, and R0 ∈ ½30; 90�GM. The
procedure for each parameter choice is the following.

We compute the visibility amplitude and find the first
two nulls. We find the best-fitting hole visibility amplitude
using baselines between the first and second nulls, includ-
ing some points around the second null. We record the
results and make the plots shown in Fig. 8. We visually
inspect the plots and confirm that in all cases, the visibility
fit is qualitatively acceptable and the inferred hole radius
and brightness are qualitatively consistent with the profile.
The figure shows one of the worst-fitting examples in the
parameter survey. Even in this case, the presence of a hole
is inferred with reasonable parameters.
We also explored this fitting procedure with profiles that

do not feature a hole; in these cases the second null (if any)
has very low visibility amplitude and any inferred hole flux
is correspondingly negligible. We conclude that the general
approach of comparing the second null in the visibility
amplitude to that of a hole is a robust way to detect and
constrain holes in smooth axisymmetric profiles.
Real profiles will depart from these assumptions in a few

important ways. Even a perfectly axisymmetric disk will
produce a nonaxisymmetric profile when viewed at nonzero
inclination. The observational appearance in this case was
explored in Refs. [111,136,137]. There are two important
inclination-dependent effects: Doppler boosting from orbit-
ing matter introduces a brightness variation around the
disk, and line-of-sight projection effects give the hole

FIG. 7. A canonical Shakura-Sunyaev profile [defined in
Eq. (21) with parameters given in Sec. III C] together with the
best fitting hole profile Eq. (A1) using baselines 70 km-200 km
for the fit.

FIG. 8. Hole fit for a profile with a smoother drop to zero
brightness. The parameters are ðn;m; Rin; R0Þ ¼ ð2; 4; 10; 90Þ.
The points used for the fit are shown as gray circles.
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(and in general the level sets of intensity—see e.g. Fig. 6 of
Ref. [138]) an an oblong shape. For small observer
inclinations, the hole remains roughly circular and the
Doppler boosting adds a subdominant dipolar component
(∝ cos θ, if θ is angle on the image) to the dominant
axisymmetric component. The main effect of the dipole is
to partially “fill in” the null so it is not perfectly deep—the
amplitude does not dip all the way to zero. However, the
location of the null is determined by the dominant axisym-
metric component, and we expect that a hole can be
robustly detected for small inclinations. The situation is
less obvious for moderate to extreme inclinations, but we
note that significant additional information can be gained
by observing the visibility amplitude at different angles
(baseline orientations) in the visibility plane.
Real profiles will also not be as perfectly smooth as ours;

there will be spatial (and temporal) variation on smaller
scales due to stochastic and/or turbulent fluctuations in the
disk. Such features will introduce power on larger base-
lines, with the potential to contaminate the disk signature.
Again, the main effect would be to partially “fill in” the
null. Absent a fundamental understanding of small-scale
plasma processes, it is difficult to predict the size of these
effects. However, we note that particularly large fluctua-
tions would still be time-variable, and information from
multiple observations could help remove them.
Finally, real profiles may also contain a “photon ring,”

which is the highly-demagnified image of the back side of
the disk [111,138]. (Higher-order images will have negli-
gible flux density.) This feature is a generic consequence of
strong gravitational lensing by black holes, and may be
visible through the hole in the disk for profiles. The photon
ring will also contribute power on long baselines. Modeling
the photon ring as a delta function, its visibility will fall off
as B−1=2, as compared to the B−3=2 falloff of a hole, so there
is some potential for distinguishing the two features.
However, in numerical experiments for axisymmetric
profiles in the Kerr spacetime we have found that, for
the parameter ranges where the photon ring is visible, there
is no range of baselines where it dominates. In practice, the
regime where the theoretical falloffs (B−1=2 and B−1=3)
occur is too narrow for the two to be distinguished. Instead,
we find that the hole component dominates near the second
null (as expected), whereas both components contribute at
longer baselines. In principle one could glean the presence
of two components by observing the beating between them,
but this would take a truly exquisite observation.

APPENDIX B: SPECTROSCOPIC SUPPRESSION
OF INTENSITY CORRELATIONS

Any spectroscopic element produces a series of copies of
the image on the sky at different wavelengths. These
wavelengths are spatially separated on the photodetector
array, with a spacing that depends on the resolution.

Crucially, these images can be spatially separated even
within a single pixel.
For a pointlike source, what is produced is a series of

Airy patterns, whose width is set by the diffraction limit of
the telescope. If a pixel is large enough to contain spatially
nonoverlapping Airy patterns of different wavelengths, the
correlation function does not approach unity in the limit of
infinitely good time-resolution. Intuitively, this is because
two frequencies that are ≲σ−1t apart are phase-coherent on
timescales ∼σt on which the photodetector clicks, and so
contribute to the correlation function by surviving the time-
smearing. However, if the Airy patterns of these frequen-
cies become spatially separated, even on the same pixel,
this contribution is lost, as the product of their electric fields
vanishes. In contrast, spatially separating frequencies that
are ≳σ−1t apart has no such effect, because these frequen-
cies are incoherent and their product would not survive the
time-smearing even if they were spatially overlapping.
The simple solution to this would be to make pixels

subtending an angle as large as the diffraction limit of the
telescope. However, due to atmospheric fluctuations, which
occur on ms timescales, any pixel (or collection of pixels)
devoted to a single spectral channel has to be at least as
large as the seeing angle. In the limit where the spectro-
scopic resolution spatially separates frequencies ≲σ−1t , the
mismatch between the seeing angle and the diffraction limit
of the telescope is the resulting suppression. The correla-
tion function at zero baseline and zero time-delay becomes

C ≈min

	
1;

1ffiffiffiffiffiffi
4π

p
Δνσt

;
θdiffraction
θseeing



: ðB1Þ

We refer the reader to Sec. 3.4 of [50] for a detailed proof of
this effect and for a discussion of potential mitigating
solutions.

APPENDIX C: ATMOSPHERIC AND
INSTRUMENTAL ABERRATIONS

One key feature of intensity interferometry, which makes
it attractive in terms of cost and implementation, is its broad
insensitivity to atmospheric and instrumental aberrations.
First, light paths from different angles are affected

by spatial fluctuations of the atmospheric index of refrac-
tion. Intensity interferometry is only sensitive to the light-
path difference of the two simultaneous wavefronts at each
telescope. Thus, within the isoplanatic patch angle (several
arcseconds in the optical) where these fluctuations are cor-
related, atmospheric distortions are irrelevant [49,50,125].
Second, temporal fluctuations of the index of refraction

affect light paths in different telescopes in an uncorrelated
way, introducing an effective time-jitter. Path delays due to
the atmosphere are calculated [139–141] to be less than
∼mm (3 ps) at zenith and ∼10 mm (30 ps) at low elevation
angles, thus unimportant for the photodetectors considered
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here. Indeed, the intensity interferometer at the Southern
Connecticut State University uses 50 ps SPADs without
issue [41].
Third, for single channel intensity interferometry, instru-

mental aberrations can similarly be tolerated if they do not
introduce differential path-delays longer than mm-10 mm
(3 ps-30 ps), similar to the surface errors of mirror blanks.
This could potentially reduce the production costs of the
required mirrors by a significant factor. If spectroscopy is
used, tighter tolerances for the mirror surface may be
needed, as discussed at the end of Sec. II. Even then, these
are much milder than the need of diffraction limited
mirrors [50].
The fundamental path-length uncertainty of an intensity

interferometer results from the photodetectors’ time-jitter
and, in this work, is on the order of 10 mm. However, other
experimental errors, such as drifting of the telescope
baseline and of the local clocks, may result in a larger
effective time-jitter.
Precise geodesy is set to improve with the next-gen-

eration VLBI global observing system (VGOS) [142,143],
which has already demonstrated a root-mean-square
deviation of 1.6 mm [144] and is planning to reach a
precision of 1 mm [145]. This is already better than the
required 9 mm precision for a 30 ps photodetector. Baseline
drift errors can, therefore, be eliminated.
Next, maintaining a time-resolution σt ∼ 10 ps during a

3 hr observing night requires stability of the local clocks to
about 1 part in 1015. This is achievable with commercial
hydrogen masers [146,147], already employed by the Event
Horizon Telescope [148]. If correlations can be found (i.e.
SNR > 1) faster than 3 hr, then the local clocks can be
recalibrated over shorter periods. This can be achieved with
much cheaper Rb or Cs clocks [149–151], or possibly

iodine clocks [152], and thus, the required synchronization
equipment can constitute only a fraction of the overall cost
of an intensity interferometry array. Another potential
solution is to transmit precise timing over fiber optic,
which has been demonstrated over distances of tens of km
[153], potentially even hundreds of km [154]. The choice of
synchronization equipment will depend not only on the cost
per clock, but also on the collecting area per observing site,
the use of spectroscopy, the spacing of the baselines and the
science targets, among other parameters. We thus leave a
more detailed study to future work.
Finally, it is worthwhile to compare the measured photon

flux of real intensity interferometry observations to the
expected photon flux for the sources considered, as
instrumental imperfections may hamper the total number
of recorded photons and, hence, the SNR. To this end, we
compare to the results of the group in Université Côte d’
Azur [42,51]. The expected photon flux in their measure-
ment, given by the apparent magnitude of the observed
stars, differs from the measured one by a factor of ∼7 [155].
However, all sources of flux loss are accounted for. For
instance, for α CMi (I band magnitude of −0.28) they suffer
the following flux losses: 40% from the use of two narrow-
band filters, 44% due to optics imperfections, 34% due to
the use of fibers, while their SPAD has a quantum
efficiency of 0.64. Accounting for these factors reconciles
the average recorded photon rate to the expected one. We
expect that optimization of optical configurations will
minimize flux loss. For instance, filters may be unneces-
sary, especially if spectroscopy is employed, while single
photon detectors with higher quantum efficiencies have
been demonstrated [156], with ongoing technological
improvements toward this goal [157]. We thus deem the
forecasts of this work sufficient.
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[65] J. Jiménez-Vicente, E. Mediavilla, C. S. Kochanek,
J. A. Muñoz, V. Motta, E. Falco, and A. M. Mosquera,
Astrophys. J. 783, 47 (2014); arXiv:1401.2785.

[66] C. W. Morgan, G. E. Hyer, V. Bonvin, A. M. Mosquera, M.
Cornachione, F. Courbin, C. S. Kochanek, and E. E. Falco,
Astrophys. J. 869, 106 (2018); arXiv:1812.05639.

[67] D. Huterer and G. Starkman, Phys. Rev. Lett. 90, 031301
(2003); arXiv:astro-ph/0207517.
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