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We employ a data-driven approach to investigate the rigidity and spatial dependence of the diffusion of
cosmic rays in the turbulent magnetic field of the Milky Way. Our analysis combines datasets from the
experiments Voyager, AMS-02, CALET, and DAMPE for a range of cosmic ray nuclei from protons to
oxygen. Our findings favor models with a smooth behavior in the diffusion coefficient, indicating a good
qualitative agreement with the predictions of self-generated magnetic turbulence models. Instead, the
current cosmic-ray data do not exhibit a clear preference for or against inhomogeneous diffusion, which is
also a prediction of these models. Future progress might be possible by combining cosmic-ray data with
gamma rays or radio observations, enabling a more comprehensive exploration.
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I. INTRODUCTION

The Alpha Magnetic Spectrometer (AMS-02) on the
International Space Station has achieved remarkable pre-
cision in measuring the flux of various cosmic-ray (CR)
nuclei from protons to iron, with unprecedented accuracy at
the level of a few percent [1]. By studying these CR nuclei,
we can deduce valuable insights into CR propagation and
gain a deeper understanding of the magnetic fields and
turbulence of our Galaxy. The increase in precision and the
large range of measured nuclei and isotopes allow for
testing increasingly sophisticated models with higher levels
of refinement.
The combination of primary and secondary cosmic rays,

such as the boron-to-carbon (B=C) ratio, plays a crucial role
in determining the grammage of CRs, i.e., the average
amount of gas traversed by CRs during their journey.
Additionally, radioactive isotopes like 10Be serve as clocks,
enabling us to estimate the average propagation time
of CRs before they reach our detectors (see, e.g., [2–8]).
For instance, on average, a CR nucleus with an energy
of 10 GeV encounters a grammage of approximately
10 g=cm2 and propagates for about Oð106Þ years [9].
These observations suggest that CRs diffuse within a

region much larger than the gaseous Galactic disc, extend-
ing only a couple hundred pc above and below the Galactic
plane. In contrast, the diffusion region, commonly called

the halo, extends over kpc scales. The exact determination
of the size L of the diffusion halo is challenging, but recent
analyses based on Be data from AMS-02 suggest that it
exceeds a few kpc [7,10–12].
Independent evidence for the existence of a magnetized

halo of several kpc comes from radio observations, revealing
the presence of electrons and magnetic fields producing
synchrotron emission [13–15] above and below the Galactic
plane. Furthermore, investigations of the diffuse γ-ray back-
ground [16] support the existence of an extended halo.
The prevailing understanding suggests that primary CR

nuclei originate from and are accelerated by supernova
remnants (SNRs) through a process known as diffusive
shock acceleration [17,18]. Following their production,
primary CRs propagate within the Galactic environment,
where they diffuse through the turbulent magnetic field,
interact with interstellar gas, and may also be affected by
Galactic winds. In certain catastrophic interactions, CRs can
fragment, giving rise to secondary CRs. Species such as Li,
Be, and B are predominantly composed of secondary CRs,
while p, He, as well as C, N, and O are mostly of primary
origin. Before CRs reach our detectors, they traverse the
heliosphere, where they are deflected and decelerated by
solar winds, a process known as solar modulation [19].
The propagation of CRs is typically described by a

phenomenological model proposed in Refs. [20,21]. The
model assumes that magnetic turbulence is injected into the
system by supernovae at large scales. Over time, the energy
spectrum of the turbulence cascades to smaller scales in
accordance with theories of turbulence. Consequently, this
results in a power-law distribution of the wave power
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spectrum for the magnetic turbulence, and subsequently, of
the diffusion coefficient. To perform practical calculations,
it is often assumed that the diffusion coefficient remains
homogeneous and isotropic within a cylindrical halo
surrounding the Galaxy. Beyond this magnetic halo, the
turbulence level is assumed to diminish, allowing particles
to escape into intergalactic space freely.
The model and assumptions outlined above, although

valuable as a first-order approximation, do not incorporate
feedback from CRs on the magnetic turbulence spectrum.
While this simplification is reasonable to some extent,
recent high-precision data from the AMS-02 experiment
allow us to challenge this notion. Indeed, the observed
spectral break in CR nuclei at rigidities between 200 and
300 GV provides evidence for a deviation from the simple
power law scenario. This break is more prominent in
secondary CRs compared to primary CRs [22], suggesting
a change in the slope of the diffusion coefficient as the
likely explanation [23].
Indeed, the presence of a gradient in CR density can lead

to the production of self-generated turbulence, a process
that has gained attention in various astrophysical settings.
For instance, in the vicinity of pulsar wind nebulae, self-
generated turbulence has been proposed as an explanation
for the observed inhibited diffusion regions and the
resulting γ-ray halos [24–26]. In the context of SNRs, it
has been suggested that self-generated turbulence could
affect the grammage [27,28] or account for the flattening of
CR spectra at low energies indicated by Voyager data [29],
and in dwarf galaxies, self-generated turbulence may en-
hance radio signatures from dark matter annihilation [30].
In the specific context of Galactic CR propagation, self-
generated turbulence is discussed as the explanation for the
observed break in the spectra of CR nuclei at a few hundred
GV [31–35]. Due to the numerical complexity involved,
these models are typically only solved in one spatial
dimension, resulting in limited precision when comparing
them to CR data. Nevertheless, these models consistently
suggest a characteristic feature: a continuous change in
the slope of the diffusion coefficient, which is in contrast
with the assumption of a sharply broken power law often
employed in phenomenological models [5,36,37]. Further-
more, these models also provide predictions for the spatial
inhomogeneity of the diffusion coefficient.
In this study, we investigate CR propagation models,

considering rigidity-dependent and spatially dependent
diffusion, as motivated by the works of Refs. [31–35].
We utilize data obtained from the AMS-02 experiment of
primary and secondary nuclei ranging from protons to
oxygen, complimented with additional measurements
obtained at higher energies up to 5 TeV=nucleon from
experiments such as CALET and DAMPE. We conduct
global fits to determine the CR propagation parameters,
taking into account smooth transitions in the slope of the
diffusion coefficient. Intriguingly, we observe a clear

preference for models with a smooth break in the diffusion
coefficient, which aligns closely with the characteristics of
self-generated diffusion models as shown in Fig. 1.
The paper is organized as follows: In Sec. II we

summarize the model for production and propagation of
CRs in the Galaxy. Then, in Sec. III we detail the dataset
and analysis technique we use to perform the fit to the
propagation models. Finally, we present our results in
Sec. IV before concluding in Sec. V.

II. COSMIC-RAY PRODUCTION AND
PROPAGATION

The propagation of CRs through the Galaxy involves
complex interactions with various components, including
magnetic field, photons, gas of the interstellar medium,
energy losses, and Galactic winds. To model these inter-
actions, a chain of coupled diffusion equations is used, one
for each CR isotope. In this work, we employ the same
model as in Ref. [6], to which we refer for more compre-
hensive details. Here, we only summarize the key ingre-
dients and highlight specific modifications implemented for
this study.
The main process governing the transport of Galactic CR

nuclei is diffusion. To capture the energy dependence of the
diffusion coefficient, we adopt a double-broken power law
model as a function of rigidity, R:

DðRÞ ∝ βRδl ·

�
1þ

�
R

RD;0

� 1
sD;0

�sD;0ðδ−δlÞ

×

�
1þ

�
R

RD;1

� 1
sD;1

�sD;1ðδh−δÞ
; ð1Þ

FIG. 1. Slope of the CR diffusion coefficient as a function of
rigidity (calculated as δ ¼ dD=dR). CR data from AMS-02,
CALET, and DAMPE significantly prefer a smooth transition
(orange band) of the diffusion coefficient compared to a sharp
transition of the power law (yellow line). Such a smooth transition
is predicted in models of self-generated magnetic turbulence in the
Galaxy [31,32] (black and magenta dashed lines).
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where β is the particle velocity in units of the speed of light,
RD;0 and RD;1 are the two rigidity breaks, and δl, δ, and δh
are the power-law index below, between, and above the
breaks, respectively. We allow smooth transitions at the
positions of the breaks, which are controlled by the para-
meters sD;0 and sD;1. It is worth noting that these parameters
enable considerable distortion and provide flexibility in
shaping the diffusion coefficient, up to a point where,
at first glance, it does not exhibit a clear power-law
behavior anymore. The normalization of the diffusion
coefficient defined in Eq. (1) is determined by the condition
DðR ¼ 4;GVÞ ¼ D0.
The most common approach, which is also taken in

Ref. [6], assumes a homogeneous diffusion coefficient
within the diffusion halo. However, in this study, we move
beyond this simplification and introduce a novel aspect by
allowing the normalization of the diffusion coefficient to
vary as a function of the distance from the Galactic plane,
denoted as z:

log10ðD0;zðzÞ=D0Þ ¼ zm;1 · ðjzj − zbrÞ þ zsðzm;2 − zm;1Þ

× log

�
1þ

�
exp ðjzjÞ
expðzbrÞ

�
1=zs

�
: ð2Þ

Here zm;1 and zm;2 are the slopes of log10ðD0;zðzÞÞ below
and above a transition at zbr, while the parameter zs enables
a smooth transition. The parametrization we employ offers
sufficient flexibility to capture the shape of the diffusion
coefficient as derived in the model of self-generated
turbulence from Ref. [31]. To explore and evaluate various
scenarios, we consider different benchmarks for the func-
tional form of D0;zðzÞ, which we shown in Fig. 2 normal-
ized to the best-fit found in Sec. IV. The value of the
diffusion coefficient is forced to vary in a range between
1026 and 1031 cm2=s. For convenience, in the following we
will show the results for the rigidity dependence of D at
z ¼ 3 kpc, where, as seen from Fig. 2, the different models
have approximately the same DðzÞ value. The choice
z ¼ 3 kpc is representative because CRs spent most of
their time away from the Galactic plane. We show in Fig. 2
also the prediction for DðzÞ as taken from Ref. [31], which
is qualitatively similar to the one we use for models 1 and 2
(see Table I for the model parameters). We have verified
that the shape of DðzÞ taken from Ref. [31] is very similar
to our model 1 when considering rigidity values ranging
from ∼ from 1 to 1000 GV. Above ∼1 TV, instead, the
model from Ref. [31] has a slight transition and becomes
more similar to our model 2. This feature of an energy-
dependent DðzÞ shape might become interesting and
important in the future when more precise B=C data above
∼TV will become available.
In addition to diffusion, several other physical

processes are incorporated into the propagation equation,
including convection which is modeled by a velocity vector
orthogonal to the Galactic plane VðxÞ ¼ signðzÞvcez,

reacceleration which is characterized by momentum-space
diffusion through the parameter Dpp ∼ v2A=Dxx, where vA
represents the speed of Alfvén magnetic waves, and energy
losses in the interstellar medium. The source term for each
primary cosmic ray species i, originating from astrophysi-
cal sources, is determined by qiðx; pÞ ¼ QiðRÞρðxÞ, where
QiðRÞ represents the rigidity-dependent term correspond-
ing to the energy spectrum at injection for each species and
ρðxÞ the source term density. To parametrize QiðRÞ, we
adopt a smoothly broken power-law:

QðRÞ ¼ Q0;iRγ1;i

�
1þ

�
R
Rinj

�
1=sinj

�
sinjðγ2;i−γ1;iÞ

; ð3Þ

where Rinj is the break rigidity, and γ1;i and γ2;i are the two
spectral indices above and below the break. The smoothing
of the break is parametrized by sinj. For the spatial
distribution of sources ρðxÞ we assume one of the SNRs
reported in Ref. [38].
Finally, we include solar modulation, using the force-

field approximation [19], which is fully determined by the
solar modulation potential φ. We use the same φ for all the

FIG. 2. Diffusion coefficient as a function of distance to the
galactic plane, z, considered for the three benchmark cases of the
diff.brk inhom framework. The diffusion coefficient is
evaluated at R ¼ 4 GV and for the best-fit values found in
Sec. IV. We also show, as a yellow dotted curve, the prediction
from [31] based on a model of self-generated turbulence.

TABLE I. This table shows the value of the parameters zm;1,
zm;2, zbr, and zs of the function D0;zðzÞ that parametrize the
variation of the diffusion coefficient with the z direction.

Model zm;1 zm;2 zbr zs

1 −2.0 0.3 1.0 0.1
2 −1.0 0.3 1.0 0.1
3 1.5 0.0 0.5 0.5
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CRs except for antiprotons for which we use a different
value to account for the evidence of a charge dependence in
the solar modulation (see, e.g., [39–42]).
We investigate two frameworks for CR propagation:
(i) diff.brk: The diffusion coefficient in our model is

represented by a double-broken power law, as shown
in Eq. (1). The first break typically occurs within the
range of 1–10 GV, while the second break, directly
observed in cosmic ray spectra, appears at approx-
imately 200–400 GV [5,6,43,44]. This setup incor-
porates convection with a fixed velocity vc, while
reacceleration is assumed to be negligible and dis-
carded. The CR injection spectra are taken as single
power laws [γ1 ¼ γ2 in Eq. (3)], where the spectral
indices for protons (γp), helium (γHe), and CNO
nuclei (γCNO) are adjusted individually. This individ-
ual adjustment is necessary because assuming the
same power law for all species significantly worsened
the agreement with the data [5,6,8,36].
As a default, we consider homogeneous diffusion,

namely D0;zðzÞ ¼ D0. Thus, the free parameters in
this setup are the spectral indices γp, γHe − γp, and
γCNO − γp for the injection spectrum; D0, δl, δ, δh,
RD;0, RD;1, sD;0, and sD;1 for the diffusion coefficient;
v0;c for convection; and a single solar modulation
potential ϕ that applies to all cosmic ray species,
except p̄ which has a solar modulation potential ϕ̄.

(ii) inj.brkþ vA: In contrast to the previous setup,
this model adopts a smoothly broken power-law for
the injection spectrum with a break at a few GV,
allowing for individually free spectral indices for
protons, helium, and CNO nuclei above and below
the break. The rigidity break and smoothing are
assumed to be the same for all species. Moreover,
in this framework, we employ only a single broken
power law with a smooth transition for the diffusion
coefficient, with the break at a few hundred GV.
Finally, reacceleration is included via the Alfvén
velocity parameter. Convection is turned off.
Thus the free parameters are γ1;p, γ2;p, γ1;He, γ2;He,

γ1;CNO, and γ2;CNO for the spectral indices of proton,
helium, and CNO injection, Rinj and sinj for the
rigidity break and smoothing in the injection
spectrum; δ, δh, RD;1, and sD;1 for the parameters
related to diffusion; and vA for the strength of
reacceleration.

In the diff.brk framework, we explore the possibility
of inhomogeneous diffusion and refer to it as diff.brk
inhom. Specifically, we investigate three benchmark
scenarios in addition to the homogeneous case. We show
in Table I the values for the parameters of the function
D0;zðzÞ [see Eq. (2)].
The first two scenarios are inspired by the model of self-

generated diffusion from Ref. [31]. In these cases, the
diffusion coefficient is significantly larger near the Galactic

plane and reaches a minimum value around z ¼ 1 kpc. The
difference between the first two models lies in the degree
to which the diffusion coefficient increases at z ¼ 0. This
increase can be explained if the advection of the magnetic
turbulence injected by SNRs happens faster than the
cascading of the turbulence to smaller scales.
Conversely, the third benchmark scenario exhibits a

behavior opposite to the previous two. Here, the diffusion
coefficient is suppressed near the Galactic plane and
then gradually increases and saturates for z≳ 1.5 kpc.
This behavior is motivated by observations of γ-ray
halos surrounding the brightest Galactic pulsar wind
nebulae [45–48]. The extension of these halos are com-
patible with γ rays produced through inverse Compton
scattering of electrons and positrons emitted by the pulsar
with Galactic photons in an environment with inhibited,
i.e., small, diffusion. Considering that the Galaxy contains
millions of pulsars, the diffusion coefficient in the Galactic
disk could be orders of magnitude smaller than the one in
the halo. Such a scenario has been recently explored in
Refs. [49–52]. In particular, the distribution of Galactic
pulsars and supernova remnants goes as approximately
expð−z=z0Þ (see, e.g., [53]), where z0 is between 0.1 and
0.5 kpc. Therefore, we expect the diffusion coefficient to
follow a similar trend, being suppressed in the disk and then
approaching the average one in the Galactic halo with a
transition scale of about z0. This motivates our choice for
the shape of DðzÞ for model 3.
There has been increasing awareness in recent years of

the importance of the uncertainties in the nuclear cross
sections for the production of secondary CRs [5,12,54–56].
To account for these unknowns, when fitting the model to
the AMS-02 data, besides the parameters related to the
physics of CR propagation, we include further parameters
for the uncertainties in the nuclear fragmentation cross
sections. The latter are treated as nuisance parameters. To
parametrize the cross section uncertainties governing the
production of secondary CRs, we introduce a renormaliza-
tion factor and a change of slope of the cross section below
a fixed kinetic energy per nucleon of 5 GeV=n. For,
e.g., Be these two parameters would read as as AXS → Be,
and δXS → Be. Analogous parameters are introduced for all
the secondary production cross sections. Regarding anti-
protons we adopt the default cross section parametrization
given in [57], and we only introduce as a nuisance the
overall renormalization, Ap̄. A summary of the fit param-
eters and their corresponding priors for each model is
provided in the Appendix. We assume flat priors for all the
parameters.

III. METHODOLOGICAL FRAMEWORK

The framework employed in this paper is the same as the
one outlined in previous works [5,6,12,57]. In the follow-
ing, we summarize the key points of this framework.

DI MAURO, KORSMEIER, and CUOCO PHYS. REV. D 109, 123003 (2024)

123003-4



We use the most recent version, v. 57, of the GALPROP

code1 [58–60] for numerical solutions of the CR propaga-
tion equations. Our study specifically assumes cylindrical
symmetry and, thus, incorporates two spatial dimensions:
distance from the Galactic plane, z, and Galactocentric
radius, r, up to rmax ¼ 20 kpc. The half-height of the
diffusion halo, denoted as L, is set to a fixed value of
4.2 kpc. We have, nonetheless, checked that our results for
the shape in rigidity of the diffusion coefficient δðRÞ as well
as the value of most of the propagation and cross section
parameters are essentially independent of the exact choice
of L. This is partly due to the well-known degeneracy
between the L and the normalization of the diffusion
coefficient [10,12], which nominally applies to homog-
enous diffusion but holds also for inhomogeneous diffusion
at the current level of precision of the data. We have also
checked that using larger values of L the best-fit χ2 value of
the fits remains basically unchanged, indicating that the
data are currently unable to constrain well L, in agreement
with previous works [6]. Solving the diffusion equations
we include CR nuclei up to silicon.
We fit the absolute fluxes of p, He, C, O, and N, as well

as the ratios B=C, Be=C, Li=C, and p̄=p, using data ob-
tained by AMS-02 after seven years of data taking [61].
Additionally, we incorporate AMS-02 data for the 3He=4He
ratio [62]. The ratios of secondaries to primaries, such as
p̄=p, 3He=4He, Li=C, Be=C, and B=C, play a crucial role in
determining the propagation parameters, while the data for
p, He, C, N, and O determine the injection spectra.
To expand our dataset at higher energies, we include the

p data obtained by CALET [63] and the He data from
DAMPE [64]. However, given the potential break observed
by the above two experiments at about 10 TeV, we restrict
the data to energies below 10 TeV in rigidity to avoid
introducing unnecessary complexity that lies beyond the
scope of our interest. Furthermore, we expand the B=C data
measured by AMS-02 by incorporating recently published
DAMPE data [65], which covers kinetic energies per
nucleon up to 5 TeV=nuc. Considering that the B=C data
from DAMPE and AMS-02 may be subject to different
systematic effects, such as variations in the calibration of
the energy scale, we introduce a renormalization factor for
the DAMPE data, allowing for a relative adjustment of the
normalization with a prior range of 0.90–1.10.
Finally, we incorporate p and He data from Voyager [66]

above 0.1 GeV=nuc to calibrate the interstellar injection
spectrum. Voyager data is utilized only above 0.1 GeV=nuc
to avoid complications arising from very low energies, such
as stochasticity effects resulting from local sources or the
potential presence of an additional low-energy spectral
break [67].
The spectra of AMS-02 are affected by solar modulation.

Since all measurements correspond to the same data-taking

period we use a single Fisk potential for all the species,
except the p̄=p ratio to account for the effect of charge-sign
dependent Solar modulation. The data from Voyager are
taken outside the Heliosphere and therefore not affected
by solar modulation while, for DAMPE and CALET
data, which are at very high energies, solar modulation
is negligible.
The analysis incorporates a total of 691 data points. With

the model having between 25 and 30 free parameters, a
good-fit χ2 value is expected to be on the order of or
below 650.
To sample the parameters of the CR propagation model,

we utilize the nested sampling algorithm implemented in
MultiNest package [68]. This approach allows us to obtain
posterior distributions as well as the Bayesian evidence.
Our settings for the nested sampling algorithm are 400 live
points, an enlargement factor (EFR) set to 0.7, and a
stopping criterion (TOL) of 0.1.

IV. RESULTS

In this section, we first provide an overview of the results
derived from the fitting of the CR data using two distinct
frameworks, diff.brk and inj.brkþ vA as detailed in
Sec. II, before we turn to our central findings, i.e., the
results regarding the shape of the diffusion coefficient as a
function of rigidity as well as its spatial dependence.

A. Overview of the results

Figure 3 shows the comparison between the data and the
best-fit results obtained for the default diff.brk model,
which assumes homogeneous diffusion throughout the
Galaxy. The model effectively captures the essential char-
acteristics of the various datasets, offering a good overall
description. The total χ2 of the fit is equal to 404, resulting
in a reduced chi-square value of approximately χ̃2 ¼ 0.6
(χ̃2 ¼ χ2=d:o:f., where d:o:f represents the number of data
points minus the free parameters of the model). The d:o:f
for all fits and models considered in this work are about
650, with the exact values given in the Appendix. A well-
fitting model would typically yield χ̃2 ≈ 1. The observed
deviation from this expectation is probably related to
correlations in the systematic uncertainties present in the
AMS-02 CR data. Although the AMS-02 collaboration
does not provide explicit details regarding these correla-
tions, when modeled and estimated, their inclusion typi-
cally increases the χ2 value and simultaneously reduces the
uncertainty associated with the propagation parameters.
In this sense, neglecting the correlations is a conservative
approach. For a more comprehensive discussion on this
aspect, we refer to Refs. [11,12,69,70].
When looking at the results for the individual data sets,

shown in the table in the Appendix, indeed, it is apparent that
only the AMS-02 spectra have low χ̃2 values. For example,
CALET and DAMPE data for p and He, respectively, have1http://galprop. stanford.edu/.
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χ̃2 values close to 1, while DAMPE data for B=C yields a χ̃2

of 1.5. The latter slightly high value is due to the fact that the
fit does not completely account for the hardening observed
by DAMPE in the B=C spectra at high energies, as shown in
Fig 3. The deviation, however, is only very mild. The fit to
the Voyager data for p and He results in slightly larger values
of χ̃2, ranging between 2 and 3. However, we note that the
Voyager data cover energy ranges well below the primary
focus of this study. Achieving a better fit to the Voyager data
typically requires an additional low-energy break in the
injection spectra, as discussed in the Refs. [67,71].
In agreement with the results presented in Ref. [12], a

small level of convection is required, with the best-fit value
for the convection velocity of ∼13 km/s. The injection
spectrum of p exhibits a slope of 2.37, while He and the
CNO group exhibit slightly, but significantly, harder
spectra with indices of 2.31 and 2.35, respectively. The
Fisk potential, which parametrizes the solar modulation,
takes a value of 0.46 GV for all the CRs except for p̄ for
which the best fit is 0.74 GV. This result confirms the
presence of a charge-sign dependence of solar modulation.
The nuisance parameters for the fragmentation cross

section converge to values close to the default parametri-
zation. However, there are deviations for the renormaliza-
tion of Li, which takes a value close to the upper edge of the
prior distribution at 1.30, and for C, which tends to prefer
smaller values around 0.77. These deviations from the
defaults have been previously documented and discussed in
the literature [12,72,73]. The normalization of the produc-
tion cross section for antiprotons (p̄) has a best-fit value of
1.13, which is also consistent with the current theoretical
uncertainties [57,74,75].
The χ2 of the inj.brkþ vA model is slightly better

than the one of the diff.brkmodel. The improvement is
driven by the data of p, He, C, N, and O, which give
reduced χ2 values of approximately 0.25 to 0.30. This result
can be explained by the fact that this model has more
freedom in the shape of the primary CR injection spectra.
Conversely, for the secondary-to-primary data, the overall
goodness of fit is comparable to that of the diff.brk
model. However, the inj.brkþ vA model captures the

hardening of the B=C ratio observed above 1 TeV by
DAMPE slightly better than the diff.brk model
in Ref. [76].
The inj.brkþ vA model requires a significant amount

of reacceleration, as seen from the best-fit value for the
Alfvén velocity of ∼25 km/s. The injection spectrum above
20 GeV closely resembles that of the diff.brk model.
However, at lower energies, the inj.brkþ vA model
converges to injection slopes around 1.8 and 2.0 with a
smooth break occurring at 8–9 GeV and a smoothing
parameter which is 0.3. The Fisk potential for all the
CRs exhibits a value of 0.66 GV while for p̄ it is 0.50,
consistent with Ref. [5].
The inj.brkþ vA model requires substantial devia-

tions of the fragmentation cross sections from the default
parametrization. The renormalization of Li goes to the
upper edge of the prior, as for the diff.brk model,
while the slope parameters δXS have positive tilts of about
0.1–0.3. Some of the preferred nuisance parameters push
the fragmentation cross section into a regime that exceeds
the uncertainties allowed by the data, making this model
less favored overall, an observation that aligns with
Refs. [5,12]. In particular, the model pushes for a very
low value of the secondary carbon production cross section
of about 0.3.
Positron data at low energy can be used to constrain

propagation models and the size of the diffusive halo as
previously noted for example in Refs. [3,12]. Therefore, as
a further test, we also calculate the prediction for the
secondary positron flux and compare it with the low-energy
data from AMS-02. To account for the solar modulation,
we employ the best fit of the Fisk potential obtained for
primary CRs and checked that conclusions are not affected
by changing to the one from p̄. For the diff.brk or
diff.brk inhom models we find very similar eþ
predictions as in [12] and none of these models are in
contradiction with AMS-02 eþ data. Instead, the theoretical
prediction for the inj.brkþ vA case is a factor of about 2
above the data for energies below 2 GeV, as can be seen
from Fig. 4, indicating a significant tension. Therefore,
in conclusion, the reacceleration model seems to be

FIG. 3. Comparison of the CR fluxes and flux ratios of the diff.brk model to the fitted datasets from the AMS-02, CALET,
DAMPE, and Voyager experiments.
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disfavored by multiple tensions, both in the parameters
for the nuclear cross sections needed to fit secondary CR
data and by a too-large flux of secondary eþ at energies
below 10 GeV.

B. Results for the diffusion coefficient
and smoothing parameters

The main result of this analysis is the shape of the
diffusion coefficient as a function of rigidity and Galactic z,
in comparison to the predictions of models with self-
generated turbulence. We find that in the diff.brk
and diff.brk inhom models, the diffusion coefficient
exhibits a significant smoothing of both the low-energy
and high-energy break. The low-energy break presents a
smoothing of about sd;0 ¼ 0.25–0.30while the high-energy
break a smoothing of about sd;1 ¼ 0.80–1.35. This results
in a gradual change in the effective slope δ of the diffusion
coefficient from a few GV to a few TV, as depicted in Fig. 1
for the diff.brk inhom model 2. The effective slope
gradually decreases from 0.6 at a few GV to about 0.2 at
a few TV. The behavior qualitatively resembles the expect-
ations of self-generated turbulence models [31–35].
Instead, the cases without smoothing (sd;0 ¼ sd;1 ¼ 0.05)
present a very sharp transition between the δ value below
and above the rigidity breaks which are inconsistent
with the shape of δðRÞ obtained with self-generated
turbulence models. The propagation setup with reaccelera-
tion inj.brkþ vA instead, assumes only a single break
in diffusion at high energy. The smoothing for this break
of sd;1 ¼ 0.34� 0.08 is less pronounced than in the
diff.brk case. The low rigidity break is instead replaced
with a break in the CR injection spectrum, which features a
smoothing of sinj ¼ 0.33� 0.03.

In Fig. 5, we show the shape of the diffusion coefficient
as a function of rigidity for the different models explored
in this study. For the inhomogeneous models, we show D
evaluated at z ¼ 3 kpc, i.e.,DðR; z ¼ 3 kpcÞ, because CRs
spend most of the time propagating away from the disk and
at 3 kpc the different models for DðzÞ provide a similar
value as can be seen in Fig. 2. It is evident that the shape
obtained when fixing sd;0 and sd;1 to 0.05 differs signifi-
cantly from the shapes obtained when allowing these
parameters to vary freely. The model with fixed smoothing
parameters has also an overall larger D with respect to the
other cases. In contrast, the cases tested with homogeneous
or inhomogeneous diffusion in the z direction exhibit
similar smooth changes in slope with rigidity. We note
that the relative normalization ofDðRÞ obtained for various
diff.brk and diff.brk inhom models depends on
the choice of the reference z (see Fig. 2).
To assess the significance of a smooth change of δ

compared to a sharply broken power law, for the
diff.brk model we perform additional fits where the
low-energy and/or high-energy break are fixed to a sharp
transition. In the inj.brkþ vA framework, we do the
same but for the low-energy break in injection and the high-
energy break in diffusion. The fit results, as well as the best-
fit values for the indices of the diffusion coefficient and the
smoothing parameters, are presented in Table II. When
both smoothing parameters sd;0 and sd;1 are fixed for the
diff.brk model, a χ2 value of 582 is obtained and the
slopes δl; δ and δh are −0.42, 0.58, and 0.35, respectively,
consistent with findings of Ref. [72]. However, allowing a
smoothing in the low-energy break, as done in previous
works [5,6,12], leads to a significant improvement and a χ2

of 458. Finally, allowing a smooth transition also for the
second break further improves the χ2 to 385. The smooth-
ing of the second break alone improves the χ2 by 73, which,
under the assumption that the Chernoff theorem applies to

FIG. 4. Prediction of the secondary positron flux as a function
of the kinetic energy T for the model inj.brkþ vA compared to
the AMS-02 data. The band includes the uncertainty related to
propagation parameters and the production cross section of eþ.

FIG. 5. Comparison of the diffusion coefficient evaluated at
z ¼ 3 kpc for the different CR propagation models.
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our analysis, corresponds to a significance of about 8.3σ
for the presence of smoothing in the high-energy break.2

The significance of the smoothing in the low-energy break
is even higher, despite the amount of the smoothing being
smaller. This conclusion is also supported by considering
the Bayesian evidence Z for the three models under
consideration (see Table II). Specifically, the natural
logarithm of the ratio of Z for the case with and without
smoothing is about 41 indicating very strong evidence in
favor of the presence of a smooth transition in the high-
energy part of D [78]. The parameter sd;0 converges to a
value of 0.30� 0.05, while sd;1 is found to be 1.43þ0.20

−0.53 .
Consequently, the transition in the slope of the diffusion
coefficient exhibits a considerably smoother behavior for
the high-energy break compared to the low-energy break.
We point out that this is the first time an analysis has been
performed to find the smoothing of the high-energy break
in the diffusion coefficient. Previous papers have either
chosen a sharp transition of the break [5,6] or run the fit for
a small range for the prior on sd;1 [12,72].
The improvement in the fit to the CR data is mainly

driven by the fit to primaries p, He and O. This effect is
illustrated in Fig. 6, where we compare the residuals of the
AMS-02 p and He data for the three cases discussed earlier.
The figure clearly shows that sharp transitions (i.e., the case
with sd;0 and sd;1 fixed to 0.05) provide systematic features
in the residuals, with strong oscillations from negative to
positive in the vicinity of the break positions and to values
larger than 1 standard deviation (1σ). Conversely, when
both sd;0 and sd;1 are allowed to vary freely, the residuals
are much more flat and align well within the 1σ errors of
the data.

As we have discussed in Sec. II, the assumption of a
homogeneous diffusion in the Milky Way is a simplifica-
tion, and more realistic models, like those based on
Galactic turbulence [31–35] or models considering inhib-
ited diffusion around pulsar wind nebulae [24–26] predict
that diffusion is inhomogeneous. To a first approximation,
we expect to see effects of inhomogeneity as a z-dependent
diffusion coefficient DðzÞ [52]. In the following, we test if
the data present a preference for models with inhomo-
geneous diffusion in z, and if also in these models there is a
preference for a smooth rigidity transition of D.
We test the three benchmark cases dubbed diff.brk

inhom with theDðzÞ shape reported in Fig. 2. For all three
cases we find best-fit values for sd;1 are much larger than
0.05 and not consistent with a broken power-law with a
sharp transition of the slope. In case of models 1 and 2 we
obtain a slightly better χ2 with respect to the homogeneous
case (Δχ2 ¼ 8) and with a value of sd;1 which is 0.82þ0.11

−0.22
for model 1 and 1.26þ0.20

−0.42 for model 2; i.e., they are
consistent at 1σ errors. The smoothing of the low-energy
break is very similar to the one obtained for the homo-
geneousDmodel. This implies that a very smooth function
of rigidity is required for D also when more physical
models for DðzÞ are assumed. The best-fit values obtained
for δl=δ=δh with models 1 and 2 are very similar to the
ones obtained with diff.brk. For model 3, which has a
significantly different trend of DðzÞ, we obtain a worse
goodness of fit (Δχ2 ¼ −42). Although this case provides
still an overall good fit to the data, it seems disfavored with
respect to the other three. This is confirmed by the value of
the natural logarithm of the ratio of the Bayesian evidence
Z of model 3 and diff.brk which is about 22. None-
theless, also with this very different shape for the diffu-
sion coefficient in z we find a very significant smoothing
with both low energy and high energy sd;i much larger than
0.05. Finally, the overall χ2 and Bayesian evidence for the

TABLE II. Best-fit values for slopes δl=δ=δh and smoothing parameters sd;0=sd;1 of the diffusion coefficient. In the case of the
inj.brkþ vA model we report the value obtained for the smoothing of the injection spectrum break sinj instead. The last two columns
contain the χ2 and the logarithm of the Bayesian evidence, respectively. The Δχ2 is defined as Δχ2 ¼ χ2ref − χ2 where χ2ref is the χ

2 of
reference model indicated in the table.

Model δl=δ=δh sd;0=sd;1 χ2ðΔχ2Þ logðZÞ
diff.brk sd;i fixed −0.42=0.58=0.35 0.05=0.05 582ð−197Þ −359.89
diff.brk sd;1 fixed −0.77=0.50=0.31 0.36=0.05 458ð−73Þ −299.75
diff.brk −0.80=0.72=0.11 0.30=1.43 χ2ref ¼ 385ð0Þ −259.02
diff.brk inhom Model 1 −0.78=0.68=0.22 0.26=0.82 377ðþ8Þ −255.52
diff.brk inhom Model 2 −0.79=0.68=0.14 0.31=1.26 378ðþ7Þ −256.65
diff.brk inhom Model 3 −0.84=0.78=0.09 0.28=1.57 427ð−42Þ −281.03

Model δ=δh sinj=sd;1 χ2ðΔχ2Þ logðZÞ
inj.brkþ vA sd;i fixed 0.39=0.23 0.05=0.05 482ð−123Þ −315.70
inj.brkþ vA sd;1 fixed 0.40=0.24 0.31=0.05 371ð−12Þ −263.36
inj.brkþ vA 0.41=0.20 0.33=0.35 χ2ref ¼ 359ð0Þ −257.02

2Based on the asymptotic theorem of Chernoff [77], the Δχ2
follows a χ2 distribution, from which the significance of the
signal can be calculated.
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diff.brkmodel and diff.brk inhommodels 1 and 2
are very similar indicating that there is no clear preference
for either of the models given the data currently available.
In Fig. 2, we present the best-fit profiles of DðzÞ as a

function of z at a fixed rigidity of R ¼ 4 GV. The curves
predict different diffusion for jzj < 0.5 kpc, near the
Galactic disk. However, as we move to regions further away
from the Galactic plane, all four cases converge to similar
values of approximately 2 × 1028 − 4 × 1028 cm2=s. This
result can be explained in terms of the residence time.
CRs spend a considerably longer time in the diffusive
halo compared to the Galactic disk. Consequently, the
diffusion profiles tend to converge in regions where
CRs predominantly reside within the halo. This fact
indicates that current CR data, considering also the similar
χ2 values obtained for the different models with convection,
are not able constrain the shape of the diffusion coefficient
with z.
Considering the inj.brkþ vA model the results are not

as clear for the diff.brk model. While there is still a
preference for a smooth high-energy break in diffusion,
it is now observed with less smoothing and a smaller
significance. The best-fit value of sD;1 is 0.35� 0.08, and
the difference in χ2 compared to the case with a sharp
transition at the break is 12, corresponding to a significance
of 3.5σ. On the other hand, the smoothing in the low-energy
break in the injection spectrum present in this model, is
highly significant, with a Δχ2 of 122. For this model,
we have not tested any inhomogeneity of the diffusion
coefficient because, following the results obtained with the
diff.brk models, we do not expect any significant
change in the shape of δðRÞ if we include a specific
function for DðzÞ. Moreover, we remind that the
inj.brkþ vA model is disfavored by the too-extreme

values required for some nuclear cross sections and the too-
high secondary eþ flux below 2 GeV.
A possible way to investigate the shape of D in the inner

part of the Galaxy, close to the disk, is using 10Be flux data.
In fact, this isotope has a decay time of about 2 Myr. In
particular, the data of 10Be=9Be and Be=B ratio has been
demonstrated to be able to rule our very small values of L
(see, e.g., [7,10–12,52]). In the future, the data of AMS-02
and the balloon payload experiment HELIX on 10Be=9Be
and Be=B could provide important information about the
shape in z if the diffusion coefficient. In particular, HELIX
is designed to measure, with unprecedented precision the
10Be=9Be ratio below 1 GeV=nuc [79].
In order to demonstrate the potential of the Be isotope

data, we consider preliminary AMS-02 data for 10Be=9Be
[80], and we compare them with the theoretical predictions
of the various models considered here evaluated at the best-
fit of each model. We show this result in Fig. 7.
In order to have a better match with the data we

have performed a slight renormalization of the 10Be flux
with factors of order 1, specifically by a factor of
0.80=0.79=0.83=0.60=0.86 for the diff.brk/
diff.brk inhom model 1=2=3 and inj.brkþ vA
model. These rescaling factors can be reabsorbed within
the uncertainties of the production cross section of 10Be,
which is still poorly known [7]. We also remind that this
isotope contributes by a factor of about 10% to the total
yield of Be. Therefore, a small rescaling of the 10Be cross
sections can be compensated with a very minor rescaling
in the opposite direction for the other isotopes, without
changing the fit to the other CR data. We note that all the
models require similar renormalization factors for the 10Be
cross section of the order of 0.8. This is slightly different for
the other species which require either no changes or small

FIG. 6. Residuals in units of σ ¼ ðdatamodelÞ=error for the diff.brk model for AMS-02 the proton flux data (left panel) and
helium flux (right panel). The results are shown for three cases: First both smoothing parameters, sd;0 and sd;1, are fixed to a sharp break
(orange dotted lines), then smoothing is introduced for the low-energy break keeping a sharp transition at high energy (green dashed-
dotted lines), and finally smoothing in both transitions is considered blue solid lines).
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increases of the order of 5–10%. Nonetheless, these
rescaling are well within the large uncertainties in 10Be
cross sections [81]. This also implies that future precise
measurements, with errors below 20%, of the cross section
for the 10Be isotope could help in probing the inhomoge-
neity of the diffusion coefficient.
The resulting χ2 for the 10Be=9Be data amount to

10=27=22=7=13 for the diff.brk/diff.brk inhom
mod 1=2=3 and inj.brkþ vA models, respectively.
Therefore, model 3 is the one that best fits the Be isotopes.
At the same time, however, this model is also the one that
provides the worst χ2 in the fit to all the other CRs (see
Table II). In particular, it seems to fit poorly the Be=C data,
as can be seen from the Be=C residuals shown in the
Appendix for the various models. Indeed, the χ2 for the fit
to the Be=C ratio obtained with diff.brk inhom
model 3 is about ∼60 while the other models have values
around 30. The propagation setups diff.brk and
inj.brkþ vA provide a decent fit to the 10Be=9Be data
with reasonable values for the cross sections. These two
models are able to reproduce well and at the same time the
lower and higher energy part of the AMS-02 data. The
other two cases, diff.brk inhom models 1 and 2, can
explain well the ratio at intermediate energies, but over-
estimate the data at high energies, and underestimate them
at low energies. The situation about all the diff.brk
inhom models thus seems inconclusive. Nonetheless, this
demonstrates that precise 10Be=9Be data can be a sensitive
probe of inhomogeneous diffusion scenarios.
Future AMS-02 and HELIX data at kinetic energies per

nucleon in the range between 0.1 to a few tens of GeV/nuc
seem to be able to discriminate between different models

of DðzÞ. This is particularly true at 0.1 GeV=nuc where
the models have different predictions at the level of 50%
(see Fig. 7).
Further progress in understanding inhomogeneous dif-

fusion may be expected through the combination of CR
data with other messengers such as gamma rays or radio
observations. These additional measurements provide
information from other locations in the Galaxy and thus
have the potential to provide more conclusive evidence and
enable a better characterization of the diffusion processes in
the Galaxy.

V. CONCLUSIONS

In this paper, we have used the latest CR data from
Voyager, AMS-02, CALET, and DAMPE for species from
proton up to oxygen to investigate the shape of the diffusion
coefficient in rigidity and as a function of z the distance
from the Galactic plane. We try two different propagation
setups. The first, called diff.brk (and diff.brk
inhom in the inhomogeneous case), has convection, two
breaks in the rigidity dependence of the diffusion coef-
ficient, and a single power law for the injection spectrum
of primary CRs, with different slopes for p, He, and CNO.
The second inj.brkþ vA parametrizes both the injection
spectra of primary CRs and diffusion with a single
break broken power law. This model does not include
convection which is replaced with reacceleration. We find
very good fits to the CR data for both models with χ̃2 of the
order of 0.5.
We have demonstrated that for the diff.brk and

diff.brk inhom propagation setups the rigidity
dependence of the diffusion coefficient exhibits two breaks
at ∼4 and ∼250 GV. For the first time, we provided very
strong evidence (with more than 8σ significance) that these
two breaks are smooth in shape with smoothing coefficients
of the order of sd;0 ¼ 0.3 and sd;1 ¼ 0.8–1.4. The smooth-
ness of the breaks is required in particular to achieve a good
fit to the spectra of primary CRs, especially protons and
helium. We find this result to be true both for homogeneous
and inhomogeneous diffusion models. In particular, we
show that the shape of the diffusion slope δ ¼ dD=dR is
very close to the one derived from models based on self-
generated turbulence [31–35].
When using the inj.brkþ vA propagation setup,

instead, the evidence for a smooth transition of the diffusion
coefficient at high energy is less evident (∼3.5σ signifi-
cance). However, the values of the nuclear cross sections
required to fit the CR data in this setup stretch the current
known uncertainties for these quantities, in particular in the
secondary carbon case. Furthermore, we have shown that the
prediction for the secondary eþ in the inj.brkþ vA setup
is well above the AMS-02 data for energies below 2 GeV.
We have compared the models studied in this paper with

preliminary data of 10Be=9Be ratio. These measurements
indicate a preference for the diff.brk inhom model 3.

FIG. 7. Comparison of the preliminary AMS-02 data for
10Be=9Be [80] with the theoretical predictions of the various
models considered in this work evaluated at their best-fit. We also
report, for each model, the 10Be production cross section
renormalization factor which has been applied in order to achieve
a better match to the data.
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On the other hand, this same model is disfavored in the fit
with all the other CRs. Therefore, at the moment none of
the tested models is significantly preferred over the others.
This conclusion might change with future precise data from
AMS-02 and HELIX for the ratio between 10Be=9Be CRs.
which will probably be able to shed light on a possible
inhomogeneous dependence of the diffusion coefficient in
the Galaxy. The kinetic energies at around 0.1 GeV=nuc
are particularly interesting because, at these energies, the
predicted fluxes of the models we tested are very different
from each other.
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APPENDIX: RESULTS FOR THE PROPAGATION
AND CROSS SECTION PARAMETERS

In this section, we report further results for the propa-
gation and cross section parameters as well as some figures
with the fit to the CR data. In Figs. 8 and 9 we show the
residuals of the model fit relative to the CR data, for the
various models considered in the paper. In particular, we
can see that diff.brk inhom model 3 is the one that
provides the worst fit to the Be=C secondary over primary
flux ratios. The fit to primary CR flux data is instead very
similar for all the models with convection tested. On the
other hand, we see that the model inj.brkþ vA fits better
the primary CR data while the secondary over primary
measurements are explained with a similar goodness of fit
for the diff.brk and inj.brkþ vA cases (see Fig. 10).
In Tables III and IV we show the best fit and errors for all

the parameters of the models.
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FIG. 8. Residuals reported as ðdata −modelÞ=error for the diff.brk and diff.brk inhom models considered in the paper. We
show the residuals obtained for all the CR data included in the analysis.
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FIG. 9. Same as Fig. 8 for the diff.brk and inj.brkþ vA cases.

FIG. 10. Same as Fig. 3, but for the inj.brkþ vA model.
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TABLE III. Summary of the best-fit and error values for the parameters of the models that we fit to the data. In the rows that contain the
χ2 of the fit to each individual dataset we report in brackets the number of data points.

diff.brk diff.brk inhom

Parameter Prior sD;1 fix sD;0 & sD;1 fix model 1 model 2 model 3

γp 2.2–2.5 2.374þ0.004
−0.005 2.371þ0.004

−0.005 2.360þ0.005
−0.005 2.373þ0.005

−0.005 2.372þ0.005
−0.004 2.383þ0.005

−0.004

γHe − γp −0.2–0.1 −0.062þ0.002
−0.002 −0.066þ0.002

−0.002 −0.063þ0.002
−0.002 −0.061þ0.002

−0.002 −0.062þ0.002
−0.002 −0.062þ0.002

−0.002
γCNO − γp −0.2–0.1 −0.025þ0.003

−0.003 −0.026þ0.003
−0.003 −0.029þ0.003

−0.003 −0.023þ0.003
−0.003 −0.024þ0.003

−0.003 −0.027þ0.003
−0.004

D0 ½1028 cm2=s� 0.2–8.0 2.82þ0.29
−0.31 4.16þ0.14

−0.11 3.08þ0.09
−0.10 0.52þ0.07

−0.07 0.56þ0.05
−0.06 2.46þ0.25

−0.21
δl −1.5–0.5 −0.80þ0.08

−0.06 −0.77þ0.06
−0.05 −0.42þ0.03

−0.03 −0.78þ0.08
−0.06 −0.79þ0.07

−0.07 −0.84þ0.06
−0.06

δ 0.1–2.0 0.72þ0.04
−0.12 0.500þ0.007

−0.007 0.585þ0.007
−0.008 0.68þ0.04

−0.08 0.68þ0.04
−0.09 0.80þ0.06

−0.12
δh − δ −2.0–1.0 −0.60þ0.22

−0.06 −0.189þ0.008
−0.009 −0.228þ0.008

−0.008 −0.46þ0.10
−0.06 −0.54þ0.14

−0.08 −0.73þ0.25
−0.09

R0;D ½103 MV� 0.8–15.0 4.15þ0.26
−0.29 3.63þ0.16

−0.21 5.48þ0.14
−0.12 4.27þ0.28

−0.24 4.15þ0.25
−0.32 4.23þ0.22

−0.24

sD;0 0.1–1.0 0.30þ0.05
−0.05 0.36þ0.02

−0.02 – 0.26þ0.04
−0.04 0.31þ0.05

−0.04 0.29þ0.03
−0.05

RD;1 ½103 MV� 10.0–1000.0 285.67þ42.41
−97.61 216.99þ10.69

−14.82 172.17þ9.21
−9.93 189.85þ26.36

−22.47 290.20þ50.21
−80.82 257.05þ66.70

−72.19

sD;1 0.1–5.0 1.42þ0.20
−0.56 – – 0.82þ0.12

−0.22 1.26þ0.20
−0.41 1.69þ0.25

−0.67
v0;c ½km=s� 0.0–40.0 13.10þ2.40

−2.29 1.42þ0.38
−1.40 13.13þ0.75

−0.67 15.78þ3.13
−2.81 14.68þ3.18

−2.33 11.21þ1.33
−1.39

Ren Abdp 0.9–1.1 1.010þ0.002
−0.002 1.014þ0.002

−0.002 1.006þ0.003
−0.003 1.004þ0.002

−0.002 1.009þ0.002
−0.002 1.011þ0.002

−0.002 *

Ren Abd4He 0.9–1.1 1.001þ0.004
−0.004 1.012þ0.004

−0.004 1.006þ0.005
−0.005 0.994þ0.004

−0.004 1.001þ0.004
−0.004 0.995þ0.005

−0.004 *

Abd12C ½104� 0.2–0.5 0.358þ0.005
−0.004 0.360þ0.004

−0.005 0.351þ0.004
−0.005 0.358þ0.005

−0.004 0.359þ0.004
−0.005 0.356þ0.005

−0.004

Abd14N ½104� 0.0–0.0 0.024þ0.001
−0.002 0.024þ0.001

−0.002 0.024þ0.002
−0.002 0.024þ0.002

−0.002 0.024þ0.002
−0.001 0.023þ0.001

−0.002

Abd16O ½104� 0.2–0.6 0.445þ0.003
−0.003 0.448þ0.003

−0.003 0.449þ0.003
−0.003 0.441þ0.003

−0.003 0.445þ0.003
−0.003 0.444þ0.004

−0.002

Apbaroverp;AMS-02 0.7–1.3 1.13þ0.01
−0.01 1.110þ0.013

−0.009 1.13þ0.01
−0.01 1.13þ0.02

−0.01 1.13þ0.01
−0.01 1.147þ0.013

−0.009 *

AXS
4He → 3He 0.7–1.3 1.27þ0.02

−0.01 1.27þ0.02
−0.01 1.27þ0.02

−0.01 1.26þ0.02
−0.02 1.26þ0.02

−0.01 1.275þ0.021
−0.007

AXS → Li 0.7–1.3 1.295þ0.005
−0.000 1.295þ0.005

−0.000 1.294þ0.006
−0.000 1.293þ0.007

−0.001 1.294þ0.006
−0.000 1.295þ0.005

−−0.000 *

AXS → Be 0.7–1.3 1.045þ0.009
−0.005 1.049þ0.009

−0.005 1.048þ0.011
−0.004 1.033þ0.010

−0.006 1.044þ0.009
−0.005 1.010þ0.009

−0.006 *

AXS → B 0.7–1.3 1.047þ0.010
−0.005 1.048þ0.009

−0.005 1.053þ0.010
−0.006 1.045þ0.010

−0.006 1.046þ0.009
−0.005 1.052þ0.010

−0.005 *

AXS → C 0.3–2.0 0.77þ0.11
−0.12 0.79þ0.12

−0.11 1.01þ0.12
−0.10 0.71þ0.13

−0.11 0.75þ0.11
−0.13 0.81þ0.09

−0.14
AXS → N 0.7–1.3 1.13þ0.03

−0.03 1.14þ0.03
−0.04 1.16þ0.03

−0.04 1.12þ0.03
−0.04 1.13þ0.03

−0.04 1.14þ0.04
−0.03

δXS
4He → 3He −0.3–0.3 0.01þ0.02

−0.02 0.03þ0.02
−0.02 0.01þ0.02

−0.02 0.00þ0.02
−0.02 0.01þ0.02

−0.02 0.01þ0.02
−0.02

δXS → Li −0.3–0.3 0.11þ0.01
−0.01 0.13þ0.01

−0.01 0.09þ0.01
−0.01 0.11þ0.01

−0.01 0.11þ0.01
−0.01 0.11þ0.01

−0.01
δXS → Be −0.3–0.3 0.02þ0.02

−0.02 0.03þ0.02
−0.02 −0.01þ0.01

−0.02 −0.01þ0.02
−0.02 0.00þ0.02

−0.02 0.03þ0.02
−0.01

δXS → B −0.3–0.3 −0.04þ0.01
−0.01 −0.02þ0.01

−0.01 −0.05þ0.01
−0.01 −0.04þ0.01

−0.01 −0.04þ0.01
−0.01 −0.047þ0.016

−0.009

δXS → C −0.3–0.3 0.24þ0.06
−0.02 0.26þ0.04

−0.01 0.266þ0.034
−0.008 0.24þ0.06

−0.02 0.24þ0.06
−0.02 0.24þ0.05

−0.02
δXS → N −0.3–0.3 −0.03þ0.01

−0.02 −0.01þ0.02
−0.01 −0.03þ0.01

−0.02 −0.03þ0.01
−0.02 −0.03þ0.02

−0.02 −0.022þ0.015
−0.008

ΔAB=C;DAMPE −0.1–0.1 0.050þ0.005
−0.005 0.051þ0.005

−0.004 0.050þ0.004
−0.005 0.048þ0.005

−0.004 0.051þ0.005
−0.004 0.040þ0.003

−0.004 *

φAMS−02 [GV] 0.1–1.0 0.46þ0.01
−0.01 0.48þ0.01

−0.01 0.397þ0.008
−0.009 0.45þ0.01

−0.01 0.46þ0.01
−0.01 0.45þ0.01

−0.01 *

φpbaroverp;AMS-02 [GV] 0.74þ0.03
−0.03 0.62þ0.03

−0.02 0.71þ0.02
−0.02 0.72þ0.03

−0.03 0.75þ0.03
−0.03 0.74þ0.02

−0.03

χ2p;AMS-02 [72] 24.0 65.2 109.4 27.1 25.1 22.9

χ2p;CALET [23] 5.0 16.0 25.3 5.2 5.2 4.8

χ2p;Voyager [7] 5.5 6.4 15.3 4.8 5.4 6.5

χ2He;AMS-02 [68] 9.1 32.9 54.2 13.9 9.2 9.4

χ2He;DAMPE [21] 6.9 14.0 18.9 6.9 7.0 6.8

χ2He;Voyager [8] 20.1 28.4 22.7 16.3 19.4 21.8

χ2C;AMS-02 [68] 45.3 40.4 50.4 47.7 44.4 48.2

(Table continued)

DI MAURO, KORSMEIER, and CUOCO PHYS. REV. D 109, 123003 (2024)

123003-14



TABLE III. (Continued)

diff.brk diff.brk inhom

Parameter Prior sD;1 fix sD;0 & sD;1 fix model 1 model 2 model 3

χ2N;AMS-02 [66] 49.3 50.1 49.3 45.9 48.7 49.1

χ2O;AMS-02 [67] 22.1 26.8 47.3 20.7 21.4 25.0

χ23heover4he;AMS-02 [26] 5.5 7.3 4.3 5.5 5.6 5.4

χ2Li=C;AMS-02 [67] 55.5 62.3 49.2 50.8 56.3 50.9

χ2Be=C;AMS-02 [67] 33.8 30.8 33.1 32.3 30.6 60.3

χ2B=C;AMS-02 [67] 33.5 37.3 43.2 31.9 31.4 47.2

χ2pbaroverp;AMS-02 [58] 70.7 37.9 50.4 69.6 68.8 73.5

χ2tot [685] 385 458 582 377 378 427

TABLE IV. Same as the previous table but for the models that contain reacceleration.

inj.brkþ vA

Parameter Prior sD;1 fix sD;0 & sD;1 fix

γ1;p 1.5–2.1 1.74þ0.02
−0.02 1.75þ0.02

−0.02 1.853þ0.010
−0.009

γp 2.3–2.6 2.422þ0.005
−0.004 2.420þ0.005

−0.004 2.411þ0.005
−0.005

γ1;4He 1.5–2.1 1.79þ0.02
−0.02 1.80þ0.02

−0.02 1.90þ0.01
−0.01

γ2;4He 2.2–2.5 2.360þ0.005
−0.004 2.359þ0.005

−0.004 2.352þ0.004
−0.004

γ1 1.8–2.3 2.07þ0.02
−0.02 2.07þ0.02

−0.02 2.15þ0.01
−0.02

γ2 2.2–2.6 2.399þ0.004
−0.004 2.399þ0.005

−0.004 2.396þ0.005
−0.004

Rinj ½103 MV� 2.0–25.0 7.58þ0.39
−0.36 7.69þ0.39

−0.37 9.92þ0.32
−0.33

sinj 0.1–1.0 0.33þ0.03
−0.02 0.31þ0.02

−0.03 –
D0 ½1028 cm2=s� 1.0–10.0 4.53þ0.07

−0.10 4.57þ0.09
−0.09 4.62þ0.22

−0.14

δ 0.1–1.0 0.406þ0.005
−0.005 0.402þ0.005

−0.005 0.393þ0.007
−0.006

δh − δ −1.0–0.1 −0.21þ0.02
−0.02 −0.164þ0.010

−0.010 −0.16þ0.01
−0.01

RD;1 ½103 MeV� 100.0–900.0 390.30þ40.35
−59.30 298.40þ22.59

−23.88 367.57þ29.01
−36.20

sD;1 0.1–1.0 0.35þ0.08
−0.08 � � � � � �

vA ½km=s� 0.0–60.0 23.82þ0.72
−0.69 24.12þ0.74

−0.72 25.63þ1.05
−0.98

Ren Abdp 0.9–1.1 1.003þ0.002
−0.002 1.005þ0.002

−0.002 1.007þ0.002
−0.001 *

Ren Abd4He 0.9–1.1 1.015þ0.005
−0.004 0.995þ0.004

−0.004 1.004þ0.004
−0.004 *

Abd12C ½104� 0.2–0.5 0.357þ0.003
−0.002 0.358þ0.003

−0.002 0.360þ0.004
−0.003

Abd14N ½104� 0.0–0.0 0.023þ0.002
−0.001 0.024þ0.002

−0.002 0.024þ0.002
−0.001

Abd16O ½104� 0.2–0.6 0.426þ0.003
−0.003 0.427þ0.003

−0.003 0.432þ0.003
−0.004

Apbaroverp;AMS-02 0.7–1.3 1.133þ0.015
−0.010 1.123þ0.015

−0.009 1.08þ0.04
−0.02 *

AXS
4He → 3He 0.7–1.3 1.22þ0.02

−0.02 1.22þ0.02
−0.02 1.17þ0.04

−0.03
AXS → Li 0.7–1.3 1.294þ0.006

−0.001 1.294þ0.006
−0.001 1.26þ0.04

−0.01 *

AXS → Be 0.7–1.3 1.041þ0.009
−0.005 1.041þ0.010

−0.004 1.02þ0.03
−0.02 *

AXS → B 0.7–1.3 1.036þ0.008
−0.005 1.035þ0.008

−0.005 1.01þ0.03
−0.01 *

AXS → C 0.3–2.0 0.37þ0.02
−0.07 0.37þ0.02

−0.07 0.39þ0.03
−0.09

AXS → N 0.7–1.3 1.12þ0.04
−0.04 1.11þ0.03

−0.04 1.08þ0.04
−0.04

(Table continued)
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