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The direct detection of gravitational waves (GWs) of frequencies above MHz has recently received
considerable attention. In this work, we present a precise study of the reach of a cubic cavity resonator to
GWs in the microwave range, using for the first time tools allowing to perform realistic simulations.
Concretely, the boundary integral—resonant mode expansion (BI-RME) 3D method, which allows us to
obtain not only the detected power but also the detected voltage (magnitude and phase), is used here. After
analyzing three cubic cavities for different frequencies and working simultaneously with three different
degenerate modes at each cavity, we conclude that the sensitivity of the experiment is strongly dependent
on the polarization and incidence angle of the GW. The presented experiment can reach sensitivities up to
1 × 10−19 at 100 MHz, 2 × 10−20 at 1 GHz, and 6 × 10−19 at 10 GHz for optimal angles and polarizations,
and where in all cases we assumed an integration time ofΔt ¼ 1 ms. These results provide a strong case for
further developing the use of cavities to detect GWs. Moreover, the possibility of analyzing the detected
voltage (magnitude and phase) opens a new interferometric detection scheme based on the combination of
the detected signals from multiple cavities.
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I. INTRODUCTION

The direct detection of gravitational waves (GWs) by
Earth interferometers opened a new era in our quest to
understand the constituents of the Universe [1]. These
detectors have been able to explore GWs in a band around
102 Hz [2]. Equally relevant are the recent detections by
pulsar timing arrays (PTA) [3–6] of GWs in the nHz band,
whose origin is still to be determined. The exploration
of GWs in other frequency bands is a very active and
promising field of research. This is partly due to the rich
variety of sources expected in basically all the band from

10−17 Hz (covered by CMB observations [7]) to 10 kHz. Of
particular interest for future searches are the space-based
interferometers, such as LISA [8], with maximum sensi-
tivity around 10−3 Hz and an impressive scientific legacy.
Ideas abound to continue exploring GWs in the band
from nHz to kHz, such as updated ground-based laser
interferometers [9–11], atom interferometers [12–14], other
space missions [15,16], or proposals related to orbital
tracking [17,18]. As mentioned, this fantastic coverage is
particularly relevant given the number of signals expected
to be present, carrying information about astrophysics as
well as fundamental physics.
The extension to frequencies above 10 kHz has been less

explored for different reasons. First, as the frequency f
grows, the devices most sensitive to these GWs of shorter
wavelength become smaller and may also require faster
readouts. Furthermore, and relevant for interferometers, the
effect of GWs on the relative distance of test masses at
distances L decreases as δL ∝ hL, with h being the
amplitude of the wave. Finally, it is not clear which
astrophysical/fundamental sources may produce GWs at
f ≳ 10 kHz at levels that will impact our detectors. It has
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been recently emphasized that these aspects may be turned
into new opportunities [19]: on the one hand, smaller
devices may imply a connection with the cutting-edge
precision of the most sensitive sensors, and call for
rethinking the possible detection strategies. On the other
hand, the absence of astrophysical sources may be also
positive, since any significant signal may mean a deviation
from the standard model. In fact, there are known candi-
dates for GWs at high frequencies of stochastic or coherent
nature, though the expectation is that any detection by
current technologies may point toward new physics [19].
Independently of these points, being at the dawn of
the exploration of high-frequency gravitational waves
(HFGWs), it is almost unquestionable the relevance of
understanding its current limits and future prospects.
Out of the possible effects that a GW may generate as it

traverses a laboratory, we will focus on those related to the
current generated by a GW in the presence of a background
electromagnetic field, called the inverse Gertsenshtein
effect when the electromagnetic background field is a
static magnetic field [20,21] (see also [22,23] for other
recent proposals to detect HFGWs). As a result, any
technique used to detect (low energy) photons in the
presence of an electromagnetic background may, in prin-
ciple, be used as a GW detector. This is the idea behind the
recent proposals, such as [23–26], which consider experi-
ments conceived to detect the conversion of axions into
photons in the presence of a magnetic field as GW
detectors. Our goal in this paper is to perform a study of
this effect with the advanced tools and language used in the
simulations of radio frequency resonant cavities. This is the
first step toward the more ambitious goal of fully character-
izing the optimal way to search for HFGWs in these devices
and start exploring new read-out ideas before performing
dedicated searches (see the recent [26] for related work in
this direction).
In this work, we apply a full-wave modal technique

for the rigorous electromagnetic study of the coupling
GWs-cavity which is based on the advanced modal
technique boundary integral—resonant mode expansion
(BI-RME) 3D [27]. This method allows for an efficient
characterization of the interaction between the GW and the
resonant cavity. The GWs generate an externally induced
current which excites the resonant modes of the cavity
under the presence of an intense static magnetic field.
Using the BI-RME 3D formulation, we can represent the
excited resonator in terms of an equivalent network driven
by the current sourced by GWs. Finally, we will com-
pute both the voltage and the power extracted from the
cavity obtaining information about the magnitude and the
phase of the detected signal. As an application, we have
designed a cubic resonator with three orthogonal coaxial
antennas which allow for the synchronous detection of an
incident GW; both polarizations of the GWs have been
accounted for.

This paper is organized as follows. After this introduc-
tion, we review the basic theory for the derivation of the
current densities induced by the GWs in the presence of a
stationary magnetic field in Sec. II. Next, we introduce
the BI-RME 3D theory in Sec. III. As an application
of the presented formulation, in section IV we design three
cubic resonators tuned at 100 MHz, 1 GHz, and 10 GHz,
obtaining sensitivities, and extracted power levels and
voltages for the best sensitivities. Finally, conclusions
and future research lines are presented in section V.

II. THE SYSTEM GW-EM FIELDS:
INDUCED CURRENT

As shown in [28] (see also [24,25]), in the presence of a
GW with field values hμνðt; r⃗Þ, r⃗ being the position vector
and t the time measured in the reference frame of the
laboratory, Maxwell’s equations are modified to1

∂νFμν ¼ jμeff ¼ ð−∇ · P⃗;∇ × ⃗M̃ þ ∂tP⃗Þ; ð2:1Þ
where jμeff is the effective induced current density and

Pi ¼ −hijEj þ
1

2
hEi þ h00Ei − ϵijkh0jBk;

M̃i ¼ −hijBj −
1

2
hBi þ hjjBi þ ϵijkh0jEk; ð2:2Þ

where h ¼ ημνhμν is the trace of the GW, ϵijk is the Levi-
Civita symbol, Ei are the components of the electric field,
and Bi those of the magnetic field. Quite relevantly, the
values of hμν for a GW seen in the laboratory are those
associated with the so-called laboratory frame, which for a
GW of angular frequency ω ¼ 2πf propagating in the k⃗
direction (k⃗ ¼ ωk̂) read [25,28]

h00 ¼ ω2Fðk⃗ · r⃗Þb⃗ · r⃗; bj ≡ rihTTij jr⃗¼0⃗
;

h0i ¼
1

2
ω2½Fðk⃗ · r⃗Þ þ iF0ðk⃗ · r⃗Þ�ðk̂ · r⃗bi − b⃗ · r⃗k̂iÞ;

hij ¼ iω2F0ðk⃗ · r⃗Þðjjr⃗jj2hTTij jr⃗¼0⃗
þ b⃗ · r⃗δij − birj − bjriÞ;

ð2:3Þ

where FðxÞ ¼ ðe−ix − 1þ ixÞ=x2, k̂ is the unitary vector in
the propagation direction of the GW, and i ¼ ffiffiffiffiffiffi

−1
p

is
the imaginary unit. In the previous equation, hTTij jr⃗¼0⃗

represents the GW as seen in the transverse-traceless
coordinate system [2],

1Recall that Greek letters run as μ ¼ 0, 1, 2, 3, while Latin
letters have only spatial part i ¼ 1, 2, 3. We use the ημν ¼
diagð−þþþÞ metric convention. In this section, we will stick to
the units c ¼ 1. For the calculations in the following sections, we
will convert to the SI. Two repeated indexes are always summed
over.
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hTTij ¼ ½ðUiUj − ViVjÞhþ þ ðUiVj þ ViUjÞh×�
eiðωt−k⃗·r⃗Þffiffiffi

2
p ;

ð2:4Þ

evaluated at the origin r⃗ ¼ 0⃗. Finally, the vectors generating
the tensor structure for the polarizations hþ;× have to be
orthogonal to k̂ and of unit norm. In the cases we will
explore, we will assume that the wave is traveling along
one of the Cartesian planes, and Vi will be chosen
as the Cartesian coordinate perpendicular to it while
Ui ¼ ϵijkVjk̂k. From the previous expressions, one can
now compute the effective current for different geometries.
The final form of the current is not particularly illuminat-
ing, except for simple cases, and is omitted.

III. THE BI-RME 3D FORMULATION

In the second half of the last century, many research
groups worldwide developed several numerical techniques
for the electromagnetic analysis of microwave passive
components and circuits. Some of them, such as the finite
element method (FEM) [29,30], the finite different in time
domain (FDTD) [31], and the transmission line method
(TLM) [32], have a very general range of applicability in
complex geometries including the presence of dielectric

and/or magnetic media, and, for these reasons constitute
nowadays the basis of many commercial software [33–35].
Besides, other numerical techniques such as the method of
moments [36] and the mode matching method [32] can deal
only with specific components. However, these techniques
require intense analytical processing, and, for this reason,
they are not so popular, even though the developed codes
are extremely fast and accurate [37,38].
Among the modal methods proposed in the eighties and

nineties, it should bementioned the formulation proposed by
Prof. Giuseppe Conciauro and co-workers at the Università
degli Studio di Pavia (Italy) called the BI-RME 3D method,
which represents an advanced full-wavemodal technique for
the accurate and efficient electromagnetic analysis of micro-
wave arbitrarily-shaped cavities [27,39,40] including met-
allic obstacles [41,42]. The complete formulation and the
different implementations are very extensive and can be
found in the technical literature [43].
In the case of a microwave cavity resonator connected to

different P waveguide-ports, the starting point of the BI-
RME 3D method is to express the time-harmonic (complex
phasors) electric andmagnetic fields generatedbyvolumetric
electric current density sources J⃗ and surface magnetic
current density sources M⃗ within the cavity with the
following integral expressions (given now in the SI system),

E⃗ðr⃗Þ ¼ η

ik
∇
Z
V
geðr⃗; r⃗0Þ∇0 · J⃗ðr⃗0ÞdV 0 − ikη

Z
V
G⃗Aðr⃗; r⃗0Þ · J⃗ðr⃗0ÞdV 0 −

Z
S
∇ × G⃗Fðr⃗; r⃗0Þ · M⃗ðr⃗0ÞdS0 þ 1

2
n⃗ × M⃗; ð3:1Þ

and

H⃗ðr⃗Þ ¼ 1

ikη
∇s

Z
S
gmðr⃗; r⃗0Þ∇0 · M⃗ðr⃗0ÞdS0 þ k

iη

Z
S
G⃗Fðr⃗; r⃗0Þ · M⃗ðr⃗0ÞdS0 þ

Z
V
∇ × G⃗Aðr⃗; r⃗0Þ · J⃗ðr⃗0ÞdV 0; ð3:2Þ

where V is the simply connected volume of the empty
resonator, which is bounded by perfectly conducting walls
[conducting walls of the structure are lossless, but lossy
walls will be further accounted for with the conventional
perturbative method in Eq. (3.4)]. Vacuum is characterized
by the electric permittivity ε0 and the magnetic permeabil-
ity μ0 of free space (dielectric and magnetic media can
be accounted for in the BI-RME 3D theory, but they
will not be considered in this work). In these equations
η ¼ ffiffiffiffiffiffiffiffiffiffiffi

μ0=ε0
p

≈ 120π Ω is the vacuum impedance; k ¼ ω=c
is the free space wave number; c ¼ 1=

ffiffiffiffiffiffiffiffiffi
μ0ε0

p
is the speed of

light in vacuum; n⃗ is the inward unitary normal vector to the
cavity surface; ∇s is the surface divergence operator [44];
geðr⃗; r⃗0Þ and gmðr⃗; r⃗0Þ are the electric and magnetic static
scalar potentials Green’s functions of the cavity in Coulomb

gauge, respectively; and G⃗Aðr⃗; r⃗0Þ and G⃗Fðr⃗; r⃗0Þ are the
electric and magnetic dyadic potentials Green’s functions of
the cavity in Coulomb gauge, respectively. The derivation

of (3.1) and (3.2), as well as the closed form and
relationships of both scalar and dyadic electric and
magnetic potential Green’s functions in Coulomb gauge,
are cumbersome and can be found in the references cited
for the BI-RME 3D theory.
From a physical point of view, we want to remark that

the surface magnetic currents M⃗ are a mathematical
artifact to represent the physical connection of the
waveguide-ports with the inner of the cavity (otherwise
the electric tangential component on the perfect con-
ducting walls vanishes). On the other hand, they could
also be used to describe electromagnetic field disconti-
nuities existing on surfaces separating different regions as
reported in [23]. In this study, we assume that the
magnetic field is homogeneous in a significant region
containing the cavity, and ignore the surface terms
associated with the jump to a region where it vanishes.
Once a setup with a concrete magnetic field configuration
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is decided, our method allows us to easily include these
currents in the analysis.2

At this point, we will use the parallelism existing
between the detection of dark matter axions and GWs in
the context of the BI-RME 3D theory. For such purpose, we
will use the theory developed in [45] for the rigorous
electromagnetic analysis of the dark matter axion-photon
coupling existing in a microwave cavity under the presence
of an intense static magnetic field B⃗0. In that work, some of
us detailed the successful application of the BI-RME 3D
method to a time-harmonic equivalent axion electric current
density J⃗, which was treated as an external source. For the
GWs, the formulation is similar so we will omit the
mathematical derivation. Finally, the BI-RME 3D method
states that the transformation of the GWs into electromag-
netic energy can be formulated in terms of a set of P time-
harmonic current sources IGWi

exciting the cavity, which is
represented by its admittance matrix Yp;q [46,47] as can be
seen in Fig. 1 for the case of P ¼ 3 ports. In this first
approach, we have neglected the effect of the higher-order
modes excited in the waveguide ports, considering only the
fundamental mode. The expression of the current sources is
given by the following formula,

IGWi
¼

XM
m¼1

κm
k2 − κ2m

�Z
SðiÞ

H⃗mðr⃗Þ · h⃗ðiÞ1 ðr⃗ÞdS
�

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
COUPLING∶CAV−PORT

�Z
V
E⃗mðr⃗0Þ · J⃗GWðr⃗0ÞdV 0

�
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

COUPLING∶GW−CAV

; ð3:3Þ

for i∈ f1; 2; 3;…Pg, and where m refers to the resonant
modes of the cavity, M being the total number of the set of
resonant modes considered in the summation; κm is the
perturbed wave number due to the finite electric conduc-
tivity σ of the metallic walls [46,48,49] given by

κm ≈ km

�
1 −

1

2Qm

�
þ i

km
2Qm

; ð3:4Þ

Qm being the unloaded quality factor of the m-th resonant
mode, and km its unperturbed wave number. Finally, in
expression (3.3), E⃗m and H⃗m are the normalized electric
and magnetic solenoidal eigenvectors of the cavity corre-

sponding to the eigenfactor km, as reported in [45]; and h⃗
ðiÞ
1

represents the magnetic field of the first mode (fundamental
mode) of the waveguide-port (i), which has to be properly
normalized as described in [45]. Now, it is important to
remark that the first integral of (3.3) is a surface integral
performed over the access waveguide-port surface SðiÞ,
which accounts for the coupling between the cavity and the
port (i). The second integral is a volume integral performed

over the entire volume of the cavity V, which is directly
related to the coupling between them-th resonant mode and
the current J⃗ ¼ J⃗GW induced by the GW.
The BI-RME 3D formulation allows us to analyze the

excitation of a microwave cavity by a GW through a full-
wave modal technique, as it is shown in Fig. 1, where the
current sources IGW1

, IGW2
, and IGW3

inject electromagnetic
energy generated by the GW to both the cavity (represented
by its admittance matrix) as well as to the external three
ports. The energy injected into the cavity will be dissipated
by the Joule effect (Ohmic losses), whereas the energy
delivered to the ports might allow for the detection of the
GW. We will also demonstrate that information about the
amplitude and the phase of the detected signals in all the ports
can be calculated with the present technique, contrary to
conventional methods based on a figure of merit, which only
provides information about the power of the signal generated
by the GW.
To proceed, we will apply the Kirchhoff laws for each

waveguide-port of Fig. 1, resulting in

IGWi
¼ Ii þ IWi

;Vi ¼ ZWi
IWi

⇒ Ii ¼ IGWi
− IWi

¼ IGWi
− YWi

Vi; ð3:5Þ

FIG. 1. Scheme of a cavity with P ¼ 3 ports driven by the
GWs current sources IGWi

. These currents are divided into two
types of currents: the currents that drive the resonator Ii, and
the currents injected to the ports IWi

which allow for the
extraction of electromagnetic energy from the cavity and, as a
consequence, the detection of the GW. YWi

represents the
wave admittance of the waveguide-port (i). The index i has
values i∈ f1; 2; 3g.

2We thank Camilo García-Cely and Valerie Domcke for
clarifying discussions on this point.

PABLO NAVARRO et al. PHYS. REV. D 109, 104048 (2024)

104048-4



for i∈ f1; 2; 3g, where ZWi
and YWi

are the wave imped-
ance and admittance of the waveguide-port (i), respectively,
which are related by YWi

¼ 1=ZWi
. The classical micro-

wave network theory [46,47] relates the voltages at the
waveguide ports Vi and the currents entering into the cavity
Ii of a microwave linear passive component (as a cavity)
with the multiport single-mode admittance matrix Ypq that
for the case of P ¼ 3 ports is given by

0
B@

I1
I2
I3

1
CA ¼

0
B@

Y11 Y12 Y13

Y21 Y22 Y23

Y31 Y32 Y33

1
CA ·

0
B@

V1

V2

V3

1
CA: ð3:6Þ

By inserting (3.5) into (3.6) and after simple mathematical
manipulations, we can obtain the relationship between the
unknown voltages Vi and the GW current sources IGWi

,

0
B@
IGW1

IGW2

IGW3

1
CA¼

0
B@
Y11þYW1

Y12 Y13

Y21 Y22þYW2
Y23

Y31 Y32 Y33þYW3

1
CA ·

0
B@
V1

V2

V3

1
CA;

ð3:7Þ

which is a linear system that allows one to obtain the modal
voltages Vi at the cavity ports.
Finally, we can calculate the extracted power PWi

in each
port as,

PWi
¼ 1

2
ReðViI�Wi

Þ ¼ 1

2
ReðY�

Wi
ÞjVij2; ð3:8Þ

where � denotes complex conjugate.

IV. APPLICATION: DESIGN OF A CUBIC CAVITY
FOR GWS DETECTION

During the last years, several researchers have studied
the possibility of using microwave haloscopes designed for
dark matter axions detection to search for GWs, making use
of already existing experimental facilities, see, e.g.,
[24–26]. In this work, we have decided to go one step
further by proposing the design of a novel cavity for the
detection of GWs. Since the coupling of a GW with a
resonator is quite cumbersome, we propose to use a cubic
cavity because it allows for the simultaneous detection of
three degenerate resonant modes using three mutually
perpendicular coaxial antennas, as it has been depicted
in Fig. 2. The use of a cubic cavity may not seem ideal
because of the possible losses of the corners, though this
can be overcome by smoothing them using rounded corners
[50]. Also, the coupling of a GW to a cubic geometry may
not be the most efficient one. Despite these aspects, the
simplicity of the design and simulations together with the
possibility of using degenerate modes overcome these
caveats and justify our choice of a cubic cavity. We leave

a full optimization of the cavity design to future work. The
selected set of degenerate modes are the TE101, TE011 and
TM110, whose resonant frequencies are

fTE101
¼ fTE011

¼ fTM110
¼ cffiffiffi

2
p

a
;

where a is the edge length of the cube. It is evident that, in
the absence of a GW, the three degenerate modes are
identical from a physical point of view due to the symmetry
of the cubic resonator.
As discussed in Sec. II, the GWs generate a certain

electromagnetic current in the presence of an external
intense magnetostatic field B⃗0. From (2.1), the associated
volumetric electric current density can be written as

J⃗ ¼ J⃗GWðr⃗Þ ¼
1

μ0
B0

�
hþJ⃗þðr⃗Þ þ h×J⃗×ðr⃗Þ

�
; ð4:1Þ

where the two components are the currents associated with
the cross (×) and plus (þ) polarizations present in (2.4).
Once written in SI units, this suffices to describe the
presence of GWs within a microwave resonator in the
BI-RME 3D scenario. Here and in the following we assume
that the external magnetostatic field is homogeneous and
oriented in the Z axis of a Cartesian reference system
centered in the center of mass of the cavity, B⃗0 ¼ B0ẑ.
In this section, we will apply the BI-RME 3D technique

described in Sec. III to the accurate and efficient charac-
terization of a cubic cavity. To explore different ranges of
frequencies, we have studied three cavities tuned at
100 MHz (Cavity 1: C1), 1 GHz (Cavity 2: C2), and
10 GHz (Cavity 3: C3). Numerical simulations in this

y

z
x

FIG. 2. The cubic resonator has three perpendicular coaxial
probes for the simultaneous detection of the three degenerate
modes TE011, TE101, and TM110 oriented along the x, y, and z
axes, respectively. These modes will be detected with the coaxial
waveguide ports (3), (2) and (1), respectively. The coaxial
antennas are centered on their respective sides of the cube.
The origin of the Cartesian reference system is placed in the
geometrical center of the cavity; the external magnetostatic field
is oriented along the z axis.
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section have been made with the commercial software CST
Studio [33], and postprocessed with Matlab [51]. Table I
summarizes the characteristics of the cavities. The electro-
magnetic field distributions of these modes have been
plotted in Fig. 3. The unloaded quality factors Qm of the
three modes have been calculated [46] with the electric
conductivity of copper at cryogenic temperature,
σ ¼ 2 × 109 S=m. From previous experience in the design
and manufacturing of high-Q resonant cavities, it is
expected a moderate reduction (∼30%) of the unloaded
quality factor in the actual cavity as regards simulations,
mainly because of losses associated with walls roughness at
very low temperatures and possible leakage in slits between
walls. To attenuate this issue, roughness can be greatly
reduced by electro-polishing, and walls can be appropri-
ately soldered. Moreover, as we comment in the conclu-
sions section, there is room for improvement in the quality
factor using magnetic-resilient superconducting materials.

The coaxial connectors used for the line-cavity coupling
probes are BNC for C1, and SMA for C2 and C3; their
inner radii ri, outer radii ro, relative dielectric permittivity
εr and the penetration distance of the coaxial antenna inside
the cavity d for critical coupling regime are also reported in
table I. The reflection scattering parameters at the reso-
nance frequencies are around jS11j ¼ jS22j ¼ jS33j ≈
−40 dB for the three antennas of the three cavities, which
indicates a good level of critical coupling regime. The
characteristic coaxial impedance Z0 of the three coaxial
probes of each cavity is given by

Z0 ¼
1

Y0

¼ ZW
ln ðro=riÞ

2π
; ZW ¼ 1

YW
¼

ffiffiffiffiffiffiffiffi
μ0
ε0εr

r
;

where Y0 is the characteristic coaxial admittance, and ZW
and YW are the wave coaxial impedance and admittance,
respectively. The impedance of both BNC and SMA
coaxial connectors is Z0 ¼ 50 Ω.
From an experimental point of view, it is important to

remark that the complex voltage (phasor) measured in the
coaxial waveguide ports vi can be easily calculated as a
function of thewaveguide ports voltagesVi resulting in [45],

vi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln ðro=riÞ

2π

r
Vi; ð4:2Þ

which allows one to rewrite (3.8) as

PWi
¼ 1

2
Y0jvij2: ð4:3Þ

A final remark in the cavity design and operation is the
need for a moving mechanism at each probe (monopole
antenna) to allow its introduction or recession in the cavity.
This is necessary because, due to manufacturing tolerances,
the resonant frequencies of the three degenerated modes
will not be exactly equal. With this movement the corre-
sponding mode is slightly perturbed and, therefore, its
resonant frequency can reach the desired value. Moreover,
movable probes allow to de-degenerate the three modes, if
needed, and to modify the coupling between the coaxial
line and the cavity.

A. Coupling form factor

To analyze the coupling between the GWs and the
resonant modes, we have used the definition of the
dimensionless form factor between the GW and the m
mode introduced in [25],

η̃mþ;×
¼ j RV E⃗mðr⃗Þ · J⃗þ;×ðr⃗ÞdVj

V1=2j RV E⃗mðr⃗Þ · E⃗mðr⃗ÞdVj1=2
; ð4:4Þ

where the integral of the denominator is equal to one
because of the orthonormalization condition used in

FIG. 3. Electric (up) and magnetic (down) field distributions for
the three considered modes TM110, TE011 and TE101 of cavity C1.
The electromagnetic field distributions are identical in the other
cavities C2 and C3. The red hue represents the largest values for
the modules of electric and magnetic fields, while the blue color
represents the lowest values for these modules. The remaining
colors in this illustration represent intermediate levels between
minima and maxima.

TABLE I. Characteristics of the three cubic cavities and their
coaxial probes.

CAVITY 1 CAVITY 2 CAVITY 3

a (mm) 2119.85 211.98 21.19
QTE101 6.27 × 105 1.98 × 105 6.25 × 104

QTE011 6.27 × 105 1.98 × 105 6.25 × 104

QTM110 6.27 × 105 1.98 × 105 6.25 × 104

ri (mm) 7.00 0.0635 0.0635
ro (mm) 16.00 0.211 0.211
εr 1.00 2.08 2.08
d (mm) 32.80 5.30 0.21
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BI-RME 3D [27]; V is the volume of the cavity. This
parameter has been represented in polar coordinates as a
function of the incidence angle θ of the GW with respect to
the Z axis for waves propagating along the XZ, YZ planes
(θ ¼ 0° refers to the Z axis) and the angle with respect to
the X axis for waves propagating in the XY plane (θ ¼ 0°
direction refers to the X axis in this case). The value of η̃mþ;×

is shown in terms of θ in Figs. 4–6 for the C1, C2, and C3
cavities, respectively. As clear from these plots, the
coupling strongly depends on the direction of the incidence
plane, the polarization, and the operation frequency.
It is important to remark here that this form factor is of a

very different nature than the form factor in dark matter

axion detection. While the latter does not depend on any
axion intrinsic parameter, in the case of the graviton, the
form factor depends on the complex relationship of the
induced current (J⃗GW) with frequency. This makes this
factor not normalized and implies that changes with
frequency are not just due to the cavity geometry, but also
to the frequency dependence of the GW-induced current.
This explains that Figs. 4–6 show different magnitude
scales.
It is also worth noting that, unlike the axion haloscope, a

cavity for GW detection can work with modes whose
electrical field is not aligned with the external magnetic
field. This can be observed, for instance, in Fig. 4 for the

FIG. 4. Form factor η̃mþ;×
between the GW and the three degenerate resonant modes as a function of the GW incidence angular

direction for the cavity C1 (f ¼ 100 MHz). The polar angle is expressed in degrees. Some curves cannot be seen because the form factor
is negligible compared to the rest of the results. Left: cross-polarization; Right: plus polarization. Up: GW incidence in the XZ plane;
Center: GW incidence in the YZ plane; Down: GW incidence in the XY plane.
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cross-polarization case, where the TE101 (E⃗ ¼ Eyŷ) gets the
best form factor in most angles of incidence. This allows for
more freedom in selecting resonant modes and opens up
novel opportunities for the design of microwave-cavity
gravitational-wave detectors.
Moreover, Figs. 4–6 also provide two crucial findings.

The first one is that gravitational wave energy is trans-
formed into currents inside the cubic cavity, which excite
the three orthogonal degenerate modes. Thus, utilizing a
probe for each of these degenerate modes and the right mix
of the extracted signals allows for improved detection
sensitivity. Because the gravitational wave stimulates all
degenerate modes at the resonant frequency, omitting to

combine signals would result in a loss of sensitivity.
Alternatively, we can profit from this multiple coupling
of the GW by slightly detuning the three degenerate modes
(for instance by proper movement of small mechanical
parts in the cavity). In this way, the three modes are no
longer degenerate, allowing the GW detection in three
different and very close frequencies. The same applies to
higher-order modes, provided that their form factors are
adequate for detection.
A further finding is that combining the degenerate modes

in the proposed cubic cavity results in some cases in
increasing the range of incident angles that can be detected
(see Figs. 4–6, plane XY, plus polarization case). From a

FIG. 5. Form factor η̃mþ;×
between the GW and the three degenerate resonant modes as a function of the GW incidence angular

direction for the cavity C2 (f ¼ 1 GHz). The polar angle is expressed in degrees. Some curves cannot be seen because the form factor is
negligible compared to the rest of the results. Left: cross-polarization; Right: plus polarization. Up: GW incidence in the XZ plane;
Center: GW incidence in the YZ plane; Down: GW incidence in the XY plane.
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practical point of view, the preferred mode for detection
will be that with larger values of the form factor and
which shows a more isotropic behavior to be able to detect
GWs impinging from different directions. Table II shows
the proper modes following this criterion for cavity C1. The
best behavior is found for GWs in the XY plane for the

three cavities. In this case, only one mode is necessary
for covering all possible angles for cross-polarization.
Nevertheless, the plus polarization requires a combina-
tion (sum) of two modes to avoid blind angles. In the
other planes, the combination of modes does not avoid
completely blind angles. That is the case for θ ¼ 0; π in
the XZ and YZ planes for both polarizations. In these
cases there are different options to obtain a proper form
factor for these angles, such as rotating the cavity inside
the magnet to modify the magnetostatic field direction
with regard to the cavity coordinate system, using a
second rotated cavity, or, for long enough signals, one
can profit from the rotation of the Earth to achieve this
change.

FIG. 6. Form factor η̃mþ;×
between the GW and the three degenerate resonant modes as a function of the GW incidence angular

direction for the cavity C3 (f ¼ 10 GHz). The polar angle is expressed in degrees. Some curves cannot be seen because the form factor
is negligible compared to the rest of the results. Left: cross polarization; Right: plus polarization. Up: GW incidence in the XZ plane;
Center: GW incidence in the YZ plane; Down: GW incidence in the XY plane.

TABLE II. Optimal mode for GW detection depending on
polarization and plane of incidence for cavity C1.

XZ plane YZ plane XY plane

× polarization TE101 TE101 TE101

þ polarization TM110 TE011 TE011=TM110
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To compute the detected power at each port, we have
assumed that the GW impinges in the angle θ0 which
generates the maximum coupling between the GW and the
cavity mode, as reported in Table III.

B. Sensitivity analysis

In this first analysis of the problem, we have neglected
the intercoupling effect of the three coaxial probes of each
cavity, which is a good approach given that the level of the
transmission scattering parameters at the resonant frequen-
cies is around jS21j ¼ jS31j ¼ jS32j ≈ −50 dB for the three
coaxial antennas of the three cavities. As a consequence,
we will neglect the mutual coupling among the three probes
of each cavity, and assume that they operate independently.
Thus, we do not need to solve the linear system represented
in (3.7). Consequently, the power detected at each port can
be expressed as

PWi×;þ
¼ 1

2
jh×;þj2

B2
0V
μ20

ReðYWi
Þ

jYWi
þ Yiij2

����X
M

m¼1

κm
k2 − κ2m

η̃mþ;×

×
Z
SðiÞ

H⃗mðr⃗Þ · h⃗ðiÞ1 ðr⃗ÞdS
����2; ð4:5Þ

which is proportional to the GW amplitude square jh×;þj2.
The Dicke radiometer equation [47] provides the noise

power at port i,

PNi
¼ kBTsysi

ffiffiffiffiffiffiffi
Δf
Δt

r
; ð4:6Þ

where kB is the Boltzmann constant, Tsysi is the noise
temperature of the system at port i, Δf is the detection
bandwidth, and Δt is the detection time. This equation
allows us to calculate the exclusion limits for the sensitivity
of the experiment at port i given and amplitude of the GW
jhi×;þj for a given signal-to-noise ratio S=N ¼ PWi×;þ

=PNi
.

By inserting (4.5) and (4.6) in the definition of S=N, we
finally obtain, for each i,

jhi×;þj ¼
�
2ðS=NÞkBTsysi

ReðYWi
Þ

�
1=2

�
Δf
Δt

�
1=4 μ0

B0V
1
2

×
jYWi

þYiij
jPM

m¼1
κm

k2−κ2m
η̃m×;þ

R
SðiÞ H⃗mðr⃗Þ · h⃗ðiÞ1 ðr⃗ÞdSj

: ð4:7Þ

C. Realistic sensitivities and discussion

In this section, we compute the sensitivities jhi×;þj
assuming that the GW impinges with the angle θ0 which
generates the maximum coupling between the GW and
the cavity mode, as reported in Table III. To perform
realistic numerical calculations we use the data from
different magnet facilities for each cavity which have
been described in Table IV. The magnet bore in these
facilities is comparable to or bigger than the correspond-
ing cavity. Other important parameters for their election
are the magnetic field magnitude and the physical
temperature. These three magnets are solenoids, but
dipole or quasi-dipole magnets, as BabyIAXO [52],
already proposed for dark matter axion detection [53],
could also be used for GW and the cavity concept
described here.
Therefore, we will assume that the cavity C1 might

be introduced in a magnet test-bed similar to KLOE
(KLASH) [54,56], where the external magnetostatic field
is B0 ¼ 0.6 T and the system temperature is Tsys ¼ 8 K.
This value is calculated assuming 4 K in the cavity and
an extra noise temperature added by the read-out chain
of 4 K, which is mainly produced by the first amplifier,
in this case a cryogenic low-noise amplifier. The
detection bandwidth used in the simulations is
Δf ¼ 5 kHz, entering the cavity-loaded quality factor
QL ¼ f1=Δf, f1 ¼ 100 MHz being the resonance fre-
quency. We have used in the simulations a detection
time Δt ¼ 1 ms, and a signal-to-noise ratio S=N ¼ 3 for
all the cavities. This short detection time is key to
accessing some of the signals that may be present in the
studied frequency band [25]. An important remark is
that in some previous studies (as in [25]) a longer
integration of 1 s time has been considered. To compare
our results with those of these studies, recall that the
constraint in the maximum allowed GW amplitude
grows as with ðΔtÞ1=4. The sensitivity for the cavity
C1 has been plotted in Fig. 7 using (4.7), observing
that the minimum detected amplitude is around
jhi×;þj ≈ 1 × 10−19. We have also computed the sensi-
tivity curves of the cavities C2 and C3 in Figs. 8 and 9,
respectively. The magnet chosen for these two cavities is
the Oxford-Leiden one from CAPP (see Table 3 for
details) [55]. We have assumed here that we can

TABLE III. Incidence angle θ0 (degrees) for maximum cou-
pling between the GW and the resonant modes. The GW
polarization for the maximum coupling is indicated.

CAVITY 1 (C1) CAVITY 2 (C2) CAVITY 3 (C3)

XZ plane 90.0ðþÞ 90.0ðþÞ 90.0ðþÞ
YZ plane 90.0ðþÞ 90.0ðþÞ 90.0ðþÞ
XY plane 0.0ðþÞ 0.0ðþÞ 70.2ðþÞ

TABLE IV. Characteristics of the magnets and parameters for
the data acquisition system.

Cavity V (L) Magnet B0 (T)
Tphys

(mK)
Tsys

(K)
Δf

(kHz)

C1 9526.1056 KLASH [54] 0.6 4500 8 5
C2 9.5243 CAPP [55] 12 30 1 10
C3 0.0095 CAPP [55] 12 30 1 20
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leverage the 30 mK of the setup and use a Josephson
parametric amplifier as the first amplifier in the read-out
chain [55]. Taking this into account, we expect a total
noise temperature well below 1 K. For these cases the
minimum detected amplitude is jhi×;þj ≈ 2 × 10−20 for
C2, and jhi×;þj ≈ 6 × 10−19 for C3. It is evident that these
values are far from those expected from different models
of GWs in this band [19,23]. Still, it is important to

consider that those are the first steps in this emerging
field, where neither the cavity design nor the readout
system are optimized. We will come back to possible
improvements in Sec. V. It is also very relevant that our
results are on the bulk part of other methods suggested
to detect similar GWs at these high frequencies [19,23].
Figure 10 depicts the detected GWs power PWi

as a
function of frequency in the three coaxial probes of the

FIG. 7. GWs amplitudes h× and hþ as a function of frequency in the three coaxial probes of the cavity C1 (f ¼ 100 MHz).
Magnetostatic field: B0 ¼ 0.6 T; signal-to-noise ratio: S=N ¼ 3; temperature of the system: Tsys ¼ 8 K; frequency detection
bandwidth: Δf ¼ 5 kHz; detection time: Δt ¼ 1 ms. Left: cross-polarization; Right: plus polarization. Up: GW incidence in the
XZ plane; Center: GW incidence in the YZ plane; Down: GW incidence in the XY plane.
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cavity C1 for the same optimal sensitivities in Fig. 7.
It is worth noting that, in the case of cross-polarization,
the detected power level is around 10−21 W, which is
consistent with the expected level of power estimated in
dark matter axion studies [45]. However, for the analyzed
scenarios, the plus polarization exhibits greater observed
power levels, with values around 10−19 W. This means
that we are mainly sensitive to one polarization, at least
with the proposed cubic cavity and incoming directions

described in this work. In the future, we will study how
this statement is modified in generic directions for the
incoming GW.
It is important to emphasize at this point that in the

frequency response computations, we have not used the
classical Lorentzian approach for describing the frequency
resonant curves; on the contrary, the BI-RME 3D theory
provides the wide-band exact solution of the cavity
electrical response.

FIG. 8. GWs amplitudes h× and hþ as a function of frequency in the three coaxial probes of the cavity C2 (f ¼ 1 GHz). Magnetostatic
field: B0 ¼ 12 T; signal-to-noise ratio: S=N ¼ 3; temperature of the system: Tsys ¼ 1 K; frequency detection bandwidth:
Δf ¼ 10 kHz; detection time: Δt ¼ 1 ms. Left: cross-polarization; Right: plus polarization. Up: GW incidence in the XZ plane;
Center: GW incidence in the YZ plane; Down: GW incidence in the XY plane.
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As indicated in Sec. III, the BI-RME 3D method is
capable of computing the complex values of voltages in the
cavity ports for the ranges of frequencies under study.
Figures 11 and 12 show, respectively, the magnitude and
phase for detected voltages, vi, as a function of frequency in
the three coaxial probes of the cavity C1 around its resonant
frequency (f ¼ 100 MHz). As expected from Fig. 10,
voltages detected from plus polarization are higher than
those produced by cross-polarization. In fact, plus polari-
zation voltages show maximum values around 10−6 V
while cross polarization ones are around 10−7 V.

Moreover, all of the degenerate modes and GW polar-
izations exhibit very similar behavior for voltage phase
values, with a phase shift at the resonant frequency. For
concision, the phase differences between port signals are
not displayed in this paper; however, they reveal very
similar behaviors in both polarizations, not showing phase
shifts at the resonant frequency. Additionally, it should be
noted that the detected phase values vary with GW
polarization and incident planes, suggesting that GW
polarizations and incident angles may be detected with
this type of cavity.

FIG. 9. GWs amplitudes h× and hþ as a function of frequency in the three coaxial probes of the cavity C3 (f ¼ 10 GHz).
Magnetostatic field: B0 ¼ 12 T; signal-to-noise ratio: S=N ¼ 3; temperature of the system: Tsys ¼ 1 K; frequency detection bandwidth:
Δf ¼ 20 kHz; detection time: Δt ¼ 1 ms. Left: cross-polarization; Right: plus polarization. Up: GW incidence in the XZ plane; Center:
GW incidence in the YZ plane; Down: GW incidence in the XY plane.
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V. CONCLUSIONS AND FUTURE
RESEARCH LINES

The BIRME 3D method has been adapted in this work to
analyze the detection of GWs using microwave resonant
cavities. While the classical analysis of these cavities with
numerical methods (finite elements or finite differences)

provide scattering parameters or eigenvalues/eigenvectors
that only allow obtaining the resonance characteristics
(resonant frequency, loaded and unloaded quality factor,
and the form factor), this new formulation can introduce the

source, that is, the GW induced current J⃗GW, and to obtain
the magnitude and phase of the signal produced by the

FIG. 10. Detected power of the GWs as a function of frequency in the three coaxial probes of the cavity C1 (f ¼ 100 MHz), related to
the GW amplitudes obtained in Fig. 7. Magnetostatic field: B0 ¼ 0.6 T; signal-to-noise ratio: S=N ¼ 3; temperature of the system:
Tsys ¼ 8 K; frequency detection bandwidth: Δf ¼ 5 kHz; detection time: Δt ¼ 1 ms. Left: cross-polarization; Right: plus polarization.
Up: GW incidence in the XZ plane; Center: GW incidence in the YZ plane; Down: GW incidence in the XY plane.
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GWs at the output ports of the cavity. On the one hand, this
allows one to precisely obtain the detected power or voltage
responses over a wide frequency range, obviating the need
for Cauchy-Lorentz approximations. On the other hand,
this analysis method enables, for the first time, the
acquisition of the phases of the signals in the output ports,
which may be a crucial consideration when attempting to
develop GW microwave-cavity detectors that operate with

interferometric methods among various cavities. If one
considers shortly-lived GWs, the detection time in the
receiver cannot be increased too much, and interferometry
may be a powerful technique for getting better sensitivities.
This formulation has been applied to a cubic cavity

with three perpendicular ports which allow for the simul-
taneous detection of the three degenerate modes TE101,
TE011 and TM110. It has been shown that, in some cases, the

FIG. 11. Magnitude of the detected voltages jvij as a function of frequency in the three coaxial probes of the cavity C1
(f ¼ 100 MHz). Magnetostatic field: B0 ¼ 0.6 T; signal-to-noise ratio: S=N ¼ 3; temperature of the system: Tsys ¼ 1 K; frequency
detection bandwidth: Δf ¼ 5 kHz; detection time: Δt ¼ 1 ms. Left: cross-polarization; Right: plus polarization. Up: GW incidence in
the XZ plane; Center: GW incidence in the YZ plane; Down: GW incidence in the XY plane.
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combination of two modes increases the range of incident
angles that can be explored while maintaining high
coupling levels. This range is complete for the XY plane
case. For XZ and YZ planes, possible solutions for avoiding
blind angles are introducing a second cavity (rotated with
regards to the first one) or performing a rotation of the
cavity inside the magnet. Both actions lead to a rotation of
the external magnetic field inside the cavity. Notice also

that the natural rotation of the Earth would improve this
situation for signals persisting for hours.
It has been confirmed that the coupling of the GW with

the cavity modes is much more complex than the axion one.
In the latter, there exists a clear dominant mode with
optimal form factor, but for GWs any mode, regardless of
its polarization, can get an adequate coupling, depending
on the incident angle and the frequency. This motivates the

FIG. 12. Phase of the detected voltages ψ i as a function of frequency in the three coaxial probes of the cavity C1 (f ¼ 100 MHz).
Magnetostatic field: B0 ¼ 0.6 T; signal-to-noise ratio: S=N ¼ 3; temperature of the system: Tsys ¼ 8 K; frequency detection
bandwidth: Δf ¼ 5 kHz; detection time: Δt ¼ 1 ms. Left: cross-polarization; Right: plus polarization. Up: GW incidence in the
XZ plane; Center: GW incidence in the YZ plane; Down: GW incidence in the XY plane.
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determination of how the detection can be improved by
combining the extracted signals from different modes. In an
alternative operation mode, by detuning degenerate modes
and probing other higher-order modes, a set of N frequen-
cies (one per mode) can be explored in parallel. Another
key difference that we have not remarked on until now is
that the tuning of the signal to a resonant mode of the cavity
may happen naturally for GWs, without the need for a
scanning strategy. This is because when black hole binaries
emit GWs in this range, their orbital motion typically
evolves fast enough to explore the frequencies of interest in
their emitted signal in a relatively short time. In this sense,
by focusing on integration times of ms, one expects the
narrow resonances shown in Figs. 7 and 9 to be excited
during the merger event. In the future, we plan to study the
effect of considering the frequency spectrum of a GWusing
the formulation developed in this work.
Although this work has been done on a relatively basic

rectangular-section microwave cavity, it can be readily
expanded to other cavities with superior performance
characteristics, such as cylindrical, spherical, or other
mixed geometries like rectangular cavities with bent edges,
reducing losses at the edges and so improving the quality
factor. Moreover, although the simulations show detected
voltage and power levels still far from expected signals, the
presented setup is a first step for GW detection for a wide
range of incident angles. Further improvements can be put
in place to work toward a more relevant sensitivity. First,
the cavity performance indicator, Q0V5=3η̃2þ;×, can be
improved following the main lines currently in develop-
ment by the axion detection community. For instance, a
better quality factor can be achieved by using type II
superconductor materials [57,58] or dielectric materials
[59], maintaining the three degenerate modes. In fact, in our
preliminary simulations, the quality factor for this cubic
cavity is increased by a factor ≳10 when rare-earth barium
copper oxide (ReBCO) superconductors are used. Another
critical aspect for the cavity design in future works will be
the introduction of a tuning system that affects the same

way the three degenerate modes. Remarkably, this tuning
system may also be used to control the splitting of these
modes, which may serve as a way to detect GWs of much
lower frequencies, following the ideas3 in [22,60].
Furthermore, it would be very relevant to reduce the noise
in the haloscope system using photon detection devices,
such as qubits, already proposed for dark photon detection
[61], although magnetic resilience is still not developed.
Altogether, these improvements (superconductors, cavity
geometry, 3D transmon detection) may boost the sensitivity
of the experiment by a factor 10–100.
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