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We present an extensive study of the effects of neutrino transport in three-dimensional general relativistic
radiation hydrodynamics (GRHD) simulations of binary neutron star (BNS) mergers using our moment-
based, energy-integrated neutrino radiation transport (M1) scheme. We consider a total of eight BNS
configurations, while varying equation of state models, mass ratios, and grid resolutions, for a total of
16 simulations. We find that M1 neutrino transport is crucial in modeling the local absorption of neutrinos
and the deposition of lepton number throughout the medium. We provide an in-depth look at the effects of
neutrinos on the fluid dynamics and luminosity during the late inspiral and postmerger phases, the
properties of ejecta and outflow, and the postmerger nucleosynthesis. The simulations presented in this
work comprise an extensive study of the combined effect of the equation of state and M1 neutrino transport
in GRHD simulations of BNS mergers, and establish that the solution provided by our M1 scheme is robust
across system properties.
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I. INTRODUCTION

As we approach the era of precision gravitational wave
astronomy [1–9], the need for high-accuracy numerical
simulations of binary neutron star (BNS) mergers becomes
ever relevant [10–12]. There is presently a concerted effort
to improve the accuracy and proper treatment of relevant
physical phenomena in numerical relativity (NR) codes,
including: (1) the accuracy associated with gravitational
waves (GWs) extracted from simulations, which inform
matched-filtered searches in current and future GW detec-
tors [13–19]; (2) the methods used for treating radiation and
neutrino transport [20–26]; (3) the accurate treatment of
magnetic field effects [27–34]; and (4) the neutron star
(NS) equation of state (EOS) [20,21,23,35–40]. NR sim-
ulations of BNS mergers stand as our best tools for
understanding the complex interactions of all of the
aforementioned phenomena and effects during different
stages of the merger process. However, substantial work
remains to be done to improve the accuracy and micro-
physics within NR codes [12].
An area of particular interest is the accurate treatment of

neutrino transport in NR simulations. Different stages of a
BNS merger are expected to produce intense neutrino
emission. A burst of relatively low energy neutrinos (with

energy Eν ∼OðMeVÞ) is expected during the formation of
the central remnant [41,42]. Higher-energy neutrinos Eν ∼
OðTeVÞ may also be produced by hadronic interactions
within the relativistic jet that forms after the merger [43,44].
Thermal neutrinos (Eν ∼OðMeVÞ) are also expected from
the cooling of long-lived (with lifetimes longer than
t ∼OðsÞ), postmerger NS remnants [45]. It may even be
possible to detect very high-energy (Eν ∼OðEeVÞ) neu-
trinos on a timescale of days to weeks after the merger, in
the event that a long-lived magnetar remnant is produced
[43,46]. The peak neutrino luminosity during a BNS
merger is typically Lν ∼ 1053–1054 erg=s, which is a few
times greater than that associated with core-collapse super-
novae (CCSNe) [20,26,37,42,47–54].
During different stages of the merger, regions of the

system can be in a state that is anywhere from the optically
thin regime (wherein neutrinos free-stream) to the optically
thick regime (wherein neutrinos diffuse) [55]. In all of these
scenarios, due to their large energies and luminosities,
neutrinos are expected to play an important role. The
impact of neutrinos is especially relevant in the environ-
ment following a BNS merger. For example, in the diffusive
limit, neutrino interactions are expected to change the
matter composition. A changing matter composition is
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relevant for determining the conditions relevant for r-
process nucleosynthesis [26,56–59] and may also emer-
gently lead to dissipation in out-of-equilibrium fluid
dynamics [60–65]. Neutrinos that are produced in the
hot and dense regions may reach the conditions for
decoupling and may eventually be emitted from the system,
thereby carrying off energy [66]. As the neutrinos remove
energy from the system, they may lead to additional matter
outflow in the form of neutrino-driven winds [22,66–70].
Even in the free-streaming limit neutrino irradiation may
significantly change the composition of the low-density
regions of the remnant and ejecta via charged-current
interactions [48,57,68,69,71].
Capturing the aforementioned effects in BNS merger

simulations requires a sufficiently accurate treatment of
neutrino transport in NR codes, which may in principle
require a solution to the Boltzmann equations of radiation
transport while accounting for neutrino oscillations [72–74].
Full solutions to the Boltzmann equation require the
evolution of a seven-dimensional distribution function for
each species of neutrino considered, which presents a
computationally intensive problem. Many alternative
approaches for capturing the effects of neutrino transport
have been considered in the context of BNS merger simu-
lations, including both direct and approximate methods. For
example, some modern methods that directly tackle the
solution of the Boltzmann equation include the expansion of
momentum-space distributions into spherical harmonics
[75], lattice-Boltzmann based methods [24], Monte Carlo
(MC)-based methods [25,76–81], and discrete-ordinates-
based methods [82]. Compared to approximate methods,
direct methods are generally more accurate and suffer less
from model dependence; on the other hand, they are often
complex to implement into numerical codes and computa-
tionally intensive. For instance, MC-based methods may
become prohibitively expensive in the optically thick regime,
where the neutrino mean-free path (which must be resolved
to properly capture neutrino-matter thermal equilibrium)
becomes small. Recent developments in the use of MC-
based schemes address the need for a prohibitive amount of
MC particles by modifying the relevant interaction rates in
regions of high-optical depth, such that the neutrino energy
distribution is unaffected close to regionswhere the neutrinos
decouple from the matter [25,81]. Such an approach may
reliably capture the effects of neutrinos in the optically thin
and optically thick limits but is currently not well suited for
capturing the emergent out-of-equilibrium effects captured
by a fluid treatment of the radiation [60–65] due to computa-
tional expense.
Approximate methods to the solution of the Boltzmann

equation model the relevant effects of neutrino transport in
BNS mergers while reducing computational expense. For
example, neutrino leakage schemes [49,83–89] are com-
putationally inexpensive and may reliably capture the

neutrino cooling effects. Traditional leakage schemes, how-
ever, cannot account for neutrino transport throughout the
system and as such cannot provide accurate insight into
higher-order effects, such as the deposition of heat and
electron fraction throughout the system [49,86]. An approxi-
mate method at a higher level of sophistication beyond
leakage is the use of moment-based schemes [20,87,90,91],
in which the seven-dimensional Boltzmann equations are
reduced to a system of 3þ 1 equations similar to the
equations of general relativistic hydrodynamics (GRHD).
Generally, moment-based schemes employ an expansion in
themoments of theneutrino distribution function truncated at
a given order [90], which are then evolved together with the
fluid. As such, a key feature ofmoment-based schemes is the
need for an analytical closure for the transport equations,
achieved by providing a form for moments at an order above
which the expansion is truncated. The most recent and
accurate implementations of moment-based schemes focus
on the use of the energy-integrated (M1) scheme [26], which
also require an analytic estimate of the neutrino energy
spectrum. Recent developments in the use of M1 schemes in
the context of BNSmerger simulations are able to capture the
diffusion limit of radiation transport without the need for the
ill-posed relativistic heat transfer equation [92,93], and retain
all of the matter-coupling terms that appear in the evolution
equations [26]. These advancements are crucial for reliably
capturing the trapping of neutrinos in relativistic media [26].
Despite their accuracy in the diffusion limit and relatively
low computational expense (compared to the approaches
which solve the full Boltzmann equations), moment-based
schemes generally suffer from model dependence in the
particular closure used [94] and form assumed in the neutrino
energy spectrum [48]. Moment-based schemes are also
known to produce unphysical shocks in regions where
radiation beams cross [80] and are not expected to converge
to the solution of the Boltzmann equations [81].
Full, 3D general relativistic hydrodynamics simulations

with some of the aforementioned high-order methods
(specifically, MC and M1 neutrino treatments) show gen-
eral agreement. Specifically, differences of approximately
10% in the properties of the most sensitive (funnel) region
of the outflow and differences of up to 20% in the neutrino
luminosities and energies arise between the two methods
[25]. However, the error introduced by the M1 approxi-
mation in other quantities may be smaller. Additional work
remains to be done which systematically compares the
results obtained using MC or full-Boltzmann based meth-
ods with those obtained using M1 neutrino transport and
other lower-order approximate methods. Given the wide
range of neutrino transport schemes, different treatments
may be better suited for different research questions. For
instance, MC or full-Boltzmann based methods may be best
suited for high-accuracy simulations to understand the
solution to which other methods ought to converge and
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to reliably understand the systematic errors that may arise
in the use of approximate methods. However, their rela-
tively high computational demand does not make these
methods the best option for parametric studies that are
designed to cover a large portion of the parameter space. On
the other hand, in the case of moment-based methods, we
can make use of the relatively high computational effi-
ciency and suitable accuracy to efficiently explore the
parameter space of BNS merger simulations while accu-
rately capturing neutrino effects.
In this work we employ the THC_M1 code—an exten-

sion of the THC code which employs an updated M1
neutrino transport as detailed in [26]—to run 3D GRHD of
a wide variety of BNSmergers. We consider binary systems
across several equation of state models and two mass ratios,
and report on relevant observables including the gravita-
tional and neutrino radiation, ejecta properties, and nucleo-
synthesis, among others. Our work extends on the case
studies presented in [26,95], and significantly expands the
catalog of results for 3D GRHD simulations of BNS
mergers with M1 neutrino transport. Our M1 neutrino
treatment allows us to improve on previous parameter
studies with the THC code, which employed a lower-order
(M0) neutrino transport scheme and neutrino leakage.
Crucially, our energy-integrated scheme, which we discuss
in detail in Sec. II B, allows us to accurately determine the
conditions for neutrino decoupling, as decoupling surfaces
are highly sensitive to the neutrino energy. In particular, we
directly evolve the neutrino number density and as such our
energy-integrated scheme is expected to be more accurate
than those which do not evolve the neutrino number
density. We note that despite this advancement, we do
not employ an energy-dependent scheme, which limits our
ability to fully capture the neutrinosphere dynamics which
sensitively depend on the neutrino energy spectrum
[96,97]. Additionally, our large set of simulations allows
us to study the combined effects of the EOS and neutrino
transport in optically thick regions.
The remainder of the work is organized as follows. In

Sec. II we outline the main numerical methods used in this
work, including a brief description of the THC_M1 code
and the diagnostics used to analyze our simulations. In
Sec. III we detail our grid setup, and full suite of
simulations considered. In Sec. IV we discuss the key
results of our simulations, with particular focus on the
merger dynamics, gravitational waves, merger ejecta,
neutrino luminosity, and nucleosynthetic yields. Finally,
in Sec. V we summarize the main findings of our
simulations and list the key effects of using our improved
M1 neutrino treatment. Additionally, we consider the
convergence properties of relevant quantities in our sim-
ulations in Appendix A. Throughout the work, we assume
geometrized units, where G ¼ c ¼ 1, and allow Greek
(roman) tensor indices to run over four (three) dimensions,
unless otherwise noted.

II. NUMERICAL METHODS

A. Evolution code

We solve the Einstein equations with the CTGamma
code, which implements the Z4c formulation [98,99] of the
Einstein equations. Our gauge conditions consist of the
“1þ log” slicing condition for the lapse [100] and an
“integrated Gamma-driver” condition for the shift [101],
with the shift coefficient set to ν ¼ 0.75 and damping
coefficient set to η ¼ 2.0. Time integration is carried out
using a third-order accurate Runge-Kutta (RK3) scheme,
using the method of lines with the MoL thorn, with a
Courant factor of 0.15. We solve the equations of relativ-
istic radiation hydrodynamics with the THC_M1 code,
which is an extension of the THC code that includes the
M1 moment-based neutrino treatment described in the
following section (Sec. II B). Additionally, we model
subgrid-scale viscous angular momentum transport using
the general-relativistic large-eddy simulation (GRLES)
formalism [102]. We leave the settings of the LES model
fixed for all simulations.

B. Moment-based, energy-integrated
neutrino transport

In this work we treat neutrino radiation transport within
theM1 scheme, which describes the neutrino fields in terms
of their energy-integrated stress energy tensors. We con-
sider three distinct neutrino species including the electron
neutrino νe, electron anti-neutrino ν̄e, and heavy-lepton
species neutrinos, grouped into νx. For each neutrino
species, the stress-energy tensor takes the form

Tαβ
NR ¼ Enαnβ þ Fαnβ þ nαFβ þ Pαβ; ð1Þ

where E is the radiation energy density, Fα is the radiation
flux, and Pαβ is the radiation pressure tensor in the Eulerian
frame. We note that Fαnα ¼ 0 and Pαβnα ¼ 0. In the fluid
rest frame, we can write the quantity in Eq. (1) as

Tαβ
NR ¼ Juαuβ þHαuβ þ uαHβ þ Kαβ; ð2Þ

where uα is the fluid four-velocity, J is the radiation energy
density, Hα is the radiation flux, and Kαβ is the radiation
pressure tensor in the fluid rest frame. We note that
conservation of energy and angular momentum requires
that

∇βT
αβ
NR ¼ −∇βT

αβ
HD; ð3Þ

where Tαβ
HD is the matter stress-energy tensor. In 3þ 1 form,

Eq. (3) takes the form
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∂tð
ffiffiffi
γ

p
EÞ þ ∂i½

ffiffiffi
γ

p ðαFi − βiEÞ�
¼ α

ffiffiffi
γ

p ½PikKik − Fi
∂i log α − Sμnμ�;

∂tð
ffiffiffi
γ

p
FiÞ þ ∂k½

ffiffiffi
γ

p ðαPk
i − βkFiÞ�

¼ ffiffiffi
γ

p �
−E∂iαþ Fk∂iβ

k þ α

2
Pjk

∂iγjk þ αSμγiμ

�
; ð4Þ

where Kik is the extrinsic curvature and the term Sμ, which
takes the form [90]

Sμ ¼ ðη − κaJÞuμ − ðκa þ κsÞHμ; ð5Þ

contains the interaction terms between the neutrinos and the
fluid; in Eq. (5) η is the neutrino emissivity, and κa and κs
are the absorption and scattering coefficients, respectively.
We assume that scattering is isotropic and elastic.
Equation (4) requires a closure to be solved. Generally,

M1 schemes call for an approximate analytic closure of
the form Pik ¼ PikðE;FiÞ. In THC_M1, we employ the
Minerbo closure which takes the form

Pαβ ¼
3χ − 1

2
Pthin
αβ þ 3ð1 − χÞ

2
Pthick
αβ ; ð6Þ

where Pthin
αβ and Pthick

αβ are the closure forms in the optically
thin and thick regimes, respectively, χ is the Eddington
factor, given by

χ ¼ 1

3
þ ξ2

�
6ξ2 − 2ξþ 6

15

�
; ð7Þ

and

ξ2 ¼ HαHα

J2
: ð8Þ

In optically thin regions ξ ≈ 1 and χ ≈ 1, so Pαβ ≈ Pthin
αβ . On

the other hand, in the optically thick regime Hα ≈ 0 and
χ ≈ 1

3
, so Pαβ ≈ Pthick

αβ . In our simulations we model the
reactions listed in Table I. Neutrino scattering and absorp-
tion opacities are calculated under the assumption that

neutrinos follow Fermi-Dirac distributions with chemical
potentials consistent with beta equilibrium with thermal-
ized neutrinos [21].
We refer the reader to [26] for further details on the

specific forms of Pthin
αβ and Pthick

αβ , and for details on the
numerical implementation of Eq. (4) within THC_M1.

C. Diagnostics

We use several diagnostics to assess the state of our
simulations and extract meaningful physical results. In the
following we provide details on the main diagnostics used
in our simulations. Where relevant, we highlight the
specific codes and numerical methods used to report our
findings.
To monitor collapse, we consider the evolution of the

minimum of the lapse function αmin. We treat the threshold
αmin ≤ 0.2 as indicative of gravitational collapse to a black
hole (BH). We also periodically search our numerical grid
for the existence of an apparent horizon (AH) using the
AHFinderDirect code [107], which searches for the
outermost marginally trapped surface on each spacelike
hypersurface.
We extract GWs at the surface of fixed concentric spheres

(centered on the origin) of several radii and report the values
in the wave zone, which corresponds to an extraction radius
of rex ¼ 592 km. Inparticular,we use theWeylScal4 code
[108], which works within the Newman-Penrose formalism,
[109,110], and compute the coefficients of the s ¼ −2
spin-weighted spherical harmonic decompositions of the
Newman-Penrose scalar Ψ4 using the Multipole code
[108]. These coefficients are labeled as Ψl;m

4 , where l and m
are the degree and order of the spherical harmonics,
respectively.Where relevant, we compute theGW strain h as

Ψ4 ¼ ḧþ − iḧ×; ð9Þ

using the fixed-frequency integration (FFI) method [111].
Finally, we approximate the merger time tmer as the time
when the GW strain amplitude reaches its peak value.
We consider several global quantities to monitor the

merger fluid dynamics, radiation dynamics, and ejecta
properties. For a qualitative understanding of the neutrino
radiation dynamics, we consider the evolution of the
neutrino luminosity Lν and its dependence on other
relevant quantities. For an understanding of ejecta proper-
ties, we consider the flux of matter on a coordinate sphere
of radius r ≈ 440 km, and classify fluid elements as
unbound based on the Bernoulli criterion, such that fluid
elements with

hut < −hmin ð10Þ

are labeled as ejecta, where h is the specific enthalpy, ut is
the temporal component of the 4-velocity, and hmin is the
minimum value of the specific enthalpy available in the

TABLE I. Summary of the reactions modeled in our simula-
tions. We list each reaction and relevant citations on how it has
been implemented in our neutrino transport scheme.

Reaction Reference

νe þ n ↔ pþ e− [103]
ν̄e þ p ↔ nþ eþ [103]
eþ þ e− ↔ νþ ν̄ [47,104]
γ þ γ ↔ νþ ν̄ [47,104]
N þ N ↔ N þ N þ νþ ν̄ [105]
ν̄e þ p ↔ nþ eþ [47,104]
νþ N ↔ νþ N [106]
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tabulated EOS models we employ. We note that use of the
Bernoulli criterion is expected to overestimate the amount
of ejecta by assuming that all internal energy is converted to
kinetic energy in the fluid element [96]. Nevertheless, the
use of Eq. (10) provides a reasonable estimate for ejecta
properties. We consider histograms of the ejecta mass for
several relevant fluid variables, including the electron
fraction Ye, specific entropy s, temperature T, and asymp-
totic speed v∞ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2½hðE∞ þ 1Þ − 1�p
. We calculate nucle-

osynthetic yields following the procedure highlighted in
[21] using the SkyNet code [112]. We also compute
synthetic kilonova (KN) light curves following the pro-
cedure highlighted in [113] using the SNEC code [114].
To monitor the dynamics of the fluid at different stages

of the merger, we consider the evolution of several fluid
variables on the equatorial and meridional planes, with
particular focus given to the rest mass density ρ, temper-
ature T, electron fraction Ye, and electron neutrino neutrino
radiation energy in the lab frame Eνe .

III. SIMULATIONS

In the following we outline the main simulations
considered in this work. We detail the properties of the
initial data and discuss the grid setup in our simulations.

A. Equations of state and initial configurations

The EOS models we consider consist of the BLh [115],
DD2 [116], SFHo [117], and SLy4 [118,119] models. In
Fig. 1, we show the sequences of static, nonrotating
equilibrium stars [i.e., the Tolman-Oppenheimer-Volkoff
(TOV) sequence] corresponding to each EOS considered in
this work. We show the TOV sequences for the BLh, DD2,
SFHo, and SLy EOSs using the solid maroon, dashed
magenta, dotted blue, and dash-dotted cyan lines, respec-
tively. All EOS models produce maximum mass TOV stars

withMTOV
max ≥ 2M⊙, and as such are consistent with massive

pulsar observations [120–122]. Several recent, independent
methods constrain the radius of an M ¼ 1.4M⊙ star to
10 km≲ R1.4 ≲ 13 km, including observations of pulsars
in globular clusters [123], observations of x-ray pulsars
[124,125], the GW170817 event [126–133], and the recent
NICER results [134–136]. All EOS models that we con-
sider obey these constraints on R1.4.
We note that all EOS models considered in this work

contain strictly hadronic degrees of freedom. EOSmodels of
this type have strong universality properties, and typically
exhibit a ∼20% increase in the maximum mass when
allowing for maximal uniform rotation [137], a limit referred
to as the “supramassive”massMsupra. If the total systemmass
falls below Msupra, we expect that the postmerger remnant
will not collapse to a BH. With the exception of models
which employ EOSDD2, the total systemmass for the cases
considered in our work falls above Msupra. Consistent with
this picture, all simulations that employ the DD2 EOS do not
produce a BH within the end of the simulation. Simulations
employing other EOS models may form BHs in the final
state, depending on how the postmerger evolution proceeds.
We consider a total of eight base simulations across the

four EOS models and two different mass ratios. We also
consider these simulations at a lower grid resolution,
resulting in a total of 16 simulations. We construct initial
data using the Lorene spectral solver [138] for BNS
systems using cold (T ≈ 0.01 MeV), β-equilibrated slices
of the EOS models discussed above. Our initial configu-
rations consist of irrotational binaries with initial center-of-
mass separations of 45 km. We consider a fixed binary
mass of M ¼ 2.7M⊙ for all cases, and take the mass ratio
to be

q ¼ M1=M2 ≥ 1; ð11Þ

whereMi is the mass of a TOV star with the same baryonic
mass as star i in the binary and the labels i ¼ 1ð2Þ
correspond to the more (less) massive star in the configu-
ration. In Table II we list relevant properties for our set of
initial data.

B. Grid setup

We consider simulations at two grid resolutions, which
we label LR and SR. The outer boundaries of our grid
extend to ∼�1512 km along the x- and y-directions and to
∼1512 km along the z-direction; we employ reflection
symmetry about the xy-plane. Our solution grid uses three
sets of boxes nested within the outermost boundaries with
each box employing seven levels of adaptive mesh refine-
ment (AMR), for which we use the Carpet AMR driver
within the EinsteinToolkit [108]. We place the
center of one set of boxes at the origin of the solution
grid, near the epicenter of the merger. The two other sets of
boxes are used to track the centers-of-mass for each star.

FIG. 1. TOV sequences for the EOS models considered in this
work.
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The half-side length of the smallest nested boxes extend to
r ¼ 14.8 km, such that they fully cover the entirety of each
NS. The half-side length of the remaining coarser boxes
extend to r ¼ η km, where η∈ ð29.5; 59.1; 118.2; 236.1;
443.1Þ. The finest-level grid spacing is ΔxLRfin ≈ 0.25 km
andΔxSRfin ≈ 0.185 km for the LR and SR cases, respectively.

IV. RESULTS

In the following we highlight the key results from our
simulations. We focus on the following results: (A) we
detail the general merger dynamics and outcomes, as well
as the gravitational radiation extracted from our simula-
tions; (B) we discuss the properties of ejecta; (C) we
discuss the general neutrino dynamics and report on
neutrino luminosity and energetics; and (D) we detail
the r-process nucleosynthetic yields that arise from our
simulations and report on approximate kilonova light-
curves. Where relevant, we highlight how our improved
neutrino treatment plays a role on our results.

A. Merger dynamics and gravitational waves

We begin the discussion of our main results with an
overview of the general merger dynamics observed in our
simulations. Specifically, we discuss quantities that re-
present key physics of different stages of the merger, and
list some of these quantities in Table III. The merger
dynamics observed in our simulations cover three generic
scenarios: (1) in some cases we observe relatively short-
lived postmerger remnants, with remnant survival times as
short as t ∼ 3 ms as is the case for simulations employing
the SFHo EOS; (2) in other cases we observe longer-lived
remnant NSs that collapse on timescales closer to t ∼
15–20 ms after the merger, as is the case for the unequal
mass system employing the SLy EOSs; (3) finally, we find
cases which produce postmerger remnants that do not
collapse on the timescales covered by our simulations

(with survival times exceeding t ∼ 20 ms) as is the case for
simulations employing the DD2 EOS. In our simulations
we do not observe the prompt-collapse scenario, in which a
BH is formed immediately at the time of merger.
In the top panel of Fig. 2 we show the minimum lapse as a

function of time for equal (left panel) and unequal (right
panel) mass ratios. Figure 2 reveals that, depending on mass
ratio, different EOSmodels exemplify scenarioswith a short-
lived (e.g., SFHoq¼1), longer-lived (e.g., SLyq¼1.2), and
stable postmerger remnant on the timescales probed by
our simulations (e.g., DD2q¼1 and DD2q¼1.2), respectively.
In the lower panel of Fig. 2we show theGWspectrum for our
simulations. The inspiral signals are very similar in the
amplitude and phase between all cases. Deviations between
cases arise mainly in the postmerger stages, where the
thermal effects of the EOS are expected to manifest. The
high-frequency signal, with f ≥ 2 kHz, is dominated by the
dynamics of the postmerger remnant, with peak frequencies
in the range fpeak ≈ 2.3 kHz − fpeak ≈ 3.5 kHz, depending

TABLE II. Summary of the BNS configurations considered in this work. We list: the EOS; the central value of the specific enthalpy hic
for the less (more) massive object in the binary labeled with index i ¼ 1 (i ¼ 2), which is relevant for the construction of initial data with
the Lorene code; the mass ratio q ¼ M1=M2 where M1 (M2) is the mass of the more (less) massive star in the configuration, binary
mass M, and total system baryonic mass Mb; the maximum mass of a nonrotating star for the given EOS MTOV

max ; and the label used to
refer to each model. We consider each simulation at two grid resolutions (where LR and SR stand for low and standard resolution,
respectively). Our full set of simulations consists of 16 simulations.

EOS h1c , h2c q M ðM⊙Þ Mb ðM⊙Þ MTOV
max ðM⊙Þ Name

BLh 0.2110, 0.2110 1.0 2.7 2.95 2.10 BLhq¼1

BLh 0.1890, 0.2350 1.2 2.7 2.95 2.10 BLhq¼1.2

DD2 0.1840, 0.1840 1.0 2.7 2.94 2.48 DD2q¼1

DD2 0.1680, 0.2000 1.2 2.7 2.94 2.48 DD2q¼1.2

SFHo 0.2218, 0.2218 1.0 2.7 2.96 2.06 SFHoq¼1

SFHo 0.1998, 0.2460 1.2 2.7 2.96 2.06 SFHoq¼1.2

SLy 0.2300, 0.2300 1.0 2.7 2.97 2.06 SLyq¼1

SLy 0.2040, 0.2530 1.2 2.7 2.97 2.06 SLyq¼1.2

TABLE III. Summary of key results from our SR simulations.
For each simulation we list the EOS, mass ratio q, approximate
time of collapse (after the merger) δtcoll estimated by the time at
which the minimum lapse drops below αmin < 0.2, final simu-
lation time δtend, and frequency corresponding to peak post-
merger GW emission f2;2peak. All times are given in ms after the
merger.

EOS q δtcollð msÞ δtendðmsÞ f2;2peakðkHzÞ
BLh 1.0 � � � 21.75 2.99
BLh 1.2 3.29 3.82 2.94
DD2 1.0 � � � 40.11 2.32
DD2 1.2 � � � 31.20 2.36
SFHo 1.0 1.76 6.93 3.49
SFHo 1.2 1.87 2.33 3.21
SLy 1.0 0.73 6.09 2.65
SLy 1.2 19.18 19.55 3.38
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on theEOS.We find that themass ratio does not play a strong
role in thevalue offpeak,with shifts of atmost∼2% across the
EOS models considered. We note that fpeak is most inform-
ative for systems that lead to relatively long-lived remnant
massive neutron stars (RMNSs), as it carries information
about the dynamics of such objects. As such, fpeak is not very

informative for cases that result in gravitational collapse
within ∼2 ms after the merger.
In the top panel of Fig. 3 we show equatorial snapshots

of the rest mass density ρ and temperature T at different
stages of the merger using the left and half right of each
panel, respectively. We focus on results for model DD2q¼1

FIG. 2. Representative global quantities for the standard resolution (SR) simulations in our work. Top panel: minimum of the lapse
function αmin in the case of SR simulations with equal (left panel) and unequal (right panel) mass ratios. Bottom panel: GW spectra for
the same simulations depicted in the top panel.

FIG. 3. Top panel: equatorial snapshots of the SR DD2q¼1 simulation. We depict the rest mass density ρ on the left half of each panel
and the temperature T on the right half of each panel, corresponding to the left and right colorbars, respectively. From left to right, we
show snapshots at times from merger δt≡ t − tmer ∈ ð−14.21;−4.01; 2.12; 10.81Þ ms. We highlight contours of fixed rest mass densities
ρ ¼ 1013 g cm−3 and ρ ¼ 1014 g cm−3 using dashed and solid yellow lines, respectively (where ρ ¼ 1013 g cm−3 is conventionally
taken to be the interface between disk and remnant NS). Bottom panel: meridional snapshots for the same simulation depicted in the top
panel. The left and right half of each snapshot depict the electron fraction Ye (corresponding to the left colorbar) and neutrino energy
density in the lab frame (corresponding to the right colorbar), respectively.
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at SR. During the inspiral all simulations behave qualita-
tively similarly, with negligible oscillations in ρmax and αmin
(as suggested by the top panel of Fig. 2) and minimal
heating (as suggested by the right half of the two leftmost
frames in Fig. 3). The first significant heating happens at a
time near merger, when the two stellar cores begin to touch
(as depicted in the third-from-left frame in the top panel of
Fig. 3 corresponding to t ≈ 2 ms after the merger). Some
simulations produce a longer-lived RMNS. In these cases,
as exemplified by the top right panel of Fig. 3, the RMNS
typically develops with a warm core of T ∼ 10 MeV which
is surrounded by an envelope of hotter material of
T ∼ 30–40 MeV. This temperature profile is maintained
over the lifetime of the remnant as it settles toward an
equilibrium state on dynamical timescales.
During the inspiral we find Ye values that reflect the

neutron rich conditions consistent with cold neutrinoless
beta equilibrium, as expected. After the merger the high-
density regions comprising the remnant (highlighted with
yellow contours in Fig. 3) remain very neutron rich. The
disk surrounding the remnant remains neutron rich (with
Ye ≲ 0.25) along the orbital plane well after the merger, as
depicted in the bottom right panel of Fig. 3. As the angle
with the equatorial plane increases, so does the typical Ye
value, with the region within approximately 30 deg from

the polar axis being comprised of proton rich material (with
Ye ≥ 0.4). As discussed in Sec. IV B, the amount of ejected
material with Ye ≥ 0.4may be significantly enhanced when
M1 neutrino transport is considered, relative to simulations
that use lower-order neutrino transport schemes [95].

B. Ejecta

In Fig. 4 we show the total amount of ejected mass as a
function of time for the SR simulations. We find that only
some cases result in a significant amount of ejecta due to
the duration of the simulations. Specifically, we exclude
models BLhq¼1.2 and SFHoq¼1.2 from the discussion on
ejecta because we could not carry out the simulations to
sufficiently late times.
In Table IV we summarize the key average ejecta

properties pertaining to the subset of models which produce
significant ejecta. For cases with q ¼ 1 (q ¼ 1.2), models
SFHoq¼1 (SLyq¼1.2) produce the most ejecta, with both
cases producing close to 0.01M⊙. We note qualitative
trends in the mass-averaged ejecta properties that poten-
tially reflect the main effects of the EOS and the use of M1
neutrino transport. For instance, we note that the “stiffer”
EOSs we consider (namely, models BLh and DD2) produce
ejecta with higher hYei, but lower hv∞i. Qualitatively,

FIG. 4. Total ejecta mass for the SR simulations considered in this work. In the left (right) panel we show results for the q ¼ 1
(q ¼ 1.2) simulations.

TABLE IV. Summary of key ejecta properties for the SR simulations in our study. For each simulation we list the EOS, mass ratio q,
time after the merger at which an AH first forms in the simulation δtAH, total ejected massMej;tot, ejecta kinetic energy Ekin, and several
mass-averaged quantities, including the asymptotic speed hv∞i, electron fraction hYei, specific entropy hsi, and temperature hTi. We
also show the total amount of “fast” ejecta (with v∞ ≥ 0.6) Mv≥0.6

ej , total amount of “proton-rich” ejecta (with Ye ≥ 0.4) MYe≥0.4
ej , and

total amount of “shocked” ejecta (with s ≥ 150 kB=baryon) M
s≥150
ej .

EOS q
δtAH
(ms)

Mej;tot

ð10−2M⊙Þ
Ekin

ð1050 ergÞ hv∞i hYei
hsi

ðkB=baryonÞ
hTi

(MeV)

Mv≥0.6
ej

ð10−2M⊙Þ
MYe≥0.4

ej

ð10−2M⊙Þ
Ms≥150

ej

ð10−2M⊙Þ
BLh 1.0 21.745 0.188 0.605 0.145 0.309 23.747 0.418 5.949 × 10−4 0.061 5.603 × 10−4

DD2 1.0 40.096 0.508 0.673 0.079 0.308 19.182 0.509 3.504 × 10−8 0.144 2.277 × 10−4

SFHo 1.0 1.762 0.819 6.807 0.287 0.283 16.761 0.697 1.407 × 10−2 0.017 9.041 × 10−4

SLy 1.0 0.792 0.342 3.765 0.324 0.230 16.190 0.498 1.993 × 10−2 0.013 1.219 × 10−3

DD2 1.2 31.181 0.363 0.530 0.071 0.266 18.494 0.400 1.069 × 10−4 0.068 2.220 × 10−4

SLy 1.2 19.179 0.871 3.525 0.152 0.187 13.562 0.327 8.315 × 10−3 0.101 8.168 × 10−4
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stiffer EOS models (such as BLH and DD2) allow for
higher maximum remnant masses and lead to longer
remnant lifetimes [139]; the production of metastable
RMNSs which survive on significantly longer timescales
for stiffer EOS models is demonstrated by the δtAH quantity
in Table IV. On the other hand, “softer” EOS models such
as SFHo and SLy result in more compact binary compo-
nents that undergo more violent collisions at the merger and
produce stronger shocks [21]. The aforementioned trends
we observe in hYei and hv∞i may be attributed to the
combined effects of the EOS and M1 neutrino transport.
Where “softer” EOS models lead to more violent shocks at
the time of merger and produce higher velocity shocked
ejecta, the relatively low maximum remnant masses they
allow for result in significantly shorter neutrino irradiation
times in the postmerger which in turn allows the disk
surrounding the remnant to remain relatively neutron rich.
On the other hand, “stiffer” EOS models may produce
lower velocity shocked ejecta while allowing for longer-
lived RMNSs that irradiate the disk with neutrinos and
drive the electron fraction in the system toward higher
values [95].
In Fig. 5 we show histograms of relevant ejecta proper-

ties for SR simulations which produce a significant amount
of ejecta. In [95] it was found that the M0 and M1 schemes
as implemented in the THC code result in qualitatively
similar ejecta. The main difference between the predictions
of each scheme, in the context of ejecta, is reflected in the
electron fraction distribution. Specifically, when compared
to M0 cases, simulations employing the M1 scheme may
produce significantly more proton-rich ejecta. This is
reflected in the ejecta distribution of Ye for the simulations
presented in Fig. 5. In particular, the distributions

corresponding to model BLhq¼1, DD2q¼1, DD2q¼1.2, and
SLyq¼1 simulations exhibit a significant amount of high-Ye

ejecta (with Ye ≥ 0.4). The relative increase of high-Ye
ejecta in M1 simulations is attributed to the “protonization”
of ejecta fluid elements which absorb neutrinos that
originate in the central object and disk [95]; neutrino
absorption in the ejecta leads to a systematic increase of
the electron fraction. We note that the aforementioned
models all produce metastable RMNSs that survive until
the end of the simulation, which is consistent with the
picture of longer-lived RMNSs as neutrino sources that
produce significant proton-rich material.
Ejecta profiles extracted from BNS merger simulations

may suggest the existence of correlations between certain
ejecta properties [140,141]. Of particular interest is the fast
ejecta, which may constitute a dense environment through
which the jet needs to break out to power prompt GRB
emission [142], may potentially produce nonthermal emis-
sion as it shocks the interstellar medium [143], may power
a short (∼1 hour) UV transient due to free neutrons decay
[144–146], and may be the origin of the late-time x-ray
excess associated with GW170817 [147,148]. If indeed
strong correlations exist between particular properties of
the fast ejecta, this may inform modeling efforts targeted at
explaining the aforementioned phenomena [21,149–151]. In
the left panel of Fig. 5we showhistograms for the asymptotic
velocity v∞. High-speed ejecta are expected to be produced
in the violent shocks that arise during the merger [140]. The
neutrino scheme employed is not expected to play a
significant role in determining the amount of fast ejecta
[95], so we instead focus on the effects of the EOS when
discussing the properties of fast ejecta. The increased amount
of fast ejecta in simulations with relatively soft EOSs

FIG. 5. Histograms of ejecta properties for simulations of equal (q ¼ 1, top panel) and unequal (q ¼ 1.2, bottom panel) mass ratios.
Specifically, we show the total time-averaged ejecta mass for several fluid variablesMej ¼

P
i mi (wheremi is the mass fraction in each

variable bin), including the asymptotic velocity v∞, temperature T, electron fraction Ye, and specific entropy s. All results depicted are
for SR simulations which produce a significant amount of ejecta.
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(e.g., SFHo and SLy) is consistent with the picture that such
EOS models result in relatively compact binary components
which undergo relatively violentmergers and in turn produce
higher-velocity ejecta [148] (see Table IV for reference,
wherewe show the amount of ejectawithv∞ ≥ 0.6).Wenote
that variability in the amount of fast ejecta which is reflected
by the tails of the hv∞i the histograms in Fig. 5. For instance,
focusing on the top panel of Fig. 5, models BLhq¼1 and
DD2q¼1 showvery few ejectawith v∞ ≥ 0.45 andv∞ ≥ 0.6,
respectively. On the other hand, models SFHoq¼1 and
SLyq¼1 show a significant amount of ejecta with v∞ ≥ 0.6.
We focus on the relationship between the mass-and-

azimuthally-averaged specific entropy and electron fraction
as an example of quantities that show a potential correla-
tion, which we show in Fig. 6 for a representative subset of
our simulations. In Fig. 6 we highlight the component of
the ejecta which falls above the 99th percentile in asymp-
totic speed (for clarity we show the value of this speed as
labels in Fig. 6) using red markers and show the remainder
of the ejecta in gray. We also show approximate fits for two
potentially disparate components of the ejecta using solid
and dashed black lines. We find that, depending on the EOS
and mass ratio, it may be possible to identify disparate
components of the ejecta based on whether it is fast or not.
For example, for models BLhq¼1 and DD2q¼1 we find that
using the aforementioned criterion to label fast ejecta
results in a unique anticorrelation between s and Ye which
closely follows the approximate fit represented by the
dashed line (as shown in the leftmost panel of Fig. 6),
whereas the remainder of the ejecta approximately follows
the trend highlighted by the solid black line. However, the
trend reflected in the fast ejecta for models BLhq¼1 and
DD2q¼1 is not robust across different mass ratios or EOS
models. For example, the results for models DD2q¼1.2 and
SLyq¼1.2 show that we cannot isolate the fast ejecta as
following a different trend than the remainder of the ejecta.
We have additionally considered a fixed criterion of

v∞ ≥ 0.6 to label the fast ejecta, but this leads to even
higher variability in the potential correlations depicted in
Fig. 6 across different EOS models and mass ratios.
We note that for all simulations considered here it may be

possible to identify a separate component based instead on
the specific entropy. It is clear from Fig. 6 that the
component of ejecta with s≳ 150 kB=baryon (highlighted
by the horizontal black dotted line in Fig. 6) shows an
anticorrelation between s and Ye for all models. The source
of this component of the ejecta is likely shocks that develop
during the merger and shortly after, as this is the source of
the highest entropy and temperature material we observe.
The aforementioned relations may also be due to the
absorption of neutrinos (or lack thereof) for different
components of the ejecta. For instance, the very fastest
ejecta may become diluted before absorbing many neu-
trinos and as such does not have its Ye increased by
neutrino absorption. Since v∞ ∝ s for shocked ejecta (as is
the case for models BLhq¼1 and DD2q¼1), we may find that
s and Ye are anticorrelated for this component. On the other
hand, the slower ejecta may have both Ye and s increased
by absorption, and may end up with Ye ∝ s (which may be
similar to what occurs with neutrino driven winds [152]).
We emphasize that the total amount of ejecta with s≳
150 kB=baryon is very small as shown in Table IV (typ-
ically 10−6–10−5M⊙). Aside from the relations depicted in
Fig. 6, we have also considered potential correlations
among other relevant ejecta properties such as between
temperature T, rest mass density ρ, and flux F. Besides
those discussed above, we find no additional evidence of
trends or correlations in the properties of fast or shocked
ejecta which are robust across EOS models and mass ratios.
Correlations in the properties of fast ejecta, if they exist,
may require higher-accuracy numerical methods to reliably
capture and are potentially sensitive to the grid resolution
and numerical methods used [21,149–151]. We note that
the analyses presented here consider simulations of

FIG. 6. Relation between the mass-and-azimuthally-averaged specific entropy s and electron fraction Ye for ejecta in four
representative SR simulations in our work. We highlight the ejecta with asymptotic velocity v∞ that falls above the 99th percentile
of the distribution (with value shown in each panel) using red marks. For reference, we also show approximate fits for potentially
disparate components of the ejecta using dashed and solid black lines, and mark the threshold above which we could potentially mark
shocked ejecta (s ≥ 150 kB=baryon) with a black dotted line.
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different durations, which may introduce systematic biases
when discussing ejecta properties. We refer the reader to
Appendix B for a discussion on the potential systematic
effects when comparing different duration simulations.

C. Neutrino luminosity

The key new feature in the simulations presented in this
work is the use of M1 neutrino transport, which we briefly
reviewed in Sec. II B. In this section we highlight the main
neutrino microphysics effects observed in our simulations,
including the peak neutrino luminosities predicted by our
simulations, the production of neutrinos during different
stages of the merger, and a comparison between the
neutrino and GW luminosity. Where relevant, we compare
our findings to current results in the literature which use
alternative neutrino transport schemes.
Our simulations show that neutrino production during

the inspiral is negligible in high-density regions. As
suggested by the third frame, top panel in Fig. 3, the first
significant shock heating happens at the point of first
contact between the binary components, at a time close to
tmer. Similarly, we find that the peak neutrino energy
density is reached close to this time (as depicted by the
third frame, bottom panel in Fig. 3). In Fig. 7 we show the
neutrino luminosity Lν as a function of time for the SR
simulations considered in this work. We note that Lνx as
depicted in Fig. 7 represents the total luminosity for all
heavy-lepton neutrino species under the assumption that
each heavy-lepton species is equally luminous. In other
words Lνx ¼ Lνx;tot=4, where Lνx;tot is the total heavy-lepton
neutrino luminosity for all species grouped together as

extracted from our simulations. The peak neutrino lumi-
nosity is typically reached within 4 ms of the merger. We
generally find neutrino dynamics and energetics which are
compatible with findings from throughout the literature and
which use alternative neutrino transport schemes. For
instance, we find general agreement between the peak
neutrino luminosity and energies predicted by the M1
simulations considered in this work and those which use a
lower-order M0 neutrino treatment [54] as well as those
which employ an MC scheme [96] (with peak luminosities
on the order of 1053 erg=s). Moreover, in all simulations we
find that the neutrino species follow the same order in
brightness, with the species corresponding to heavy-lepton
flavors νx being the dimmest, followed by the electron
neutrino νe and finally the electron antineutrino ν̄e being the
brightest. The general qualitative agreement between sim-
ulations employing the lower-order M0 scheme and the
simulations presented in this work is encouraging and may
be a sign of the early convergence of moment based
schemes. We refer the reader to [95] for deeper compar-
isons between the results of the M0 and M1 schemes as
implemented in the THC code.
In Fig. 8 we show the peak neutrino luminosity as

functions of the tidal deformability of the binary for the SR
simulations in this work. The reduced tidal deformability is
defined as [153]

Λ̃≡ 16

13

�ðM1 þ 12M2ÞM4
1

ðM1 þM2Þ5
Λ1 þ ð1 ↔ 2Þ

�
; ð12Þ

where we use the same labeling convention as in Eq. (11)
and the tidal deformability of each binary component is

FIG. 7. Neutrino luminosity for the SR simulations in our work. We show results for the equal and unequal mass ratio cases in the top
and bottom panels, respectively.
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Λi ¼ 2κ2R5
i =ð3M5

i Þ, where κ2 is the quadrupolar Love
number. In Fig. 8 we also depict results for the M0
simulations considered in [54] for reference. Similar to
the trend highlighted in [54] for M0 simulations, we note an
apparent anticorrelation between the peak neutrino lumi-
nosity and reduced tidal deformability. The tidal deform-
ability of the system increases as the binary components
become less compact. As such, the merger of systems with
larger tidal deformability is relatively less violent and
results in weaker shock heating of the material during
merger. As the shocks produced during the merger are key
sites for neutrino production (see Fig. 3 for reference), less
violent shocks result in lower neutrino luminosities. We
note that model SFHoq¼1 results in significantly higher
luminosities than all other cases considered, as shown in the
top panel of Fig. 7, which results in the model appearing as
an outlier in the trends depicted in Fig. 8. Nevertheless, the
remainder of the models we consider show strong support
for the anticorrelation between the peak neutrino luminos-
ity and tidal deformability as originally pointed out in [54].
In Fig. 9 we also show the peak neutrino luminosity as a

function of the peak GW luminosity for the same models
considered in Fig. 8. The relationship between peak
neutrino and GW luminosities originally discussed in
[54] allows for the identification of two potential groups
of models, depending on the lifetime of the RMNS formed
after the merger. Firstly, for models that promptly collapse

to a BH at the time of merger, the peak neutrino luminosity
may be weakly anticorrelated with the peak GW luminos-
ity; these models mostly reside within the yellow shaded
region in Fig. 9. Secondly, for models that form RMNSs,
the peak neutrino and GW luminosities may be correlated;
these models mostly reside within the red shaded region in
Fig. 9. In the case of the trends depicted in Fig. 9 we note
that most models considered in this work fall within the
group of models that show a correlation between Lpeak;νtot
and Lpeak;GW (i.e., within the red shaded region in Fig. 9).
Similar to the potential mechanism behind the trends
depicted in Fig. 8, the more violent shocks produced
during mergers with higher-peak GW luminosity results
in higher-neutrino peak luminosities. We note that all cases
considered in our study produce a RMNS, albeit with
different lifetimes. Variability in the correlation between the
peak neutrino and GW luminosities may be related to the
lifetime of the RMNS [54], with short-lived remnants that
collapse within 5 ms after the merger tending to produce
higher-neutrino and GW luminosities indicative of more
violent mergers. However, we find that for the M1
simulations considered in our work it is not straightforward
to cleanly divide models which produce remnants that
survive for longer than 5 ms after the merger from those
that do not. For instance, models SFHoq¼1 and BLhq¼1

produce very similar neutrino and GW luminosities, despite
producing RMNSs that survive for approximately only
2 ms and over 40 ms, respectively. We also note that model
SFHoq¼1, which stands out as a potential outlier in the

FIG. 9. Peak neutrino luminosity Lpeak;νtot as a function of peak
GW luminosity Lpeak;GW for the SR simulations in our work.
Equal (unequal) mass ratio results are shown in purple (cyan). For
reference we show the same quantity for the M0 simulations
considered in [54] using gray dots. We highlight potential distinct
groups of models based on the lifetime of the RMNS produced
after the merger; with the yellow and red shaded regions roughly
corresponding to models that promptly form BHs and models that
form RMNSs, respectively.

FIG. 8. Peak neutrino luminosity as a function of reduced tidal
deformability for the SR simulations in this work. Equal (un-
equal) mass ratio results are shown in purple (cyan). For
reference, we show the same quantity for the M0 simulations
considered in [54] using gray dots.
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trends depicted in Fig. 8, also stands out as a potential
outlier in the trends depicted in Fig. 9 along with one other
model which employed M0 neutrino transport.

D. Nucleosynthesis and kilonova signals

As discussed in Sec. IV B, a key effect of M1 neutrino
transport is the capture of neutrino absorption which may
lead to the significant protonization of ejecta (i.e., a
significant increase in the amount of ejected matter with
Ye ≥ 0.4); this effect is most pronounced when comparing
the ejecta distributions in Ye, as shown in Fig. 5, between
simulations that lead to longer-lived RMNSs and those that
do not. In Fig. 10 we show the relative abundance of
elements predicted by several SR simulations in our work,
along with solar abundances for reference (we also high-
light the regions roughly corresponding to the first, second,
lanthanide, and third r-process peaks using gray, orange,
red, and purple bands, respectively). We normalize all
abundances such that the total amount of material above
A ¼ 170 is equivalent among models, which results in
similar abundances in the third r-process peak elements.
All models considered produce second and third peak
abundance ratios which are consistent with the solar
pattern. Among the set of models depicted in Fig. 10 we
consider cases which result in both short- and longer-lived
RMNSs. Although these differences in postmerger evolu-
tion are reflected in the Ye distribution of the ejecta, they do
not appear to significantly affect the nucleosynthetic yield
of r-process elements. For instance, all models predict
similar abundances for the second, third, and lanthanide
peaks despite significantly different remnant lifetimes and
neutrino irradiation times. Moreover, models SFHoq¼1 and
SLyq¼1 (which result in short-lived RMNSs) predict larger
and smaller first-peak abundances, respectively, when
compared to models that result in longer-lived RMNS.
In brief, we do not find clear trends or correlations between
the nucleosynthesis yields and the RMNS lifetime (and
thereby neutrino irradiation time).

A potential trend which we do note is between the
mass-and-time-averaged ejecta temperature (at a fixed
radius from the source) and the abundance of elements
between the first and second r-process peaks (i.e., with
90≲ A≲ 120). For instance, we note that model SFHoq¼1

(SLyq¼1.2) produces the largest (smallest) relative abun-
dance of elements between the first and second peaks. All
other models roughly follow a trend that suggests the
larger hTi, the larger the relative abundance of elements
with 90≲ A≲ 120. In Fig. 11 we show the total relative
abundance of elements with 90 ≤ A ≤ 120 (in other
words, the sum of the relative abundances depicted in
Fig. 10 with 90 ≤ A ≤ 120) for each model depicted in
Fig. 10. We see a clear correlation between the relative
abundance of elements with 90 ≤ A ≤ 120 and hTi. We
note that the typical temperatures of the ejecta for the
models we consider is close to the threshold for nuclear

FIG. 10. Relative abundance of r-process elements calculated using average ejecta properties extracted from our simulations. We
normalize such that all models produce the same total abundance for elements with atomic number A ≥ 170, which results in similar
amounts of third-peak r-process elements in all cases (highlighted using the rightmost shaded region). We focus on four representative
models and show the resulting nucleosynthesis abundance using color lines. For reference, we show the relative abundance for solar
elements with black dots, using the same normalization.

FIG. 11. Total abundance of nucleosynthetic yield (relative to
the abundance of elements with A ≥ 170, which we normalize for
all models) for elements with 90 ≤ A ≤ 120 as a function of
mass-and-time-averaged ejecta temperature (at a fixed radius).
Each datum corresponds to a single SR simulation from our work.

IMPACT OF MOMENT-BASED, ENERGY INTEGRATED … PHYS. REV. D 109, 103027 (2024)

103027-13



statistical equilibrium (NSE) freeze-out of T ≈ 5 GK≈
0.4 MeV, above which the temperature-sensitive photo-
disintegration reaction cross sections (which are important
in determining the abundance of elements with 90≲
A≲ 120) are expected to be large [59]. The sensitivity
of the abundance of elements with 90≲ A≲ 120 to the
average ejecta temperature may be reflective of the
sensitivity of the photo-disintegration cross section to
temperature. We emphasize that hTi is the average
temperature at a fixed radius, and that the temperature
is expected to change as the ejecta expands. An additional
potential caveat of the preceding discussion is that ejecta
properties may depend sensitively on the grid resolution
considered (see Appendix A for additional detail).
Nevertheless, it is interesting to note potential correlations
between average ejecta properties such as hTi and the
nucleosynthetic patterns. We leave an investigation of
the robustness of the potential correlation between hTi and
the abundance of elements with 90≲ A≲ 120, along with
other potential trends, to future work.
In Fig. 12 we show the AB magnitudes for kilonova

signals associated with a subset of simulations in our work;
for reference we also show the AB magnitude for the KN
signal AT2017gfo. We compute light curves in two ways:
assuming spherical symmetry and assuming axisymmetry.
In the latter case ray-by-ray independent evolutions are
performed for a discrete number of polar angles and the
results obtained for each angle are then combined together
to obtain the total AB magnitude. We again focus on a
subset of representative models to understand the effects of
the EOS and the mass ratio. We generally find KN
lightcurves which are significantly dimmer than

AT2017gfo data. However, discrepancies between the
predicted lightcurves of BNS merger simulations and the
AT2017gfo observation are expected and may be due to
the relatively short duration simulations we consider which
do not account for matter ejected on secular timescales or
uncertainties stemming from multidimensional effects and
viewing angle [154]. Moreover, we did not target the
simulations in this work to reproduce the system associated
with AT2017gfo. As such, we focus the remainder of the
discussion around KN on the component produced by the
dynamical ejecta.
We find that all models result in similar dynamical ejecta

KN lightcurves, typically peaking between one to two days
in all bands. We note that the KN for models SLyq¼1 and
BLhq¼1 (which produce the shortest and one of the longest
lifetime RMNSs, respectively) both decay within approx-
imately seven days. By comparison, models DD2q¼1 and
SFHoq¼1 result in lightcurves which decay after roughly
ten days, despite the significant differences in RMNS
lifetime between those cases. Such differences in KN
lightcurves may not be attributable to the enhanced
neutrino absorption introduced by the M1 scheme, but
rather to differences in the total amount of ejecta that each
model produces. With reference to Table IV, we note that
models which produce fewer ejecta lead to shorter-duration
KN. For example, model BLhq¼1 (SLyq¼1.2) produces the
least (most) amount of total ejecta and decays the fastest
(slowest). The total amount of ejecta may be sensitive to
effects such as the numerical grid resolution as we discuss
in Appendix A, but is not significantly affected by the use
of the M1 scheme over the M0 scheme [95]. All cases
considered result in KN lightcurves consistent with a

FIG. 12. Absolute bolometric (AB) magnitude associated with synthetic kilonova lightcurves for six representative models. We show
three representative bands using different color lines. We compare synthetic light curves computed by assuming spherical symmetry
(dashed lines) to light curves computed by assuming axisymmetry (solid lines) with a ray-by-ray procedure. For reference, we also show
the magnitudes measured for AT2017gfo [155,156] using dots.
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dynamical component which becomes transparent within a
few days. Specifically, models BLhq¼1, DD2q¼1, SFHoq¼1,
SLyq¼1, BLhq¼1.2, and SLyq¼1.2 result in dynamical ejecta
which becomes transparent after roughly 1.6, 3.9, 2.5, 2.4,
4.1, and 7.4 days, respectively. This pattern roughly follows
the evolution time of the KN for each model, with models
BLhq¼1 (SLyq¼1.2) resulting in the shortest (longest) time to
transparency and slowest (fastest) KN evolution and all
other cases resulting in comparable time to transparency
and evolution times. We note a general improvement in the
light curves calculated with the ray-by-ray procedure.
Despite the peak of the light curves in this case not being
brighter than the ones calculated in spherical symmetry,
their decay at later times (≳5 days after the merger) follows
the experimental data more closely. This is particularly
evident focusing on the Ks band for the models simulated
with the DD2 EOS, for which we recover an AB magnitude
of ∼24 at ten days after merger with SNEC computations in
axisymmetry, against ∼28 found with SNEC spherical
symmetric evolutions. We expect a further improvement
of these results in long-term simulations with a delayed BH
collapse [95], which include large amount of spiral-wave
winds [157] and disk winds ejected at secular timescales.

V. CONCLUSION

In this work we have presented an investigation of the
combined effects of M1 neutrino transport, the EOS model,
and the mass ratio in 3D GRHD BNS merger simulations.
The state-of-the-art simulations presented in this work
elucidate the role of accurate neutrino transport. We find
general agreement between the predicted neutrino lumi-
nosities in M0 [95], M1 [95], and MC simulations [96], and
note that M1 simulations appear to support the potential
trends between peak neutrino and GW luminosities dis-
cussed in [54]. Although we find general qualitative
agreement between the simulations presented in this work
and those that consider alternative neutrino transport
schemes such as M0 or MC (e.g., for quantities such as
the peak neutrino luminosity and in the order of brightness
for each neutrino species), we find that there are quanti-
tative differences in the prediction of several effects (e.g.,
particularly when comparing ejecta properties against those
produced by M0 simulations).
Regarding ejecta properties, we find that the effects of

the EOS and the enhanced neutrino absorption introduced
by the use of the M1 scheme can conspire to give
qualitatively different outcomes to what is typically
observed using lower-accuracy methods such as M0
neutrino transport. Along with the details of the viscosity
model used (which was left fixed for all simulations in this
work), the EOS largely determines the longevity of the
metastable RMNS produced during BNS merger simula-
tions [139]. Different RMNS lifetimes can in turn signifi-
cantly impact the neutrino irradiation time, as the main

source of neutrino radiation in the postmerger stage is the
RMNS. When accounting for the accurate neutrino reab-
sorption captured by the M1 scheme, differences in the
neutrino irradiation time result in significant differences in
the average electron fraction of the system. Specifically,
simulations that produce longer-lived RMNSs lead to
relatively high average electron fractions when compared
to simulations that result in short-lived RMNSs, reflective
of the protonization effect introduced by neutrino absorption.
The amount of high Ye ejecta (with Ye ≥ 0.4) is typically a
factor of six to ten times larger (see Table IV for reference) in
simulations that produce RMNSs that survive over the
duration of the simulations (typically at least 15 ms post-
merger). Suchdifferences in the amount of highYe material is
not reliably captured by lower accuracy neutrino transport
schemes [95], and appears to be a novel feature captured by
theM1 simulations presented here.We find that the use of an
M1 scheme does not significantly impact the amount of
shocked fast ejecta produced during the merger.We note that
it may be possible to identify disparate components of the
ejecta based on the asymptotic speed (see Fig. 6 for
reference). However, these trends are not robust across
different EOS models or mass ratios. Interestingly, across
our simulations it is possible to separate different compo-
nents of the ejecta based on the entropy. In particular high-
entropy ejecta, likely stemming from the production of
shocks, appears to show an anticorrelation between the
specific entropy and electron fraction.
We find that the nucleosynthesis pattern does not reflect

the aforementioned enhancement of high Ye material intro-
duced by theM1 scheme, and is potentiallymore sensitive to
the average ejecta temperature hTi. Specifically, we note a
potential correlation between the relative abundance of
elements with 90≲ A≲ 120 and hTi. Finally, we note that
all models considered lead to qualitatively similar synthetic
KN lightcurves consistent with dynamical ejecta, while
showing variation in the evolution time and time at which
the ejecta become transparent. The decay time of the
synthetic KN lightcurveswe calculate appears to be sensitive
to the total amount of ejecta produced by each model, which
is not strongly affected by the neutrino transport scheme [95].
In this work we have presented several key BNS merger

phenomena where accurate neutrino transport may play a
role. Our aim was to consider a wide variety of phenomena
which could be impacted by the neutrino transport scheme.
The results presented in this work leave open many avenues
of investigation. For example, future work may consider the
robustness of the effect of M1 neutrino transport in
producing enhanced amounts of high-Ye materials for
cases that produce longer-lived RMNSs, by considering
considerably longer postmerger evolutions. In particular, it
would be interesting to consider whether the enhanced
protonization of the medium introduced by the M1 scheme
continues long after the merger, or if there is a limit to the
amount of high-Ye ejecta produced. Taking advantage of
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the reliable neutrino absorption captured by the M1
scheme, it would also be interesting to quantify the size
and nature of emergent bulk viscosity from out-of-
equilibrium dynamics [65]. We leave a full investigation
of the effects of M1 neutrino transport on longer-lived
RMNS environments and a calculation of the bulk viscosity
which arises during BNS mergers, with M1 neutrino
transport, to future work.
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APPENDIX A: ON THE POTENTIAL EFFECTS
OF GRID RESOLUTION

In order to understand the effects of grid resolution on
our results, we consider a subset of simulations in our study
at different grid resolutions. Specifically, we consider all
models with lower-resolution grids. Recently, extensive
resolution studies of the THC_M1 code have been carried
out in [26,95], and we refer the reader to those works for a
clearer understanding of the effects of resolution. Here we
focus on the effects of resolution on the key microphysics

quantities considered in Sec. IV, with particular focus on
the neutrino luminosities and ejecta properties.
In Fig. 13 we show the total neutrino luminosity for the

LR and SR simulations in our work. We find similar
luminosities at both grid resolutions, with the LR simu-
lations predicting slightly higher (by typically 20%) lumi-
nosities prior to the merger but very similar (with relative
difference of at most 10%) after the merger. We also find
that the order of brightness between neutrino species is the
same for LR and SR simulations, and is consistent with
findings using M0 [54] and MC [96] neutrino transport.
This suggests that uncertainties associated with low-grid
resolutions are as important as uncertainties associated with
using approximate neutrino transport schemes, and as such
low-resolution results using full neutrino transport schemes
may not be reliable for the calibration of approximate
neutrino transport schemes.
In Fig. 14 we show histograms for the LR simulations of

the ejecta mass in the relevant quantities discussed in
Sec. IV B. We find that the protonization effect introduced
by enhanced neutrino irradiation by the RMNS in the M1
scheme is not captured to the same extent in the LR
simulations as it is in the SR simulations. Although we do
see a relative increase in the amount of ejecta with Ye ≥ 0.4
for LR simulations, the enhancement is not as large as we
observe for the SR simulations discussed in Sec. IV B. The
highest relative increase in the amount of high-Ye (with
Ye ≥ 0.4) ejecta when comparing SR simulations with a
longer-lived RMNS to those with short-lived RMNS is
approximately a factor of 12 (specifically when comparing
the SR DD2q¼1 and SFHoq¼1 models). On the other hand,
the highest relative increase we observe for LR simulations
is approximately only a factor of nine (when comparing the
analogous LR models the LR BLhq¼1 and SFHoq¼1

models). This potential effect of the grid resolution is
mostly reflected when comparing the LR and SR simu-
lations for model DD2q¼1, which predict 0.021 × 10−2M⊙
and 0.144 × 10−2M⊙ of high-Ye material, respectively. The
relatively lower amounts of high-Ye material for the LR
simulations considered in our work may also be conflated
by having a different duration for each simulation. It may
be the case that the longer the RMNS is present, the higher
the extent of protonization and deposition of lepton number
in the ejecta. We leave a full investigation of the combined
effects of the RMNS lifetime and the extent of protoniza-
tion of the ejecta captured by M1 neutrino transport to
future work.
In Table V we also show global and average ejecta

properties for the LR simulations in our work. For reference,
we also show the absolute difference in the total ejecta mass
predicted by each simulation, δMej ≡MSR

ej;tot −MLR
ej;tot, while

accounting for differences in the total simulation duration.
Specifically, to calculate δMej we consider ejecta only up to
the time corresponding to the shortest final simulation time
between LR and SR cases. We find that global ejecta
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properties such as the total ejecta mass differ significantly
between simulations at different grid resolutions. Typically
LR and SR simulations differ by up to approximately
Oð10−3ÞM⊙, reflecting a relative difference in of 20%–
50% in most cases. Depending on the model the LR
simulations may either over- or under-estimate the amount
of ejecta predicted by the SR simulations. On the other hand,
the ejecta distributions in relevant variables (including v∞,

Ye, and s) appear robust across grid resolutions. For instance,
when comparing the histograms depicted in Figs. 5 and 14,
we note that in all cases simulations which produce longer-
livedRMNS result in relatively higher amounts of ejectawith
Ye ≥ 0.4. Moreover, the distributions in v∞ and s appear
robust across different grid resolutions. Significant variabil-
ity in global quantities such as the total ejecta mass may
suggest stochasticity in the mass ejection, but robustness in

FIG. 14. Histograms of ejecta properties for LR simulations of equal (q ¼ 1, top panel) and unequal (q ¼ 1.2, bottom panel) mass
ratios. We depict histograms for several fluid variables, including the asymptotic velocity v∞, temperature T, electron fraction Ye, and
specific entropy s. We show results corresponding to the BLh, DD2, SFHo, and SLy EOS models using solid maroon, dashed magenta,
blue, and green lines, respectively.

FIG. 13. Total neutrino luminosity for the LR (dotted lines) and SR (solid lines) simulations in our work. The top and bottom panel
show results for the equal and unequal mass ratio simulations, respectively.
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the ejecta distributions suggests self-consistency in our
simulations across grid resolutions.

APPENDIX B: FIXED-DURATION
EJECTA ANALYSES

In Sec. IV B we discuss the results of our simulations in
the context of ejecta. In these analyses we focus on the
subset of models that result in a significant amount of ejecta
by excluding the results of models BLhq¼1.2 and
SFHOq¼1.2 from the discussion. However, each simulation
we consider in the discussion of ejecta has a different
duration, which may introduce biases in the ejecta proper-
ties we discuss. To understand the potential biases intro-
duced by considering different duration simulations, we
consider the ejecta property histograms presented in
Sec. IV B while keeping the postmerger evolution time
of the ejecta fixed. Specifically, we fix all postmerger
simulation duration times to that of the shortest simulation
considered in the analysis of δt ≈ 6 ms for model SLyq¼1.

Notably, we find that (when constraining the postmerger
simulation times to δt ≈ 6 ms) models which produce
relatively long-lived RMNSs (models DD2q¼1, DD2q¼1.2,
DD2q¼1.2, and SLyq¼1.2) produce significantly lower
amounts of high-Ye ejecta when compared to their full
simulation time versions. Nevertheless, these simulations
produce a higher amount of high-Ye ejecta when com-
pared to simulations which lead to gravitational collapse
of the remnant within a few ms after the merger (models
SFHoq¼1 and SLyq¼1). The main effect determining the
amount of high-Ye ejecta is the protonization of matter
introduced by neutrino absorption (see discussion in
Sec. IV B). As the RMNS serves as the main source of
neutrino radiation in the postmerger environment, models
which result in longer-lived RMNSs lead to longer
neutrino irradiation times and thereby higher amounts
of high-Ye material. This effect is clearly demonstrated
when comparing the Ye histograms for models DD2q¼1

(which produces a relatively long-lived RMNS) and
SFHoq¼1 (which results in a remnant that gravitationally

TABLE V. Summary of key ejecta properties for the LR simulations in our study. We list the same quantities considered in Table IV.
Additionally, in the rightmost column we show the absolute difference in total ejecta mass between the SR and LR cases
δMej ≡MSR

ej;tot −MLR
ej;tot, accounting for differences in total simulation time.

EOS q
δtAH
(ms)

Mej;tot

ð10−2M⊙Þ
Ekin

ð1050 ergÞ hv∞i hYei
hsi

ðkB=baryonÞ
hTi

(MeV)

Mv≥0.6
ej

ð10−2M⊙Þ
MYe≥0.4

ej

ð10−2M⊙Þ
Ms≥150

ej

ð10−2M⊙Þ
δMej

ð10−2M⊙Þ
BLh 1.0 26.054 0.542 0.941 0.090 0.298 19.650 0.496 1.454 × 10−4 0.140 4.718 × 10−4 0.185
DD2 1.0 13.539 0.166 0.336 0.110 0.259 21.274 0.402 0.000 × 10þ0 0.021 1.682 × 10−4 0.066
SFHo 1.0 2.033 1.294 5.027 0.158 0.252 14.565 0.610 5.342 × 10−3 0.016 1.307 × 10−3 0.019
SLy 1.0 1.072 0.609 3.723 0.215 0.272 15.398 0.529 7.713 × 10−3 0.032 9.772 × 10−4 −0.120
DD2 1.2 10.639 0.126 0.327 0.136 0.224 18.579 0.325 0.000 × 10þ0 0.012 1.403 × 10−4 −0.017
SLy 1.2 20.679 0.789 2.959 0.144 0.189 14.432 0.322 2.620 × 10−3 0.095 7.820 × 10−4 −0.106

FIG. 15. Histograms of ejecta properties for the SR simulations depicted in Fig. 5 except assuming a final simulation time of
δt ≈ 6 ms, consistent with the shortest simulation considered (SLyq¼1).
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collapses within ∼2 ms after the merger) in Fig. 15.
However, by considering shorter duration simulations
we do not account for the extended neutrino irradiation
times of simulations which result in relatively long-lived
RMNSs, and as such the amount of high-Ye material for
these shorter-duration simulations is significantly lower
than their full evolution time versions. We find that, other

than the total ejecta mass, the ejecta histograms for other
fluid properties are fairly robust when truncating the total
simulation time. A full analysis of the systematic effect of
simulation duration on ejecta properties would require
evolving systems which result in gravitational collapse
within a few ms after the merger for significantly longer
times, which we leave to future work.
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