PHYSICAL REVIEW D 109, 095028 (2024)

Searching for gluon quartic gauge couplings at muon colliders
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One of the difficulties one has to face in the future phenomenological studies of new physics (NP), is the
need to deal with increasing amounts of data. It is therefore increasingly important to improve the efficiency
in the phenomenological study of NP. Whether it is the use of the Standard Model effective field theory
(SMEFT), the use of machine learning (ML) algorithms, or the use of quantum computing, all are means of
improving the efficiency. In this paper, we use a ML algorithm, the autoencoder (AE), to study the
dimension-8 operators in the SMEFT which contribute to the gluon quartic gauge couplings (gQGCs) at
muon colliders. The AE is one of the ML algorithms that has the potential to be accelerated by the quantum
computing. It is found that the AE-based anomaly detection algorithm can be used as event selection
strategy to study the gQGCs at the muon colliders, and is effective compared with traditional event

selection strategies.
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I. INTRODUCTION

Supported by the large amount of experimental eviden-
ces, it can be concluded that the Standard Model (SM) is
able to describe and explain the vast majority of phenomena
in particle physics, with a few rare exceptions. These
exceptions include experimental results such as the neu-
trino mass [1-3], the W-boson mass problem [4,5], the
muon g — 2 problem [6-8], and more [9]. Besides, the SM
cannot describe dark matter, gravity, etc. As a result, the
existence of new physics (NP) beyond the SM has been
widely believed, and the search of NP as well as precision
measurements have been at the forefront of interest in the
high-energy physics (HEP) community [10].

Both the search for NP and precision measurements
require dealing with a large number of events. With more
and more data to be processed, more efficient ways to
search for NP are called for. One of the reasons why the
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SM effective field theory (SMEFT) [11-14] has been
widely used in the phenomenological study of NP in
recent years is that SMEFT has an outstanding advantage
of searching for NP signals with high efficiency. In the
SMEFT, the NP particles are integrated out, and the NP
effects become new interactions of known particles.
Formally, the new interactions appear as higher-
dimension operators with Wilson coefficients suppressed
by powers of a NP scale A. The operators that are most
likely to be found correspond to the operators with Wilson
coefficients that are least suppressed by A. The high
efficiency of searching for NP using SMEFT is demon-
strated by the fact that, instead of dealing with various NP
models, the number of operators to be considered at a
specific order of A in the SMEFT is finite. Not only that,
but if an operator is not found, then multiple NP models
contributing to this operator will also be constrained.
However, as the importance of the dimension-8 operators
in the SMEFT has been realized [15—-18], more and more
phenomenological studies have been devoted to the
dimension-8 operators in recent years [19-45]. For one
generation of fermions, there are 895 baryon number
conserving dimension-8 operators [46,47], and there are
even more operators if one considers operators with
dimension more than eight. A procedure to select the
events which does not rely on operators to be searched for
can further improve efficiency.
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Machine learning (ML) algorithms are one of the ways to
process the data efficiently. ML is a multidisciplinary cross-
discipline for studying how computers can mimic and
implement human learning behaviors in order to acquire
new knowledge, and has already been used in HEP studies
[48-57]. ML algorithms have an advantage in processing
complex data, and one of its common applications is
anomaly detection (AD). When using AD to search for
NP models, its implementation is often independent of the
NP model to be searched for. While hyperparameters in ML
algorithms will often be NP model-dependent, the pro-
cedure of tuning of hyperparameters is usually common for
different NP models. Based on this, an event selection
strategy utilizing AD can be viewed as an automated event
selection strategy. The use of AD algorithms in phenom-
enological studies is a hot topic in recent years [58—67].

Meanwhile, quantum computing is another effective way
to deal with large amounts of data. Many ML algorithms
can be implemented by quantum computing [68—70], an
example of which is the autoencoder (AE) algorithm
[71,72]. AE is an unsupervised learning dimensionality
reduction algorithm wusing artificial neural networks
(ANN), which is at the same time capable of AD.
Therefore, it can be expected that AE can be used to
detect NPs, and AE has already been used in phenomeno-
logical studies in HEP [65,66,73,74]. Analogous to the
principal component analysis (PCA) algorithm, the most
common scenario for AE is data dimensionality reduction.
While the PCA is a linear dimensionality reduction by
solving the feature vector, the AE algorithm is a nonlinear
dimensionality reduction. It is verified that, AD based on
PCA is able to search for NP [64], therefore it can be
expected that a similar approach works also for AE. Similar
to PCA, AE has the potential for quantum acceleration
[75-78], and thus AE holds great promise for processing
large amounts of data. To verify the feasibility of the AE
algorithm in the search of high dimensional operators in the
SMEFT, we use an AE algorithm-based AD (AEAD) to
study the gluon quartic gauge couplings (gQGCs) [79,80]
in this paper. In the SMEFT, operators contributing to
gQGCs start from dimension-8, therefore we concentrate
on those dimension-8 operators.

As an arena, the processes affected by gQGCs at muon
colliders are considered. The muon colliders have been
hotly discussed in recent years for searching for NP signals
[81-91]. A muon collider has the advantage of being able to
explore both high-luminosity and high-energy frontiers,
while at the same time being less affected by the QCD
background as a lepton collider. On the one hand, higher
collision energies are better if one is committed to studying
dimension-8 or even higher-dimension operators, and on
the other hand, higher luminosities require more efficient
means of processing data. Thus, the processes at muon
colliders that are affected by gQGCs are both worth
studying and suitable for exploring the AEAD algorithm.

For comparison with a conventional event selection strat-
egy, in this paper the process "y~ — jjur is studied which
has been studied in Ref. [92]. It has been shown that this
process is sensitive to the gQGCs.

The rest of the paper is organized as follows. In Sec. II,
the dimension-8 operators contributing to the gQGCs are
introduced. In Sec. III, the event selection strategy based on
AEAD algorithm is presented. In Sec. IV, the numerical
results and expected constraints on the operator coefficients
are presented. Section V is a summary.

I1. DIMENSION-8 OPERATORS CONTRIBUTING
TO THE GQGCS

The gQGCs arise from the Born-Infeld (BI) extension of
the SM, which was originally motivated by the idea that
there should be an upper limit on the strength of the
electromagnetic field [93]. It has been shown that, the BI
model is also related to the M-theory inspired models
[79,80,94-96]. In the SMEFT, the operators contributing to
gQGCs appear at dimension-8,

Oyro = %M?)ZH:G;;GW X ngﬂwwﬂ,
Ogr1 = 1611‘,1112;(?3”(?“’”” x Z:WLﬂW’“’”,
Oy = %M%EGS"GQW x Z:Wli/ﬂwi,au’
Oyrs = %M;;Ggﬂc;;y x Zwi.uﬁwi,m’
Ogra = %MZ;XH:G,’LG“’”” X BB,
Oyrs = %Mgza:GgyGa-ﬂﬂ X B,;B™,
Oyre = Tﬁ”g;GgﬂGWﬁ x B,yB™,

1
_ a 1 R
09T77 = 16M‘71 Ea GgﬂG/h/ X BHP BY®, (1)

where G4, are gluon field strengths, W}, and B, denote
electroweak field strengths, and M; are mass scales
associated with NP particles. For convenience, we
define f; = 1/(16M?). The expected constraints on M;
at the Large Hadron Collider (LHC) with the center-of-
mass (c.m.) energy /s = 13 TeV, and luminosity L =
36.7 tb~! obtained by using the process gg — yy are
shown in Table 1. The combined sensitivities of the Zy
and yy channels at the LHC with /s = 13 TeV and L =
137 fb~! [80] are about three times of the ones shown in
Table I.
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TABLE 1. The constraints on the operator coefficients at
95% CL obtained by the process gg — yy at the LHC with /s =
13 TeV and L = 36.7 tb~! [79].

M, > 1040 GeV M, > 777 GeV
M, > 750 GeV M, > 709 GeV
M, > 1399 GeV Ms > 1046 GeV
Mg > 1010 GeV M, > 954 GeV

The process u*tu~ — jjup at muon colliders can also be
affected by the gQGCs [92]. Different from the case
of a hadron collider that the operators are classified into
four pairs with same Lorentz structures in phenomeno-
logical studies, at the muon colliders, the pairs can be
decoupled. In particular, the process u™u~ — jjuvb can be
affected by the vector boson scattering (VBS) subprocess
W*W~ — gg, which is associated with only Ogr;23
operators. The Feynman diagrams are shown in Fig. 1.
Since the VBS contribution is logarithmically enhanced at
large c.m. energies compared with the triboson process,
we concentrate on the O, 73 operators. It has been
shown that, at muon colliders the process u*u~ — jjuu
can archive a competitive sensitivity compared with the
hadron colliders [92].

In the process utu~ — jjub, there is no interference
between the SM and gQGCs, which simplifies the pro-
cedure to obtain the expected constraints. However, there
are two (anti-)neutrinos in the final state. This usually
results in some loss of information, which in turn affects the
efficiency of the event selection strategy. This just provides
a place to test whether the AEAD algorithm is effective
or not.

III. AUTOENCODER ANOMALY DETECTION

A. A brief introduction of the autoencoder algorithm

AE is a type of ANN, which can be used in various
applications, including data compression, feature extrac-
tion, denoising, data generation, etc. The structure of an AE
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FIG. 1. Feynman diagrams for the process ™y~ — jjuu, where

(a) shows the Feynman diagrams of the gQGC contribution, and
(b) shows the typical Feynman diagrams of the SM background.
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FIG. 2. The graphical representation of the AE. The AE
network can be decomposed into two parts, where the encoder
is consist of the x™!2 and the latent layers, the decoder is consist
of the latent, X>*°" Jayers. In this paper, we use a dense
connected network.

is shown in Fig. 2, which is primarily composed of two
parts, the encoder and the decoder. Both the encoder and
the decoder can consist of multiple layers, with the neurons
in the input layer denoted as xI", and those in the output
layer denoted as X9™. The data input to the input neurons
and the data obtained from the output neurons are also
notated as x" and X9, respectively. The number of
neurons in the input layer is as same as the one in the
output layer and the dimension of the input vector (denoted
as [). In this paper, [ = 8. The goal to train an AE is to
reconstruct the input data, i.e., the labels of the training data
are just the input data, therefore the training of an AE is
unsupervised learning. The training objective is to mini-

mize the reconstruction error between the ¥" and X°%,
aiming to obtain as similar a set of vectors from the output
layer as possible after inputting a set of vectors into the
input layer.

A well-trained AE can reproduce the input by utilizing a
few variables, a;_; ; with k < [, along with the decoder
network. Being able to reconstruct the input data indicates
that, the information in «; is enough to describe the data
with the help of the decoder. Also, this means that the
encoder is able to compress the information in the input
data into k numbers, @; (which is often called the latent
space), i.e., data dimensionality reduction.

The reason an AE can achieve data dimensionality
reduction lies in the fact that, the features of the input
data are not independent. The encoder learns the relation-
ships among the features and compresses them into «;
variables, which can then be used by the decoder to

reconstruct the X°™. This mechanism of AE can be used
for AD. It is well-known that, a challenge for ML methods
is the ability to extrapolate into unknown phase-space
regions, AEAD just turned the disadvantage in extrapolat-
ing into a feature, i.e., the artificial intelligence trained
using the SM cannot recognize NP and will treat NP as
anomalies.
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At first, AE is trained on the SM events. Since the events
are generated according to the physical laws of the SM,
the relationships between the features learned by the AE
are also related to the physical laws of the SM shaded
behind them. At the same time, it can be expected that
the reconstruction of the events generated according to the
physical laws of the NP will be less accurate than that of the
SM, because the AE has not learned the relationships
between the features of the events of the NP. The mean-

squared error (mse) defined as d = SN (¥ — X°U“")2 /N
can be used to represent the reconstruction error, where N is
the number of events. In AEAD, d can also been used as an
anomaly score. It can be expected that d is larger for the NP
events compared with those of the SM events, therefore can
be used to select the NP events.

B. The event selection strategy based on AEAD

Following the above idea, the AEAD event selection
strategy can be summarized as follows:

(i) Generate the training and validation datasets using
Monte Carlo (MC) simulation, which consist of the
events from the SM;

(i) Train AE, and use the validation dataset to avoid
overfitting;

(ii1)) For a test dataset, which can be either obtained from
the experiment or from MC simulation, calculate d
for each event;

(iv) Use a threshold dy, to select events, i.e. select the
events with d > dy,, where dy, can be tuned accord-
ing to the signal significance or expected constraints
on parameters of NP.

Note that, although the AE is unsupervised ML algo-
rithm, in AEAD the SM dataset is used in the training
phase, therefore the AEAD is no longer unsupervised.
However, the NP datasets are not used in the training phase.
The test dataset can be from the experiment, and there is no
need to know whether it contains NP or what kind of NP it
might contain. It can be expected that, the signal of NP can
be traced by the AEAD whenever the test dataset contains
events that differ from the law of the SM.

IV. NUMERICAL RESULTS

A. Data preparation

To compare with the traditional event selection strategy,
in this paper, we use the same events generated as in
Ref. [92]. The events are generated using MC simulation
with the MadGraph5_aMC@NLO toolkit [97-99], where the
standard cuts are set as the default. The parton shower is
applied using PYTHIAS [100] with default settings. A fast
detector simulation is performed using DELPHES [101]
with the muon collider card. The data cleaning and
preparation phase is applied using MLAnalysis [102]. The
ANN is constructed and trained using the KERAS with the
TensorFlow backend [103]. The events for the NP are

TABLE II. The cross sections of the SM contribution and the
NP contributions [92]. The NP contributions are cross sections
when the operator coefficients are ]‘,-, ]‘,« used in the simulation are
also shown. The cross sections after N; cut are denoted as &,
which are also shown. The fV are partial wave unitarity bounds
on the operator coefficients.

Vs (TeV) 3 10 14 30
osu (fb) 868.8 1454.8 1608.7 1898.8
su (fb) 722.9 1191.9 1315.5 1542.4
1Y (Tev) 35 0.028 0.0074 0.00035
fo (Tev™) 1 0.012 0.004 0.00035
c,r0(fo) () 3.21 1.15 1.12 1.14
&4r0(fo) (fb) 3.21 1.15 1.12 1.14
Y (Tev) 10.5 0.085 0.022 0.001
fi (Tev™) L5 0.02 0.007 0.0006
ogr1(f1) (fb) 3.55 1.38 1.44 1.34
4r.1(f1) (fb) 3.52 1.37 1.43 1.33
fY5 (Tev) 14.0 0.114 0.030 0.004
faz (TeV™) 3 0.03 0.012 0.0012
o,r2(f2) () 3.83 0.956 1.34 1.78
,r2(f2) () 3.82 0.955 1.34 1.78
ogr3(f3) (b) 4.12 0.924 1.27 1.61
&4r3(f3) (fb) 4.10 0.921 1.26 1.61

generated with one operator at a time. The operator
coefficients are set as the same as Ref. [92]. As an
EFT, the SMEFT is only valid under a certain energy
scale. One of the signals that the SMEFT is no longer valid
is the violation of the unitarity [104—106], and the partial
wave unitarity is often used in the phenomenological
studies of the SMEFT to check whether the SMEFT is
valid, which can sets bounds on the operator coefficients
[107-113]. The operator coefficients used in the MC
simulation are within the constraints set by the partial
wave unitarity bounds [92]. The partial wave unitarity
bounds (denoted as fV) are listed in Table II. Denoting
ogm as the cross section of the SM contribution, and
agTﬁi(.?i) as NP contributions with the operator coefficients
to be f;, respectively, the cross sections and operator
coefficients f; are listed in Table II.

In DELPHES we use the fast jet finder with anti-k;
algorithm, and with R = 0.5, p§ > 20 GeV, where R is

cone radius, and pjf are the transverse momenta of jets.
After the events are generated, we require that the final
states to have at least two jets. This requirement is denoted
as the N j eut, the cross sections after N j cut are denoted as
Gsm and 6,7, :(F:) which are also listed in Table II. Then an
eight dimensional vector is made to represent each event

such that o = (pgl),p)(cl),p;l),p?),p52>,p§c2),p§72>,1722>),
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TABLE III. The means »; and standard deviations ¢; of the
components of the vectors v over the training datasets.

Vs TeV 7; GeV 7, GeV 73 GeV 74 GeV
3 271.00 —0.14 —0.19 0.48
10 576.24 —0.01 0.14 3.00
14 709.14 —0.21 —0.01 0.57
30 1053.94 0.15 0.01 4.64
Vs TeV 75 GeV 7g GeV 77 GeV 7g GeV
3 110.13 0.06 0.04 0.33
10 225.00 —0.04 0.08 1.45
14 275.42 —0.02 —0.03 0.03
30 398.96 —0.10 —0.13 1.74
Vs TeV e; GeV e, GeV e;3 GeV e, GeV
3 226.27 94.94 94.65 326.25
10 665.88 109.03 108.73 886.88
14 879.40 111.35 112.47 1118.43
30 1504.96 120.43 122.45 1829.17
/s TeV €5 GeV € GeV e; GeV eg GeV
3 99.21 42.48 42.84 135.12
10 284.41 48.77 48.20 355.99
14 371.30 50.10 52.11 456.52
30 603.26 56.48 56.66 718.74

where p(") and p® are the four momenta of hardest and

second hardest jets. Note that pgl) and p§2> are the energies
of jets in this paper. In the following, we consider only the
8-dimensional vectors described above, ignoring the physi-
cal meaning behind them.

For the SM contribution, we generate 1,000,000 events
for each c.m. energy, taking the case of \/s = 3 TeV as an
example, 832,056 events are left after the N j cut, of which
400,000 events consist the training dataset, 100,000
events consist the validation dataset, and rest events
consist the test dataset. For each operator, 300,000 events
are generated, and all the events after the N; cut are used
as the test dataset. The numbers of events after the N; cut
for the NP are generally more than 297,000. Before the
datasets are fed with the AE, a z-score standardization
[114] is applied, i.e., the vectors ¥" are replaced by x™"
such that ™" = (v — 7;)/e;, where x™", v" are the ith
components of the X" and 7" vectors, ¥; and ¢; are the
mean value and standard deviation of the ith component
over the training dataset. ¥; and ¢; used in this paper are
listed in Table III.

The AE is to reproduce the input vectors, therefore the
labels of the training datasets are just as same as the input of
the datasets.

B. Structure of the AE network

Since the events are represented by eight dimensional
vectors, the number of neurons in the input layer of the
encoder, and in the output layer of the decoder are both
eight. The number of layers and the number of neurons in
each layer is depicted in Fig. 2. In this paper, we use a
densely connected ANN, taking the hidden layer x! as an
example, values at neural x! can be calculated as
X! = ginl (Winlxin 4 5'™) where Wi is the weight matrix
stored in the links between ith and jth layers, and b'is the
basis vector stored in the neurons in ith layer, and ¢g'/ is
the activation function between ith and jth layers. In this
paper, we use the “LeakyReLLU” function [115] between
the layers,

x, x>0,

o) = { )

ax, x<0,

where a = 0.01. Specifically, g™!, g'2, g3 and g**
are LeakyReLU functions, ¢ and ¢*°" are linear
activation functions. The loss function defines how well
the input vectors can be reproduced by the AE. In this
paper, we use the mse as the loss function.

Since it is expected that, the reason AE to be able to
distinguish between the SM and NP is because the AE is
able to find the patterns of the SM while being unable to
learn the patterns of NP. Therefore we need the AE to have
weak generalization properties and only reproduce events
of the SM accurately, and smaller k the better performance
of AEAD is expected. To investigate the effect of the
dimension of the latent space, four cases are considered,
they are k = 1, 2, 3, and 4.

C. Early stopping

Overfitting is a situation where the model performs well
on the training set but relatively poorly on the test set. In
that case, the model is weak in predicting unknown data.
One of the methods to avoid overfitting is early stop.

The process of training the model is the process of
updating the model parameters (i.e., W/ and b') through
learning. In the training phase, the dataset is divided into a
training dataset and a validation dataset, and only the
training dataset is used to update the parameters. During the
training process, the errors for the training set and vali-
dation set gradually decreases, and after reaching a critical
point, the errors for the training set continue to decrease and
the ones for the validation set start to increase. Early
stopping is to prevent overfitting by stopping the training
before the critical point, i.e., the number of iterations is
truncated.

We use early stopping method to avoid overfitting in this
paper. As an example, the mses for the training dataset and
the validation dataset as functions of number of epochs for
k =1 are shown in Fig. 3. We stop when the mean of mse
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FIG. 3. The learning curves in the training phase for k = 1. The

top-left panel corresponds to /s = 3 TeV, the top-right panel
corresponds to /s = 10 TeV, the bottom-left panel corresponds
to /s = 14 TeV, and the bottom-right panel corresponds to
/s =30 TeV.

of last 50 epochs of the validation set is larger than then the
one of the last 100 epochs, which is checked every 100
epochs. In the training, we preserve the networks by
training to 500 epochs while keeping only the one with
the smallest mses for validation datasets. So when mse of
the validation dataset plateaus early, or starts to rise, the
result with the smallest mse will not be missed.

It has been noticed that the mse of the validation dataset
is smaller than the one of the training dataset, for example
the case at /s = 14 TeV in Fig. 3. It is found that whether
or not validation is better than training occurs mainly
depends on the segmentation of the training and validation
datasets. Meanwhile, if one looks at the mean absolute error
(mae) of the training and validation sets, which is defined as
SOV S8 |y x0un| /N, one will find that the two are
always close to each other, for example as the case at /s =
14 TeV shown in Fig. 4. Since mse is more sensitive to
anomalous samples, it can inferred that, the above phe-
nomenon is due to the fact that there are events in the SM
dataset that are more anomalous relative to the rest of the
SM events, and that where they are partitioned determines
the mse. Normally, this is a situation more appropriate to
use mae as a loss function, however, since mse is more
sensitive to anomalous samples and our goal is not to
reproduce the SM events but to find anomalies, we still use
mse as a loss function.

D. Distribution of the anomaly score

As described in the previous section, the AEAD uses
how well the AE can reproduce the input as the anomaly
score. That is, one can use d as the anomaly score. Note that

0.46

training
———— validation
0.45 ]

0.44

Y
S 043

m

042}

0.41 |

0.4 . . . .
0 100 200 300 400 500

epoch

FIG. 4. The mean absolute errors of training and validation
datasets at /s = 14 TeV.

d is defined using the data after z-score standardization,
therefore is dimensionless.

In this subsection and in the following, we concentrate
on the test datasets. As an example, the normalized
distributions of d when k=1 are shown in Fig. 5. It
can be seen that the d for the SM background at different
energies are generally small, thanks to the well trained AE.
Meanwhile, the d for the NP signals are generally larger,
and the larger the /s, the larger d. From the distributions it
can be conclude that d can provide a good discriminate
ability to select the NP signals as expected.

(1/N) dN/0.5
(1/N) dN/0.5

(1/N) dN/0.5

FIG. 5. The normalized distributions of d when k =1 for the
SM events and for the NP events in the test datasets. The top-left
panel corresponds to /s =3 TeV, the top-right panel corre-
sponds to /s = 10 TeV, the bottom-left panel corresponds to
/s =14 TeV, and the bottom-right panel corresponds to
/s =30 TeV.
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FIG. 6. The distributions of the test dataset events in the latent
space when k= 1. The top-left panel corresponds to /s = 3 TeV,
the top-right panel corresponds to /s = 10 TeV, the bottom-left
panel corresponds to /s = 14 TeV, and the bottom-right panel
corresponds to /s = 30 TeV.

E. Latent space distribution

It is known that AE can also be used as a data
dimensionality reduction algorithm, a scheme that uses
AE for classification uses AE as a data preparation stage. In
combination with AE, other classification algorithms or
AD algorithms can be applied in the latent space, i.e., the
space consisting of the a; values that are in the middle layer.
Since the AE is trained to approximately reproduce events
of the SM, this means that a; contain the major information
needed to reconstruct the events. For this to happen, there
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are hidden relationships between the components of the
vectors input to the AE, as a result, the components of the
input vectors are not independent of each other. After
dimension reduction, the events can be represented by a
smaller number (k in our case) of variables. Therefore, with
the help of latent space, the features of the SM and NP are
more easily presented visually.

The distributions of the events in the latent spaces when
k = 1 are shown in Fig. 6, and the case for k = 2 are shown
in Fig. 7. It can be seen that, in the latent spaces, the NP
events already distribute differently from the SM events.
Due to the nonlinearity of the activation functions (seg-
mented functions are used as the activation functions),
different regions in the latent space often represent different
functions that have been imposed to ¢; in the decoder, and
therefore represent different relationships among the com-
ponents of the input/output vectors. The fact that the SM
and NP events distributed differently in the latent space
reflects the conjecture that, since the hidden relationships
between the components are obtained by having the AE
trained on the SM events, the events of the NP are not
described by these relationships. This explains why d can
be used to search for the NP signals.

F. Cut efficiency
Since there is no interference between the SM and NP,
the cross section after cut can be written as

2 ~
o(fi) = esmbsm + gog“%&gﬁi(fi)’ (3)

where 6y and 5gr,i(fi) are listed in Table II, &gy is the cut
efficiency of selecting events with d > d, for the SM, and

x10* x10*
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FIG.7. Same as Fig. 6 but for k = 2. The panels in the first row are for the SM test dataset, and those in the second row are for the O
test datasets. The first, second, third and the fourth columns correspond to /s = 3 TeV, 10 TeV, 14 TeV, and 30 TeV, respectively.
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FIG. 8. ¢ as functions of dy, compared with the fitted e(dy,).
The top-left panel corresponds to /s =3 TeV, the top-right
panel corresponds to 10 TeV, the bottom-left panel corresponds to
14 TeV, and the bottom-right panel corresponds to 30 TeV.

€o,,, are cut efficiencies for the NP signals. Note that, &
does not include the effect of the N; cut (denoted as sN]_),
which is already included in 6 = EN,0. EsM and €o,,, are

functions of dy,, and to facilitate the study of expected
coefficient constraints, we fit the cut efficiencies using
rational functions,

1+ aydy, + asd3,

ar + asdy, + a,d5, + agds,”
1+ ady

ar + asdy, + asd5,”

€SM(dt ) =

e(dn) =

4)

For the case of egy; when k = 1 and /s = 3 TeV, we use a
rational function with six parameters, and for the other
cases we use a rational function with four parameters.
As an example, the results of the fits in the case of k = 1
are shown in Fig. 8. It can be seen that, eq); is much smaller
than ¢¢  , indicates that the event selection strategy using

dy, can be used to suppress the background.

G. Expected constraints on the operator coefficients

Usually, when the NP signals are not found, the task is to
set constraints on the operator coefficients. This can be
done by using the statistical signal significance which is
defined as [116,117]

Sstat = \/2[(Nbg +Ns) ]n(l +N.9/Nbg) _Ns]’ (5)

where Ny, is the number of background events, N, is the
number of signal events. Since there is no interference

2
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FIG. 9. The expected constraints on f, at different energies as
functions of dy, when Sy, = 2 in the “conservative” case. The
top-left panel corresponds to /s = 3 TeV, the top-right panel
corresponds to /s = 10 TeV, the bottom-left panel corresponds
to /s = 14 TeV, and the bottom-right panel corresponds to
/s =30 TeV.

between the SM and NP, the number of events after cuts can
be obtained by N, = 5007-,fL X 647 and Ny, = egmL X Gy,
where ¢ is the cut efficiency, 6 is the cross section after N;
cut, and L is the luminosity.

The luminosities in the “conservative” case for the muon
colliders at /s = 3 TeV, 10 TeV, 14 TeV, and 30 TeV are
L =1ab"!, 10 ab-!, 10 ab™' and 10 ab™', respectively
[88]. Using the fitted &(dy,), the expected constraints on the
operator coefficients can be directly obtained. The expected
constraints for Sy, =2 in the “conservative” case are
shown in Fig. 9. It can be shown that, the cases for k = 1
and k =2 can perform better than the traditional event
selection strategy. At /s = 3, 10 and 14 TeV, k = 1 works
best, and at /s =30 TeV, k=2 works best. In the
following, we choose d,, which minimize the expect
constraints according to Fig. 9. The results of d, are listed
in Table IV.

TABLE IV. The values of dy which minimize the expected
constraints on fy when Sy, = 2 in the “conservative” case.

3 TeV 10 TeV 14 TeV 30 TeV
k 1 ab’! 10 ab™! 10 ab~! 10 ab~!
dy, 1 16.8 139.1 248.8 745.1
2 13.9 81.9 144.9 879.7
3 10.9 44.8 68.7 313.3
4 6.3 45.5 26.1 125.6
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TABLE V. Expected constraints on f;(1073 TeV™*) and
M; (TeV) in the “conservative” case at muon colliders.

k=1 k=2

3TeV 10TeV 14 TeV 30 TeV 30 TeV

Sga lab™! 10ab' 10ab~' 10ab-! 10 ab~!
|fol 2 <149 <l1.11 <0333 <0.0248 <0.0222
3 <184 <1.36 <0410 <0.0306 <0.0273
5 <239 <I1.77 <0.532 <0.0498 <0.0356
M, 2 >0.804 >2.74 >3.70 >7.08 >7.28
3 >0.764 >2.60 >3.51 >6.72 >6.92
5 >0.715 >2.44 >3.29 >6.29 >6.47
If1l 2 <221 <I1.75 <0.538 <0.0398 <0.0382
3 <272 <214 <0.661 <0.0490 <0.0471
5 <353 <278 <0.858 <0.0638 <0.0614
M, 2 >0.729 >245 >3.28 >6.29 >6.36
3 >0.692 >2.32 >3.12 >5.98 >6.04
5 >0.649 >2.18 >2.92 >5.59 >5.65
|f2] 2 <416 <3.09 <0930 <0.0686 <0.0623
3 <511 <379 <1.142 <0.0845 <0.0768
5 <664 <492 <1484 <0.1100 <0.1001
M, 2 >0.622 >2.12 >2.86 >5.49 >5.63
3 >0.591 >2.01 >2.72 >5.22 >5.34
5 >0.554 >1.89 >2.55 >4.88 >5.00
|f5] 2 <402 <3.12 <0957 <0.0710 <0.0667
3 <494 <383 <1.176 <0.0873 <0.0821
5 <641 <497 <1528 <0.1137 <0.1071
M; 2 >0.628 >2.12 >2.84 >5.45 >5.53
3 >0.596 >2.01 >2.70 >5.17 >5.25
5 >0.559 >1.88 >2.53 >4.84 >4.91

The expected constraints on f; and M; in both the
“conservative” and “optimistic” cases [88] are calculated,
and listed in Tables V and VI. Taking the case of /s =
3 TeV as an example, in this paper, the 26 constraint on
M, is about 27% of /s which is smaller than /s. From
the point of view of partial wave unitarity bounds, there is
no sign that the validity of EFT has been violated.
However, if we assume that f; = ¢;/A* and assume that
A > /s, then ¢; ~ O(4x) (for example |fo/A%|s? < 12.1
for Sy = 2 and /s = 3 TeV). Thus, the constraints are
still in the strongly coupled scenarios, and one can expect
that combined constraints of multiple processes or higher
luminosities can further tighten the constraints. Compared
with the HL-LHC, where the combined (combined of
pp = vy, pp = £y, pp — vy, and pp = qgy chan-
nels) constraint on M, is about 22% of +/s [80], our result
indicates that the muon collider is sensitive to gQGCs.

The uncertainties in this paper come from different
aspects. In MC simulation, higher-order contributions are
not included. The beam induced background is also
important, which typically leads to particles tangent to

TABLE VI. Same as Table V but for the “optimistic” case.
k=1 k=2
14 TeV 30 TeV 30 TeV
Sgtat 20 ab~! 90 ab~! 90 ab~!
[fo] (107* TeV™) 2 <2.80 <0.142 <0.127
3 <3.43 <0.175 <0.156
5 <4.45 <0.226 <0.202
M, (TeV) 2 >3.87 >8.14 >8.37
3 >3.67 >7.73 >7.95
5 >3.44 >7.25 >7.46
|£1] (107* Tev—) 2 <4.51 <0.228 <0.219
3 <5.54 <0.280 <0.269
5 <7.18 <0.363 <0.349
M, (TeV) 2 >3.43 >7.23 >7.31
3 >3.26 >6.87 >6.94
5 >3.05 >6.44 >6.51
[f2] (107* TeV™) 2 <7.80 <0.394 <0.357
3 <9.58 <0.483 <0.438
5 <1242 <0.626 <0.568
M, (TeV) 2 >2.99 >6.31 >6.47
3 >2.84 >6.00 >6.14
5 >2.66 >5.62 >5.76
|£3] (107* TeV™) 2 <8.04 <0.407 <0.382
3 <9.86 <0.499 <0.469
5 <12.79 <0.647 <0.608
M; (TeV) 2 >2.97 >6.26 >6.36
3 >2.82 >5.95 >6.04
5 >2.64 >5.57 >5.66

the trajectories, and is not yet included in DELPHES at this
stage, therefore difficult to be considered. Another uncer-
tainty comes from the stochastic nature of training, e.g.,
randomly dividing the data into training, validation and test
sets, random network initialization, random selection of a
portion of the training data when calculating the gradient
during training. To study the projected sensitivities, one
operator is considered at a time. There are possible
contributions from other high dimensional contributions.
Note that if the jets were from quarks, there will be possible
interference between the SM and NP, and the interference
of a dimension-12 operator is at the same order of gQGCs
assuming the Wilson coefficients are at the same order.

H. Compare AEAD with traditional method

A comparison is made between the AEAD and the
traditional method. It can be seen that, the best expected
constraints derived by the AEAD are generally better than
those derived using the traditional method used in
Ref. [92], which is listed in Table VII. The expected
constraints on f; at 95% CL level (S, = 2) are compared
with those from the traditional method [92] in Fig. 10, it can
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TABLE VII. The traditional event selection strategies at differ-
ent energies [92]. pr is the transverse missing momentum and
m;; is the invariant mass of two hardest jets. Itis also required that
N; > 2 to calculate m;;.

Vs (TeV) Pr mjj

3 >50 GeV >1 TeV
10 >100 GeV >3 TeV
14 >100 GeV >5 TeV
30 >200 GeV >10 TeV

be shown that in all cases, the AEAD performs better. It can
be concluded that the AEAD can archive better results. In
particular, the AEAD always works better for O,7 ; 3 than
O,r02, and the case of /s = 14 TeV is the worst case.

It is also noted that, only marginal gains are achieved by
the AEAD with respect to the ‘traditional’ event selection
strategy. However, compared with a traditional event
selection strategy, AEAD is an AD algorithm. It does
not need the information of NP, in the training of the AE,
only the information of the SM is used. Although the
AEAD does not utilize the information of NP, because of
this it brings advantages. AEAD can find signals of NP
without knowing what NP signals to look for. Except for
that, AEAD simply find out the anomalous signals. Even if
there was no NP, anomalous signals are noteworthy, they
could be rare processes in the SM, or possible errors.

Another reason is that the final state of the process in this
paper is simple. The ANN is good at finding potential
patterns from a large and complicated feature space. It is
expected that as the precision tests of the SM get more
intensive, rarer processes with more final state particles will
be considered, it will be more difficult for a traditional
method to reveal NP signals from analysis of a large
amount of possible observables, which is a better case to
utilize the advantages of ANNS.

V. SUMMARY

With the potential for acceleration using quantum
computing, the role of AE in searching for signals of
NP becomes important, especially since NP has yet to show
clear signs, and the search for NP cannot avoid dealing with
increasing amounts of data for the foreseeable future. In
this paper, the process of searching for NP signals using
AEAD is proposed. The procedure is independent of the
content of the NP to be searched since only the SM dataset
is used in the training phase.

As an example, the process u"u~ — vjj at muon
colliders is considered, which is sensitive to the dimen-
sion-8 operators contributing to gQGCs. The event selec-
tion strategy based on AEAD is studied, and the expected
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FIG. 10. The comparison of the expected constraints at
95% C.L. level obtained by a traditional event selection strategy
[92], and the AEAD event selection strategy. The top-left panel
corresponds to /s = 3 TeV, the top-right panel corresponds to
10 TeV, the bottom-left panel corresponds to 14 TeV, and the
bottom-right panel corresponds to 30 TeV.

constraints on the operator coefficients are calculated. It can
be shown that, the constraints are generally tighter than
those obtained by using a traditional event selection
strategy. Therefore, it can be concluded that the AEAD
is effective in the phenomenological study of the SMEFT. It
is expected that the AE algorithm accelerated by quantum
computers can be even more efficient in the future.
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