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We present a systematic study of cosmological parameter bias in weak lensing and large-scale structure
analyses for upcoming imaging surveys induced by the interplay of intrinsic alignments (IA) and
photometric redshift (photo-z) model misspecification error. We first examine the degeneracies between the
parameters of the tidal alignment–tidal torquing (TATT) model for IA and of a photo-z model including a
mean shift (Δz̄) and variance (σz) for each tomographic bin of lenses and sources, under a variety of
underlying true IA behaviors. We identify strong degeneracies between: (1) the redshift scaling of the tidal
alignment amplitude and the mean shift and variances of source bins, (2) the redshift scaling of the tidal
torquing amplitude and the variance of the lowest-z source bin, and (3) the IA source density weighting and
the mean shift and variance of several source bins. We then use this information to guide our exploration of
the level of cosmological parameter bias which can be induced given incorrect modeling of IA, photo-z, or
both. We find that marginalizing over all the parameters of TATT is generally sufficient to preclude
cosmological parameter bias in the scenarios we consider. However, this does not necessarily mean that IA
and photo-z parameters are themselves unbiased, nor does it mean that the best-fit model is a good fit to the
data. We also find scenarios where the inferred parameters produce χ2d:o:f: values indicative of a good fit but
cosmological parameter bias is significant, particularly when the IA source density weighting parameter is
not marginalized over.

DOI: 10.1103/PhysRevD.109.083528

I. INTRODUCTION AND MOTIVATION

The combination of weak gravitational lensing and
galaxy clustering measurements produces an extremely
powerful probe of cosmological parameters, providing
particular insight into the value of S8 ≡ σ8

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΩM=0.3

p
,

where σ8 quantifies the amplitude of matter density
fluctuations on a scale of 8 Mpc=h and ΩM is the fractional
energy density of matter today [1–4]. Tightening the con-
straint on S8 is of special interest at the moment, due to the
tension which has emerged in recent years [5] between its
value as measured by late-time observables vs that implied
by measurements from early times (particularly the cosmic
microwave background) [1,2,6]. Rapidly approaching
Stage IV surveys Euclid [7], the Nancy Grace Roman

Space Telescope [8], and the Rubin Observatory’s Legacy
Survey of Space and Time (LSST, [9]) will provide an
order-of-magnitude increase in our weak lensing source
galaxy sample sizes, and will correspondingly produce
measurements of weak lensing and galaxy clustering with
unprecedented precision. We thus have the opportunity to
significantly tighten the constraint on S8. At the same time,
these surveys will provide us with uniquely powerful
measurements of the equation of state of dark energy,
and specifically its parameters w0 and wa, in order to pin
down the nature of dark energy as a function of cosmic
time. To achieve these goals in a robust manner, though, we
must ensure that we strictly control the systematic uncer-
tainties which could impact our analysis. For a review of
these systematic effects and their possible impact on
cosmological inference in upcoming surveys, see [10].
The canonical analysis setup for the current and upcom-

ing generation of photometric cosmological galaxy survey
samples is the so-called 3 × 2pt analysis, which consis-
tently combines measurements of weak lensing and galaxy
clustering two-point correlation functions in tomographic
redshift bins (see, for example, [1,2,11]). Two essential
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sources of systematic modeling uncertainties for 3 × 2pt
analysis are photometric redshifts (photo-z) and the intrin-
sic alignment (IA) of galaxies. Both of these phenomena
have been extensively shown to be individually capable of
biasing cosmological parameter constraints when inad-
equately modeled (see e.g. [12,13] for IA and [14–16]
for photo-z). We have also recently seen that at the level
of current data, selecting the appropriate IA model is
nontrivial, and opting for a more complex model when a
simpler one would suffice has the potential to induce
projection effects and act as a limiting factor in 3 × 2pt
cosmological constraints [17].
Typically, tests as to the appropriate model for a given

systematic effect are conducted effect by effect, fixing the
modeling of those not under active consideration (see, for
example, [18]). However, recent works [19–21] have begun
to evidence a connection between the modeling of IA
and the treatment of photometric redshifts, showing that
differences in photometric redshift modeling and residual
uncertainty in the parameters of such models can lead to
biases to the intrinsic alignment amplitude, as well as to
cosmological parameters including S8. In particular, [19]
showed that for a cosmic-shear-only analysis, misspecifying
the photo-z model, particularly at lower redshifts, can induce
a bias in IA amplitudes, and also that the level of IA present
in the data impacts the degree to which cosmological
constraints are biased due to photometric redshift errors.
In this work, we consider the interplay between intrinsic

alignment and photometric redshift model misspecification
in the context of a 3 × 2pt analysis for a Stage IV survey.
Working within the scope of state-of-the-art modeling of
these two effects, we identify the most significant degen-
eracies which occur between photo-z and IA parameters
under an expansive set of IA truth scenarios. We find that
the nature of the true IAwhich is present does substantially
impact the dominant degeneracies identified.
Having identified three scenarios in which significant

degeneracies occur between IA and photo-z parameters, we
explore each case in more detail. Specifically, we consider
to what extent the presence of these degeneracies, together
with a misspecification of one or more of the parameters
involved, can induce bias in the cosmological parameters of
interest. We focus on bias in the 2D planes of S8 −ΩM as
well as of w0 − wa. Following the recent works of [22,23],
we also consider the effect on the χ2-per-degree-of-freedom
statistic.
In Sec. II, we introduce the theoretical framework for

3 × 2pt analysis, the IA and photo-z models we will
consider, and the statistical framework for our parameter
inference bias calculations. Then in Sec. III we first discuss
the identification of relevant degeneracies between IA and
photo-z parameters under different IA truth models, before
moving on in Sec. IV to explore these degeneracies in details
insofar as their potential to induce biases in cosmological
parameter inference analysis. We conclude in Sec. V.

II. THEORY AND SETUP

In this section, we review the theoretical formalism for
modeling in a 3 × 2pt analysis (including photo-z and IA
modeling). We largely follow the modeling formalism
described in [17,18]. We proceed to review the Fisher
forecasting formalism, and introduce our particular fore-
casting setup as well as our metrics for parameter bias and
goodness of fit.

A. Modeling

1. 3 × 2pt spectra

We consider a so-called 3 × 2pt set of observables; that
is, our observables are the three possible combinations of
angular two-point correlation functions between galaxy
positions and shears. In Fourier space, where we choose to
work, the theoretical expression for the two-point spectrum
of galaxy clustering is given by

Cl
gigj ¼

Z
χ∞

0

dχbiðl; χÞbjðl; χÞ
dNi

dχ
dNj

dχ
Pδ

�
l
χ
; χ

�
; ð1Þ

where i and j denote tomographic redshift bins, bi is galaxy
bias (which for generality wewrite as a function of time and
scale), dN

i

dχ is the distribution of galaxies in tomographic bin
i with respect to comoving distance χ, χ∞ is the comoving
distance to the horizon, Pδ is the matter power spectrum,
and here and throughout unless otherwise noted we assume
a flat Universe and employ the Limber approximation [24].
Similarly, in the case of galaxy-galaxy lensing, the

angular two-point spectrum is given by

Cl
κigj ¼

Z
χ∞

0

dχbðl; χÞWiðχÞ
χ

dNj

dχ
Pδ

�
l
χ
; χ

�
; ð2Þ

whereWiðχÞ is the lensing efficiency for tomographic bin i,
given by (see e.g. [17])

WiðχÞ ¼
3H2

0ΩM

2c2
χ

aðχÞ
Z

χ∞

χ

χ0 − χ

χ0
dNi

dχ0
dχ0: ð3Þ

Here, H0 is the Hubble constant, c is the speed of light in a
vacuum, and a is the scale factor. Finally, the angular
spectrum for cosmic shear is given by

Cl
κiκj

¼
Z

χ∞

0

dχ
WiðχÞWjðχÞ

χ2
Pδ

�
l
χ
; χ

�
: ð4Þ

We use version 2.8.0 of the Core Cosmology Library1

[25] to calculate these quantities in this work.

1https://github.com/LSSTDESC/CCL.
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2. Photometric redshift distribution

We qualitatively model the photometric redshift error
induced misspecifications on the sample redshift distribu-
tion in a given tomographic lens or source bin i using a
parametric model. Our method here follows that of [16].
We begin with a reference redshift distribution of the

full sample, representing either all lenses or all sources as
appropriate. In this section, this distribution is referred to as
dN
dz . We multiply dN

dz by a top-hat selection function, ΘiðzÞ,
for each tomographic bin, resulting in a redshift distribution
for each tomographic bin i which has sharp cuts in z and
incorporates no photo-z error effects yet. To incorporate
these effects, we convolve each dN

dz Θ
iðzÞ with a Gaussian,

which applies a possible shift in the mean as well as a
redshift-dependent variance. The resulting set of tomo-
graphic redshift distributions are denoted as dNi

dz̃ .
Mathematically, we can write this as

dNi

dz̃
¼

R
dz dN

dz Θ
iðzÞpiðz; z̃ÞR

dz̃
R
dz dN

dz Θ
iðzÞpiðz; z̃Þ ; ð5Þ

where the denominator is simply a normalization factor.
piðz; z̃Þ is the above-mentioned Gaussian and is given by

piðz; z̃Þ ∝ exp

�
−
1

2

�
z − ðz̃þ Δz̄iÞ
σizð1þ zÞ

�
2
�
; ð6Þ

where Δz̄i parametrizes the shift in the mean of the tomo-
graphic bin and σiz the variance imposed by photo-z error.
Equation (5) is a qualitative model that describes how

photometric redshift systematics change the shape of tomo-
graphic redshift bins, where Δz̄i and σiz represent typical
degrees of freedom. Neither the construction of Eq. (5), nor
z and z̃ should be associated with realistic sample redshift
inference or redshift estimates. We refer to e.g. [26–29] for
more in-depth discussion on sample redshift inference as
well as examples of its practical implementation.
Finally, whilst we acknowledge that a Gaussian-only

model such as Eq. (6) is an overly simplistic parametriza-
tion of the effect of photo-z error, particularly for the
deep source galaxy samples we expect for Stage IV (see
e.g. [30,31]), we choose to employ this simplified model in
this work as a starting point. Future work involving more
complex modeling (e.g. including catastrophic outliers)
would no doubt be beneficial, but would itself benefit from
building upon the baseline case we present here.

3. Intrinsic alignment models

In Eqs. (2) and (4) above for the two-point functions of
galaxy-galaxy lensing and cosmic shear, respectively, we
have included only the gravitational lensing terms when in
reality the measurement of the ensemble shear statistics
required to obtain these observables is contaminated by the

correlation in the intrinsic alignment of galaxies. For
cosmic shear, the more complete two-point function of
ellipticities which accounts for this is given by

Cl
ϵiϵj

¼ Cl
κiκj

þ Cl
κiIj þ Cl

Iiκj þ Cl
IiIj ; ð7Þ

where Ii is the intrinsic alignment of galaxies in tomo-
graphic bin i. Similarly, for galaxy-galaxy lensing we have

Cl
ϵigj ¼ Cl

κigj þ Cl
Iigj : ð8Þ

It is again helpful to write these angular spectra in terms
of projections over the line-of-sight window functions of
3D spectra:

Cl
κiIj ¼

Z
χ∞

0

dχ
WiðχÞ
χ

dNj

dχ
PGI

�
l
χ
; χ

�
; ð9Þ

Cl
IiIj ¼

Z
χ∞

0

dχ
WiðχÞWjðχÞ

χ2
PII

�
l
χ
; χ

�
: ð10Þ

Cl
Iigj ¼

Z
χ∞

0

dχbjðl; χÞ
dNi

dχ
dNj

dχ
PδI

�
l
χ
; χ

�
: ð11Þ

Our intrinsic alignment model must then provide a means
to specify PGI, PII , and PδI in terms of model parameters.
The tidal alignment–tidal torquing (TATT) model for

intrinsic alignment [32] is a perturbative model which
typically takes into account terms up to second order in the
density field and the tidal field (tidal effects being broadly
understood to be the main source of IA outside single-halo
scales). In the TATT model, the galaxy shape field as
sourced by intrinsic alignments is written as

γIAij ¼ A1sij þ A1δδsij þ A2

X
k

sikskj þ � � � ; ð12Þ

where sij is the tidal field tensor (a position-dependent,
3 × 3 quantity). A1, A1δ, and A2 are generally z dependent.
In accordance with the above expansion, PII , PGI, and PδI
can be written in terms of A1, A1δ, and A2; we do not
reproduce the full expressions for these here but refer the
reader to [32]. We calculate these 3D spectra and include
them in the required projected angular spectra again using
the Core Cosmology Library and specifically the capabil-
ities of the FASTPT code incorporated therein [33].
We follow [17] in parametrizing A1, A1δ, and A2 as

follows:

A1ðzÞ ¼ −a1C̄1

ρcritΩM

DðzÞ
�
1þ z
1þ z0

�
η1
; ð13Þ

A2ðzÞ ¼ 5a2C̄1

ρcritΩM

DðzÞ2
�
1þ z
1þ z0

�
η2
; ð14Þ

PHOTOMETRIC REDSHIFTS AND INTRINSIC ALIGNMENTS: … PHYS. REV. D 109, 083528 (2024)

083528-3



A1δðzÞ ¼ bTAA1ðzÞ; ð15Þ

where C̄1 ¼ 5 × 10−14M⊙h−2 Mpc2 is a normalization
factor originally from [34], DðzÞ is the linear growth
factor, ρcrit is the critical density, and z0 is a pivot redshift
which we again follow [17] in fixing to 0.62. We see that in
this parametrization, the TATT model has five free param-
eters: fa1; η1; a2; η2; bTAg.
In the below, we will also consider the nonlinear align-

ment model (NLA) [35]. The NLAmodel can be thought of
as a reduced version of TATTwhich considers only the first
tidal alignment term; it is equivalent to the TATT model
in the case where a2 ¼ 0 and bTA ¼ 0 (and η2 does not
contribute where a2 ¼ 0). In this work wewill consider two
versions of the NLA model: one which has two parameters,
a1 and η1, thus allowing for a z-dependent amplitude
(which we sometimes refer to as NLA-z below), and one
where η1 is fixed to 0, forcing a constant intrinsic alignment
amplitude with redshift.

B. Fisher forecasting and bias formalism

We use Fisher forecasting in this work. The Fisher matrix
measures how much information one can extract on a given
parameter using a data vector. It is the expectation value
of the observed information and, under certain regularity
conditions, the upper bound on the parameter precision (the
Cramer-Rao bound). The components of the Fisher matrix
in our scenario are given by

Fij ¼
�
∂d⃗
∂θi

�T

Cov−1
∂d⃗
∂θj

; ð16Þ

where d⃗ is the data vector, θi is the ith model parameter,
Cov is the covariance matrix of the data vector, and the
derivatives should be understood to be evaluated at a
fiducial set of parameter values. The Fisher matrix F then
provides a lower bound of the inverse covariance matrix of
the estimated model parameter vector θ⃗. Note that it has
been assumed here that the dependence of the covariance
matrix on the parameters θ⃗ is negligible. For a detailed
pedagogical introduction to Fisher forecasting, see [36,37].
In this work, we use the Fisher matrix not only to obtain

forecast parameter constraints and degeneracies but also to
estimate the level of bias which an incorrect modeling
assumption may induce in our inferred parameter values.
The forecast bias to the inferred value of parameter θi in
this case can be approximated as [38–40]:

δθi ¼ ðFijÞ−1
�
d⃗true − d⃗fid

�
Cov−1

∂d⃗fid
∂θj

ð17Þ

where d⃗true is the data vector as computed under the “true”
correct model and d⃗fid is the data vector computed at the

fiducial values of the inappropriate (misspecified) model.
Note that Fij is the Fisher matrix within the inappropriate
model i.e. for the parameter set of the model which would
be assumed in the hypothetical analysis.
A common pitfall in Fisher forecasting is the need for

numerical derivatives of the data vector with respect to
parameters. In this work, we make use of a five-point
stencil method for numerical derivatives. For the results
shown in Sec. III below, we have verified in all cases that
results are insensitive to the step size chosen and particu-
larly that there are no qualitative changes due to varying the
numerical differentiation step size. Nevertheless, we cau-
tion that Fisher forecasting with numerical derivatives
almost inevitably carries some level of uncertainty (see
e.g. [41]). In Sec. IV, we compute all results across a range
of derivative step sizes, and include error bars which reflect
the resulting variation in computed quantities where appro-
priate. Since our goal is to identify qualitative features
of the parameter space and analysis rather than to make
quantitative forecasting statements, this derivative-related
uncertainty, once considered, does not impeded our work.
Finally, Fisher forecasting intrinsically assumes that the

posterior probability distribution of the parameters can be
described by a multidimensional Gaussian, an assumption
which is not always correct but is a suitable approximation
in many cases. There is a particular question which may
arise about the use of Fisher forecasting in this case, namely
the fact that the posterior distributions of the a1 and a2
parameters have been seen in previous analyses to be
bimodal, particularly across their 0-values and as a result of
the fact that terms scaling like a21, a22, and a1a2 are
insensitive to a flip in the sign of both parameters. The
authors of [17] point this out but also note that this is
believed to be a feature of the fact that in the current Stage
III context, the uncertainties on IA parameters far exceed
the magnitude of their best-fit values. We do not expect this
to be the case in the Stage IV scenario which we consider
here (and the results of our forecasts support this). We
additionally mitigate this potential issue via the consid-
eration of a set of truth IA scenarios which encapsulates
symmetric cases of both positive and negative a1 and a2
values, thus avoiding the situation in which the one set of
potentially equally viable values is not considered. This all
being said, Fisher forecasting is ultimately an analysis
choice taken for expediency and to minimize computational
cost, and future work which employs more realistic analysis
methods such as Markov chain Monte Carlo (MCMC) and
variants may be helpful to better quantitatively understand
the largely qualitative results expressed here.

C. Forecasting setup

1. Terminology

We first clarify the specific meaning we intend for some
terms that we will use in describing the forecasts we

LEONARD, RAU, and MANDELBAUM PHYS. REV. D 109, 083528 (2024)

083528-4



perform, particularly with regards to the use of different
models and modeling choices.
(1) The truth model and truth parameters are the models

and parameter sets which we use to compute the data
vector which acts in the place of the measurement.
d⃗true is this data vector. The truth model and truth
parameters are a full and correct description of the
underlying physics as presumed in a given forecast-
ing scenario. The truth model is also used in the
calculation of the ΔðS8 − ΩMÞ and Δðw0 − waÞ
metrics (defined below) as the fraction of σ bias
is reported with reference to the posterior distribu-
tion in the truth model, following the procedure
of [22].

(2) The assumed model is the model which would be
used to model the data vector in a real analysis. In a
real analysis, it would be used in computing the
theoretical version of the data vector at a given set of
sampled parameters as part of Bayesian parameter
inference.

(3) The fiducial parameters are the parameters of the
assumed model to be utilized in computing d⃗fid and
the Fisher matrix in Eq. (17).

2. Assumed survey configuration

Our 3 × 2pt data vector d⃗ comprises the clustering,
galaxy-galaxy lensing, and cosmic shear Cls as given in
Eqs. (1), (2), and (4), respectively. In an effort to base our
observational setup on a realistic early Stage IV 3 × 2pt
analysis, we largely follow the observational setup
for LSST year 1 as given in [16]. This includes the
following:
(1) Five source redshift bins and five lens redshift bins,

following the prescription for LSST year 1 of [16].
Notably this includes the joint probability of photo-z
and true-z given in Eq. (6) above. These redshift
distributions are visualized in Fig. 1.

(2) Autospectra only for clustering. Galaxy-galaxy
lensing spectra selected for inclusion via the same
criteria as in [16] such that cross-correlations where
source redshifts are predominantly below lens red-
shifts are excluded.

(3) 20 l bins for each cross-spectrum, logarithmically
spaced between l ¼ 20–15; 000.

(4) Scale cuts to remove high-l (small scale) bins as
described in [16]. For clustering and galaxy-galaxy
lensing, the maximum l value retained for each
spectrum is defined as

lmax ¼ kmaxχðhziÞ − 0.5; ð18Þ

where kmax is taken to be 0.3h/Mpc and hzi is the
mean redshift of the lens bin in question. For cosmic
shear, we take lmax ¼ 3000 in all cases.

We use the data products and scripts released with [16] to
obtain the appropriate LSST year 1 3 × 2pt data covariance
matrix for our setup. The data covariance includes non-
Gaussian effects and was originally computed using
COSMOLIKE

2 [42]. It assumes an LSST observing strategy
which results in a survey area of 1.23 × 104 deg2 for year 1,
corresponding to a sky fraction of approximately 0.3.

3. Parameter space

Our parameter space consists of cosmological, galaxy
bias, intrinsic alignment, and photometric-redshift para-
meters.
Our cosmological parameter space is summarized in

Table I. We impose broad Gaussian priors on the cosmo-
logical parameters which are intended to be uninformative
but to stabilize the numerical calculation of the Fisher
matrix. We then further impose priors which represent
Stage-III-like constraints on the subset of cosmological

FIG. 1. Fiducial lens galaxy (left) and source galaxy (right) redshift distributions in our forecasting analysis setup.

2https://github.com/CosmoLike/DESC_SRD.
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parameter space which excludes w0 and wa, including
realistic correlations. We take the Fisher matrices repre-
senting these Stage III priors from the data release of [16].
Note that in the below analysis we make use of the derived
parameter S8 ¼ σ8

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΩM=0.3

p
; see Sec. 5 of [43] for the

procedure by which we transform Fisher matrices to this
basis (as well as for a helpful review of Fisher forecasting in
general).
We include a scale-independent galaxy bias in each

tomographic bin [setting bðl; zÞ in Eqs. (1) and (2) above
to a constant for each lens galaxy bin]. Fiducial values of
these bias parameters are taken in agreement with [16] and
given in Table I.
For the parameters which describe intrinsic alignment,

several fiducial sets of parameters are required to describe
the different model choices we will explore. For intrinsic
alignment all models considered are subsets of the TATT
model. The sets of fiducial values for the intrinsic align-
ment models considered below are given in Table II. Priors
on IA parameters are uniform and flat.
For the modeling of photo-z error, the full set of possible

modeling parameters is Δz̄i¼1–5
l , σi¼1–5

z;l , Δz̄j¼1–5
s , and

σj¼1–5
z;s , with l indicating lens tomographic bins and s

indicating source tomographic bins. We define a “baseline”
set of photo-z parameter values, which are provided in
Table III. Priors on photo-z parameters are uniform flat.
Note that we will often below consider the case where
σi¼1–5
z;l and σj¼1–5

z;s must be specified as part of the model but
should be considered as fixed parameters and not ones
which would be marginalized over in a parameter inference
analysis. We refer to this as the “binned shift” photo-z
model.

4. Metrics

We use three metrics to describe the severity of the
cosmological parameter biases and impact on goodness of
fit that can result from misspecifying a component of our
model. The first two are related to the level of cosmological
parameter bias induced by model misspecification:
(1) ΔðS8 − ΩMÞ: This is the absolute level of the

parameter bias in the plane of S8 and ΩM (margin-
alizing over all other parameters). We report this as
nσ, calculating n by finding the confidence region
under an analysis which assumes the truth model on
the border of which the biased values of S8 and ΩM
lie. This procedure follows [22]. It is typical in
checking for robustness to systematics modeling
choices to require that a given modeling choice
introduce no more than 0.3σ cosmological parameter
bias (see e.g. [18]), and we will take this value as a
subjective threshold for concern.

(2) Δðw0 − waÞ: The same as above, but considering the
parameter bias in the plane of w0 and wa, as these are
key target parameters for Stage IV dark energy
surveys.

The third metric is related to goodness of fit. If a
modeling choice results in a high bias in cosmological
parameters but fails a typical “goodness-of-fit” test, then
the modeling issue would in principle be identifiable and
correctable. We therefore also want to consider some
goodness-of-fit metric, to determine the most troubling

TABLE I. Fiducial values, pfid, and Gaussian prior widths, σðpÞ, where relevant, of cosmological and galaxy bias parameters p. See
text for note on additional Stage III cosmological parameter priors. Galaxy bias parameters have uniform priors and their fiducial values
are taken in accordance with [16].

ΩM ΩB h w0 wa σ8 ns b1 b2 b3 b4 b5

pfid 0.3156 0.0492 0.6727 −1 0.05 0.83 0.9645 1.562362 1.732963 1.913252 2.100644 2.293210
σðpÞ 0.1 0.04 0.1 1 5 0.14 0.1 � � � � � � � � � � � � � � �

TABLE II. Intrinsic alignment parameter sets used in identify-
ing degeneracy directions and exploring parameter inference bias.
Note that parameters listed as having fiducial value “0” were in
reality given a very small fiducial value of 0.01 in order to prevent
numerical issues related to the Fisher analysis framework.

Par set a1 η1 a2 η2 bTA

1 0.5 1.5 0.5 1.5 1
2 0.5 0 0.5 0 1
3 0.5 −1.5 0.5 −1.5 1
4 0.5 1.5 0 0 0
5 0.5 0 0 0 0
6 0.5 −1.5 0 0 0
7 0.5 1.5 −0.5 1.5 1
8 0.5 0 −0.5 0 0
9 0.5 −1.5 −0.5 −1.5 1
10 −0.5 1.5 0.5 1.5 1
11 −0.5 0 0.5 0 1
12 −0.5 −1.5 0.5 −1.5 1
13 −0.5 1.5 0 0 0
14 −0.5 0 0 0 0
15 −0.5 −1.5 0 0 0
16 −0.5 1.5 −0.5 1.5 1
17 −0.5 0 −0.5 0 1

TABLE III. “Baseline” photo-z parameter values.

Δz̄i¼1–5
l Δz̄j¼1–5

s σi¼1–5
z;l σj¼1–5

z;s

0 0 0.05 0.03
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cases: where cosmological parameter bias exists but the
modeling provides a seemingly acceptable fit to the data.
For this purpose, we select χ2d:o:f:, the χ2 per degree of
freedom. Recall that χ2 is given by

χ2 ¼ �
d⃗fit − d⃗obs

�T · Cov−1 · �d⃗fit − d⃗obs
�
; ð19Þ

where d⃗fit is the theoretical data vector described by the
best-fit model and d⃗obs is the observed data vector. χ2d:o:f: is
then given by χ2=nd:o:f. where nd:o:f . is the number of
degrees of freedom: the number of elements of the data
vector minus the number of parameters in the model being
fit, in the case where all parameters have uninformative
priors. Note that because we include informative Stage III
priors on some of our cosmological parameters, this
definition slightly overestimates our number of degrees
of freedom. However, because in our case nd:o:f . is heavily
dominated by the number of elements in the data vector, we
do not expect this to impact our results.
An optimal fit would result in χ2d:o:f: ≈ 1, and a “good fit”

would thus have χ2d:o:f: “near to 1” in some sense. The
probability to exceed (“p-value”) quantifies this, where a
smaller p-value indicates a worse goodness of fit. For
example, p ¼ 0.05 indicates that, in the case where the
model is a good fit to the data, for 95% of random draws
from the data distribution the χ2 metric would have been
smaller. We thus want to set a (subjective) threshold in
p-value for which we consider the fit to be acceptable.
Our nd:o:f. ranges from 516–520 (ignoring informative
prior effects); for this case, a χ2d:o:f: ≈ 1.1 is equivalent to
p ¼ 0.05, and we take this as a threshold at which, using
this metric, we would be able to empirically identify a
potential model misspecification.
We create 200 realizations of d⃗obs by drawing from a

multivariate Gaussian with mean d⃗true (the theoretical data
vector computed in the truth model) and covariance Cov.
We then compute χ2=nd:o:f . for each of these realizations
with d⃗fit being given by the theoretical model computed at
the biased parameter values as would be inferred under
model misspecification [see Eq. (17)]. In Sec. IV below,
values of χ2d:o:f: shown are given as the mean of this set, and
error bars on these values are given by the variance of
the set.
We select χ2d:o:f: as our goodness-of-fit metric because of

its widespread use in late-time observational cosmology as
a heuristic goodness-of-fit diagnostic. We consider it to be
the most universally employed metric and hence the one
most relevant to this discussion. However, we note there
exist a variety of goodness-of-fit and model-selection
metrics which have been applied to cosmological scenarios,
such as the Akaike information criteria [44], the Bayesian
information criteria [45], and the Bayesian evidence [46].

When presenting results in terms of all three of these
metrics below, we include uncertainties. We stress that the
uncertainties presented on ΔðS8 −ΩMÞ and on Δðw0 − waÞ
are sourced from the propagation of numerical differ-
entiation errors typical of Fisher forecasting (discussed
above in Sec. II B). The uncertainties presented on χ2d:o:f:,
on the other hand, represent the distribution of χ2d:o:f: values
as corresponding to a noisy data vector. The effect of
numerical differentiation error on the mean χ2d:o:f: was
investigated and found to be negligible.

III. IA AND PHOTO-Z DEGENERACIES

Having established our setup and theoretical framework,
we now seek to identify instances of strong degeneracy
between photo-z and IA parameters. Such degeneracies
indicate cases in which IA and photo-z parameters have
highly correlated impacts on the data vector, meaning that
in the absence of external priors, their values will normally
be poorly constrained. In addition, these instances of
parameter correlations raise the possibility of “trade-offs”
between IA and photo-z parameter values which may
propagate into cosmological parameter bias; we will
investigate this possibility further in Sec. IV.
For the purpose of this exercise of degeneracy identi-

fication, we work under the maximally expansive assumed
set of models for IA and photo-z within our framework:
TATT for IA and the binned shiftþ variance model for
photo-z. Fiducial cosmological and galaxy bias parameters
are set as in Table I, and fiducial photo-z parameters are the
baseline set of Table III. For the fiducial IA parameters,
we explore a variety of choices, as current physical priors
which could be applied to TATT parameters are broad and
their fiducial values have the potential to significantly
impact the parameter degeneracies we find [17,47]. We
consider 18 different fiducial IA parameter sets, designed to
cover qualitatively different situations within the assumed
TATT model; these are provided in Table II. Note that we
vary all five TATT parameters in each case, even when a
parameter is fiducially set to be negligible.
To identify significant degeneracies, we apply the

following procedure, repeating for each set of IA para-
meters:
(1) Compute the Fisher matrix.
(2) Invert to get the parameter covariance ma-

trix (“Cov”).
(3) Apply

Corrij ¼
Covijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

CoviiCovjj
p ð20Þ

to get the parameter correlation matrix (“Corr”).
(4) Identify the cases where the cross-correlation co-

efficient between parameters is relatively large in
absolute value. As a rule of thumb, we choose to
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consider cases where jCorrijj ≥ 0.6 as cases of
interest; however there is clearly variation in strength
of degeneracy within those instances above this
threshold, and this threshold value is somewhat
arbitrary. This is not a major issue for our purposes
as we are seeking to identify qualitative trends.

This process reveals the following cases of strong degen-
eracy between IA and photo-z parameters:
(1) a1 and η1 frequently both display strong degeneracy

with both Δz̄is and σiz;s for some subset of redshift
bins. Although these degeneracies are evident at
some level regardless of the fiducial IA parameter
values chosen, they are strongest (often with corre-
lation coefficients ≥ 0.8) when the fiducial IA
parameter values have a2 ¼ bTA ¼ 0 (a fiducial
IA model of redshift-dependent NLA). In other
words, the case where the tidal alignment term
maximally dominates over tidal torquing maximizes
the strength of the degeneracy between photo-z
parameters and the tidal alignment parameters a1
and η1. We illustrate this in Fig. 2 for the case of
IA fiducial parameter set 4; Table IV displays the
correlation coefficients for this case between those
IA and photo-z parameters with significant degen-
eracies.

(2) A strong degeneracy is present between η2 and σ1z;s
in cases where the fiducial IA parameter has a2 (and
also bTA) nonzero. For example, for fiducial IA
parameter set 1, the correlation coefficient between
η2 and σ1z;s is −0.73. We can think of this as the tidal-
torquing analog to the above: when tidal torquing is

fiducially nonzero, we see significant degeneracy
between the parameters of this IA term and the
photo-z parameters. This is illustrated in Fig. 3 for
IA parameter set 1.

(3) There are some instances in which a strong degen-
eracy is present between bTA and Δz̄1s as well as
between bTA and σiz;s for i ¼ 2–3. These degener-
acies appear in cases where the fiducial value of bTA
is nonzero and are most prominent when a1 < 0. We
see an example in Fig. 4 for fiducial IA parameter set
10. In this case, bTA has a correlation coefficient
of -0.83, 0.69, and 0.64 with photo-z parameters
Δz̄1s , σ2z;s, and σ3z;s, respectively.

The degeneracy between a1 and the mean of tomo-
graphic source bins has been noted elsewhere in the
literature (e.g. [20,21]). In [19] a degeneracy between a1
and both the mean and width of source mean redshift bins
was demonstrated in a cosmic shear only analysis, spe-
cifically for lower-redshift tomographic bins. We corrobo-
rate this finding, noting also that the strong correlations
between a1 and our redshift parameters are clustered
towards lower z bins. It is perhaps not surprising then that
this effect appears to extend to degeneracies between η1 and
source redshift distribution parameters.
The degeneracy between η2 and σ1z;s is visualized in

Fig. 3, where we show joint forecast constraints for η2 and
each of the σiz;s parameters within IA parameter set 1
(which has a2, η2, and bTA nonzero). We see that whilst
there is a strong negative degeneracy between η2 and σ1z;s,
this trend weakens and then reverses as we move to the
higher z source bins. To understand this, we should recall
that parametrization of Eq. (14) includes a pivot redshift,
set here to z0 ¼ 0.62. The transition from negative to
positive degeneracy between η2 and σiz;s corresponds to the
transition whereby the source bin i transitions from z̄ <
0.62 to z̄ > 0.62 (see Fig. 1). For a source bin with z < z0,
reducing η2 increases the overall amplitude of Eq. (14); for
z > z0, the opposite effect occurs.
Finally, in the case of degeneracies of bTA with Δz̄i and

with σiz;s, we look to Eq. (15). We see that bTA enters our
equations as a direct multiplier of A1ðzÞ, meaning that it
will have strong negative degeneracy with a1 when the

FIG. 2. Degeneracies between redshift-dependent NLA parameters a1, η1 and source photo-z parameters z̄s, σz;s under IA parameter
set 4 (where a2, η2, bTA are all set to 0).

TABLE IV. Correlation coefficients between IA and photo-z
model parameters displaying significant degeneracies under
fiducial IA parameter set 4. Note that we list the correlation
coefficient of η1 and σ3z;s although it is below our nominal—0.6—
threshold for completeness.

Δz̄1s σ1z;s σ2z;s σ3z;s

a1 −0.89 0.83 0.89 0.86
η1 0.60 −0.74 −0.70 −0.58
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fiducial value of bTA is nonzero (and we directly verify that
this is the case.) As a result of the degeneracy between bTA
and a1, it follows that the primary strong degeneracies we
observe for a1 (with Δz̄is and σiz;s) will also be present with
respect to bTA at some level. Figure 4 shows the degen-
eracies between bTA and relevant redshift parameters under
IA parameter set 10 (all five TATT parameters nonzero, a1
negative, and the remainder positive).
We note briefly that although we agree with the cosmic

shear only analysis of [19], in comparing with that work we
see the importance of considering different fiducial sets of
IA parameters within the allowed parameter space, as these
impact the significant degeneracies which are present. We
reproduce their findings for the small number of fiducial
parameter sets they consider (effectively corresponding to a
redshift-independent TATT and an NLA model), and are
able to further identify the above degeneracies involving η2
and bTA as a result of considering a broader set of fiducial
IA parameters.

IV. BIASES UNDER IA AND PHOTO-Z
MISSPECIFICATION

Now that we have identified three distinct scenarios
where there is significant degeneracy between IA and
photo-z parameters, we explore each of these scenarios.
In each case, we consider the degeneracy in play within the
scenario where the truth IA parameter set is that under
which we identified the degeneracy in Sec. III. We seek to

determine then whether various misspecifications of one or
more of the highly correlated IA and photo-z parameters
results in significant cosmological parameters bias, in the
best-fit model being empirically identifiable as a poor fit
to the data via the χ2d:o:f: metric, or both. The hypothetical
worst case scenario is that in which the cosmological
parameter bias is high, but χ2d:o:f: indicates an acceptable fit:
this is the scenario where in a real analysis we could have
significant cosmological parameter bias due to IA and
photo-z misspecification, but we would not empirically
identify this issue via χ2d:o:f:.
The headline results of this section, which are discussed

in much more detail below, are summarized in Table V. For
each analysis scenario considered below, this table presents
the following summary statistic:

MaxðΔðp1 − p2ÞÞ ×
�jpassumed

3 − ptrue
3 j

jptrue
3 j

�−1
; ð21Þ

where p1 and p2 are either S8 and ΩM or w0 and wa,
respectively, Δðp1 − p2Þ is given in fractions of σ, p3 is the
parameter being misspecified in the given scenario, and the
maximum is taken over misspecifications which result in
χ2d:o:f: ≤ 1.1. In other words, Eq. (21) provides the maxi-
mum parameter bias normalized by the fractional magni-
tude of the parameter misspecification, which causes that
bias for cases with acceptable goodness of fit (where such
cases exist). As such, it attempts to summarize the

FIG. 3. Degeneracy between TATT parameter η2 and photo-z parameters σz;s under IA parameter set 1 (which has a2, η2, and bTA all
nonzero and positive).

FIG. 4. Degeneracy between TATT parameter bTA and photo-z parameters z̄1s , σ2z;s, and σ3z;s under IA parameter set 10 (which has all
five TATT parameters nonzero, a1 negative, and the remainder positive).
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sensitivity of parameter bias to the level of misspecifica-
tion, in scenarios which would not be empirically flagged
as bad fits by χ2d:o:f:, where a higher value means a greater
sensitivity. Note that in the case where the true value of p3

is 0 (for η1 and η2), we instead substitute unity in the
above expression as a reasonable fiducial value of these
parameters.
We see immediately from Table V that the scenarios of

greatest sensitivity which also have acceptable χ2d:o:f: values
are those related to the degeneracy identified between
bTA and σ2;3z;s when a1 < 0. There is also a comparative
sensitivity in the case where σ1−3z;s is misspecified under a
correct IA modeling with NLA-z.
We now proceed to discuss these scenarios.

A. Misspecifying σiz;s and η1 under truth
NLA-z IA model

We first consider the degeneracy between the mean and
variance of the source galaxy redshift distributions (par-
ticularly for lower-z bins) and the IA amplitude and redshift
dependence, in the case in which the IA is well described
by a redshift-dependent NLAmodel only (i.e. true values of
a2 and bTA are zero).

1. Misspecified σi = 1−3z;s

In the first instance, we consider the effect of misspe-
cifying the photo-z parameters σi¼1−3

z;s . Specifically, we take
the following:

Truth Assumed

IA NLA-z (par set 4) NLA-z (par set 4)
Photo-z Binned shift

(baseline pars)
σ1−3z;s misspec

Binned shift
(baseline pars)

Figure 5 shows the results of this misspecification. As this
is the first of numerous figures with similar format, we
pause to indicate several conventions we use here and in
similar figures below. First, recall as stated above that here
and in all similar figures below, errors on ΔðS8 −ΩMÞ and
Δðw0 − waÞ account for numerical differentiation error
whilst errors on χ2d:o:f: describe the variation in this metric
as a result of a noisy data vector. We will indicate the level
of parameter misspecification in terms of fractional differ-
ence between true and assumed value:

ptrue − passumed

passumed
: ð22Þ

The exception will be when passumed ¼ 0 (not the case
here), where we will instead show dependence on ptrue

itself. We indicate χ2d:o:f: ≤ 1.1 (our subjective metric for
acceptable goodness of fit) via gray shading, and we
indicate a 2D parameter bias exceeding 0.3σ via blue
shading. A misspecification which results in a parameter
bias and goodness of fit in the overlap of these regions is the
scenario of greatest concern.

TABLE V. Summary of the results of Sec. IV. The fifth and sixth columns provide the values of the summary statistic defined in
Eq. (21), which is designed to quantify the sensitivity of the cosmological parameters to the IA or photo-z model misspecification in
each scenario investigated. A higher value indicates higher sensitivity to this misspecification scenario. No value indicates that there
were no scenarios considered which resulted in an acceptable χ2d:o:f: value. See discussion at the beginning of Sec. IV for more detail.

True IA Assumed IA True PZ Assumed PZ

ΔðS8 − ΩMÞ
sensitivity statistic
(Equation (21)

Δðw0 − waÞ
sensitivity statistic
(Equation (21) Figure Section

NLA-z NLA-z Binned shift
σ1−3z;s misspec

Binned shift 0.02 0.1 5 IVA 1

NLA-z η1 misspec NLA Binned shift Binned shift 0.004 0.01 7 IVA 2

TATT (a1 > 0) TATT (a1 > 0) Binned shift
σ1z;s misspec

Binned shift � � � � � � 8 IV B 1

TATT (a1 > 0) NLA-z Binned shift
σ1z;s misspec

Binned shift � � � � � � 9 IV B 1

TATT (a1 > 0)
η2 misspec

NLA-z Binned shift Binned shift � � � � � � 10 IV B 2

TATT (a1 < 0) TATT (a1 < 0) Binned shift
σ2;3z;s misspec

Binned shift 0.02 0.1 11 IV C 1

TATT (a1 < 0) TATT (a1 < 0)
Fix bTA ¼ 1

Binned shift
σ2;3z;s misspec

Binned shift 0.3 0.07 12 IV C 1

TATT (a1 < 0)
bTA misspec

TATT (a1 < 0)
Fix bTA ¼ 1

Binned shift Binned shift 0.08 0.06 13 IV C 2
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We do not see any data points in this concerning overlap
region in Fig. 5. Neither the bias in S8 −ΩM nor w0 − wa is
severe, with shifts in both below the 0.3σ level. χ2d:o:f: values
indicate a good fit across most misspecifications consid-
ered, although in the case where the underlying true σi¼1–3

z;s

are increasingly greater than their assumed values, we do
begin to see χ2d:o:f: values indicative of a bad fit.
We see that there are two “branches” in each plane of

Fig. 5: one representing the case where the true σ1−3z;s are
overestimated and one where they are underestimated
in the assumed model. The case of overestimating the
photo-z variances produces better fits in terms of χ2d:o:f: than
in the underestimation case, although ΔðS8 − ΩMÞ and
Δðw0 − waÞ values are comparable between branches.
The effect of symmetric misspecifications of source vari-
ance parameters about their correct value would be
expected the same for Gaussian-like source sample redshift

distributions, where we would expect the central moments
of the source sample redshift distributions to be even
powers of the standard deviation. However, the asymmetric
integration limits in the lensing kernel [Eq. (3)] will induce
an asymmetric dependence of the cosmological parameter
bias on (under/over)estimated standard deviations even in
the linearized Fisher bias formalism [Eq. (17)]. This general
pattern of asymmetric branching about the instance where
true and assume parameter values coincide is something we
will see repeatedly.
In examining the broader set of parameter biases, we find

significant biases in the inferred values of a1, η1, and Δz̄1s ,
with all three parameters being inferred to be several σ
away from their true values at the extreme end of the σ1−3z;s

misspecifications considered. This is illustrated in Fig. 6.
Even though the cosmological parameters are not signifi-
cantly biased in this scenario, it would thus be dangerous to

FIG. 5. Effect of misspecifying σ1−3z;s , with true and assumed IA scenario described by redshift-dependent NLA (IA parameter set 4).
The assumed value is σ1−3z;s ¼ 0.05. The gray shaded region indicates χ2d:o:f: ≤ 1.1. The blue shaded region indicates parameter bias of at
least 0.3σ. See Sec. IVA 1 for more details.

FIG. 6. Bias to a subset of noncosmological parameters due to misspecifying σ1−3z;s , with true and assumed IA scenario described by
redshift-dependent NLA (IA parameter set 4). We see that although cosmological parameter bias levels are acceptable (see Fig. 5), IA
and photo-z parameters are severely biased. Error bars represent posterior forecast uncertainties rather than Fisher instability
uncertainties in this case. See Sec. IVA 1 for more details.
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interpret the inferred values of the IA and photo-z param-
eter values themselves as being physically meaningful and
transferable to other analyses e.g. as a means of informing
priors.

2. Misspecified η1
Under the same IA truth setup, we consider now the case

where the redshift distribution is correctly specified but a
redshift-independent NLA model is incorrectly assumed.
The degeneracies between η1 and z̄is may induce bias in the
latter, which could propagate into the cosmological param-
eters. Specifically, we look at the following:

Truth Assumed

IA NLA-z (par set 4)
η1 misspec

NLA (par set 5)

Photo-z Binned shift
(baseline pars)

Binned shift
(baseline pars)

Result are shown in Fig. 7. We see that once again we
have two branches of behavior: that where ηtruth1 < ηassumed

1

(in this case meaning ηtruth1 < 0) and vice versa. When true
η1 is negative, ΔðS8 −ΩMÞ and Δðw0 − waÞ rise steadily
with increasing true jη1j, exceeding the 0.3σ threshold in
the Δðw0 − waÞ plane when η1 ¼ −2.0. The case of
positive η1 (IA amplitude increasing with redshift) is more
complex, with nonmonotonic behavior inΔðS8 − ΩMÞ [and
a corresponding, but less dramatic, feature in Δðw0 − waÞ].
These results suggest that if the true IA amplitude is

decreasing sharply with redshift, but we assume it to be
redshift independent, then the result may be significant bias
to inferred cosmological parameters, particularly w0 and
wa. However, when Δðw0 − waÞ exceeds 0.3σ, we note
that χ2d:o:f: is above our threshold acceptable value of 1.1
and therefore in principle this misspecification should be

identifiable. As an aside, we note that this is an example in
which intuition around χ2d:o:f: values built from scenarios
with smaller numbers of degrees of freedom (where
e.g. χ2d:o:f: approaching 2 may correspond to acceptable
p-values) would fail to identify an issue. This reinforces
the need to take proper account of the dependence of
the behavior of the χ2 distributions on nd:o:f . in modern
cosmological analysis.
Biases are again present in this scenario in the inferred

mean shifts of the source tomographic redshift bins, most
severely Δz̄1s, as well as in a1. However, compared to the
case of misspecifying σi¼1–3

z;s above, the absolute degree of
this biasing is noticeably lower. We conjecture that the
relative lack of flexibility in the redshift-dependent sys-
tematics parametrization (notably the fixing of η1 in the
assumed model) results in the effect of misspecification
being pushed into the cosmological sector rather than being
absorbed by the photo-z and IA parameters (as in the above
case where η1 is included in the assumed model and
marginalized over). These results caution against the use
of a redshift-independent NLA model in Stage-IV surveys.
Although redshift-independent NLA is by no means a
universal choice in Stage III analyses, some recent analyses
of Stage III cosmic shear do incorporate it as a modeling
option (see e.g. [17,48]). It is worth bearing in mind that
this is unlikely to be an appropriate choice going forward to
Stage IV unless strong priors can be places on the redshift
dependence of tidal alignment a priori.

B. Misspecifying σ1z;s and η2 under IA truth
model TATT

We now move away from the case in which the truth IA
model is well described by redshift-dependent NLA, and
consider cases in which the true IA behavior includes tidal
torquing and source density weighting. Within this, we are

FIG. 7. Inferred cosmological parameters biases and goodness of fit of inferred parameters in the scenario where the true IA is given by
a redshift-dependent NLA model but the analysis assumes a redshift-independent NLA model with η1 ¼ 0 (indicated on the color bar by
a dashed black line). The gray shaded region indicates χ2d:o:f: ≤ 1.1. The blue shaded region indicates parameter bias of at least 0.3σ. See
Sec. IVA 2 for more details.
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first interested in understanding the effect of the degeneracy
identified in Sec. III between η2 and σ1z;s.

1. Misspecification of σ1z;s
We consider initially a scenario where σ1z;s is fixed and

misspecified, whereas all parameters of the TATT model
including η2 are allowed to vary. Specifically, we take the
following:

Truth Assumed

IA TATT (par set 1) TATT (par set 1)
Photo-z Binned shift

(baseline pars)
σ1z;s misspec

Binned shift
(baseline pars)

In this setup, we expect a possible cosmological param-
eter bias as a result of the fact that misspecifying σ1z;s would
be expected to bias η2 due to their tight correlation, with
biases to η2 then potentially leading to biases in cosmo-
logical parameters.
Results can be seen in Fig. 8. We see that once again we

have two “branches” corresponding to σ1;truez;s < σ1;assumed
z;s

and σ1;truez;s > σ1;assumed
z;s . For the range of true σ1z;s values

considered here, the χ2d:o:f: metric responds much more
strongly to the misspecification than do the cosmological
parameter bias metrics. For none of the σ1z;s truth values
considered does ΔðS8 −ΩMÞ approach the 0.3σ bias level,
and only for the most extreme cases does Δðw0 − waÞ.
However, all but the smallest absolute differences in true
and assumed σ1z;s produce χ2d:o:f:, which are indicative of the
inferred parameter values being a bad fit to the truth data
vector.
To understand why this occurs, we once again consider

the noncosmological parameter biases which are induced
by this misspecification. We find that, unsurprisingly, η2 is

subject to the most severe biases. However, it is evident
from Fig. 8 that this does not then propagate into biases in
the cosmological parameters of interest. In examining the
data vector corresponding to the inferred parameters, we
see that there is a very strong impact on those cosmic shear
spectra which include source bin 1, with a much more
moderate impact on all other spectra. We conclude that this
impact on the data vector is simply not degenerate with the
effect of varying our cosmological parameters of interest.
However, the modeled data vector is significantly discrep-
ant from the true data vector, resulting in a very high χ2d:o:f:.
This case is thus one in which the use of a χ2d:o:f: diagnostic
would signal a problem when in fact cosmological param-
eter bias levels may be well within tolerance. Whether this
is a positive or negative feature depends on the objective of
the analysis at hand.
Would the impact of the misspecification of σ1z;s on the

inferred cosmological parameter values be more severe if η2
was fixed and hence unable to “absorb” the effect of the
misspecification? We investigate this possibility by con-
sidering an adjusted setup where the assumed IA model is
redshift-dependent NLAwith fiducial parameter set 4 from
Table II:

Truth Assumed

IA TATT (par set 1) NLA-z (par set 4)
Photo-z Binned shift

(baseline pars)
σ1z;s misspec

Binned shift
(baseline pars)

This means that in the assumed IA model, a1 and η1 have
the same fiducial values as in the truth IA model, but a2, η2,
bTA are erroneously set to 0. Note that this implies that in
addition to the misspecification of σ1z;s, there is a persistent
misspecification of a2, η2, and bTA. Although this makes
interpretation of the effect of the σ1z;s misspecification more

FIG. 8. Effect of misspecification of σ1z;s, with true and assumed IA model given by TATT with all parameters positive nonzero (IA
parameter set 1) and σ1;assumed

z;s ¼ 0.05. The blue shaded region indicates parameter bias of at least 0.3σ. The χ2d:o:f: is greater than our
threshold of 1.1 for all points, hence no gray shading is included. See Sec. IV B 1 for more details.
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difficult, we consider this to be the most realistic scenario in
which η2 would be fixed in an analysis.
The result is shown in Fig. 9. We see that the values of

ΔðS8 −ΩMÞ and Δðw0 − waÞ are much more severe than in
the previous case, while values of χ2d:o:f: are of the same
order of magnitude. Interestingly, for both ΔðS8 −ΩMÞ and
Δðw0 − waÞ, the smallest parameter bias is given when
σ1;truez;s ¼ 0.01, despite the fact that this is the case where
σ1;assumed
z;s − σ1;truez;s is greatest. The parameter biases in both

planes (along with χ2d:o:f:) actually increases as σ1;truez;s

approaches σ1;assumed
z;s . We in fact only display results for

a limited range of true σ1z;s values here because when
σ1;truez;s ≥ 0.05, the corresponding biased value of wa so
severe that we have a positive equation of state for dark
energy. We infer that in the case where σ1;assumed

z;s is greater
than σ1;truez;s , this somehow acts to partially compensate our
incorrect assumption that a2, η2, and bTA are zero.
Our conclusion from this exercise is that while there is

some indication of interplay between the photo-z and IA
misspecification in this scenario, the bias in this setup is
predominantly sourced by the IA misspecification. This is
itself of interest considering the relatively moderate values
of a2, η2, and bTA assumed in the truth data vector
(within the permitted values of current Stage III survey
inference, see e.g. [17]), indicating that assuming a
redshift-dependent NLA model will most likely be a highly
inappropriate analysis choice for an early Stage IV 3 × 2pt
analysis.

2. Misspecification of η2
We can also consider a scenario where η2 is misspecified

while σ1z;s is not:

Truth Assumed

IA TATT (par set 1)
η2 misspec

NLA-z (par set 4)

Photo-z Binned shift
(baseline pars)

Binned shift
(baseline pars)

In this case, the misspecification of η2 would be expected
to propagate into the photometric redshift parameter sector
due to the degeneracy with σ1z;s. While σ1z;s is not itself
permitted to vary, generic degeneracies between the σiz;s
and the z̄iz;s parameters may result in a propagation of bias
to the latter and hence potentially to the cosmological
parameters of interest.
Once again we are in the situation where we are

considering a misspecification of one parameter (η2), but,
in order to consider a realistic analysis situation, we also
must include a constant misspecification of other para-
meters (a2 and bTA). Thus even when ηtrue2 ¼ ηassumed

2 ¼ 0,
we still expect biases. Our interest is in how the level of
misspecification of η2 impacts the degree of these biases.
Results are shown in Fig. 10. We see that again, in

all cases the overall levels of bias in ΔðS8 −ΩMÞ and
Δðw0 − waÞ are high, far exceeding the 0.3σ threshold in
both 2D parameter spaces even in the situation where η2 is
actually correctly specified, reflective of the bias induced
by the misspecification of a2 and bTA. Fortunately, this
severe cosmological parameter bias corresponds to χ2d:o:f:
values which are well above our goodness-of-fit threshold
and the modeling misspecification would likely be empiri-
cally identifiable in this case.
If we attempt to discern the isolated effect of η2, then we

see that the cosmological parameter bias level is quite
sensitive to the level of ηtrue2 misspecification, with the bias

FIG. 9. Effect of misspecification of σ1z;s, with true IA model given by TATTwith all parameters positive nonzero (IA parameter set 1),
assumed IA model given by NLA-z with the same a1 and η1 values as in the true TATTmodel (IA parameter set 4), and σ1;assumed

z;s ¼ 0.05.
The blue shading indicates parameter bias of at least 0.3σ (true for all points in this scenario). χ2d:o:f: is greater than our threshold of 1.1 for
all points, hence no gray shading is included. See Sec. IV B 1 for more details. Note that we maintain the same color bar scaling as Fig. 8
for easy comparison.
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varying by ≈0.5σ over the misspecification levels consid-
ered here. Although in this setup the actual level of bias
attributable to η2 misspecification (and the empirical
identifiability of this misspecification) is masked by the
misspecification of other IA parameters, the misspecifica-
tion of η2 could have a dominant and highly relevant impact
in a scenario with smaller but nonzero truth value of a2
and/or bTA.
Looking at the biases to the noncosmological parame-

ters, we see that a1 is significantly biased in such a way that
does not scale significantly with ηtrue2 , suggesting its bias is
largely due to the constant bias in a2 and bTA. The inferred
values of η1, Δz̄1s , and Δz̄5s (the most biased of the mean
shift parameters), on the other hand, are significantly
dependent on ηtrue2 .

C. Misspecifying bTA and σ2 − 3z;s under IA truth
model TATT

We look now at the last case of significant degeneracy
identified in Sec. III: that of bTA with a subset of our
photometric redshift parameters, most egregiously with z̄1s ,
σ2s , and σ3s . It is worth stating for clarity that the base truth
models for IA which we consider in this section have an
important qualitative difference from those considered
above, in that a1 is negative whereas above it was positive.
Although negative a1 is perhaps not physically intuitive, it
is an available region of IA parameter space from current
Stage III results (see e.g. [17]) and so we consider it here.

1. Misspecification of σ2− 3
z;s

We first investigate the effect of misspecification in σ2−3z;s ,
with the idea that the degeneracy of these parameters with
bTA may lead to bias in the latter and therefore also bias in
other parts of parameter space. Specifically, we consider the
following:

Truth Assumed

IA TATT (par set 10) TATT (par set 10)
Photo-z Binned shift

(baseline pars)
σ2−3z;s misspec

Binned shift
(baseline pars)

The results in this scenario are shown in Fig. 11. The
level of cosmological parameter bias for the range of σ2−3z;s

misspecification considered is small, and the χ2d:o:f: values
are largely indicative of a good fit. If we consider biases to
the inferred values of noncosmological parameters, then we
also see minimal biases away from truth values over the
range of σ2−3z;s considered, with only η1 displaying signifi-
cant deviations from its truth value at the extreme values of
σ2−3z;s . We surmise that, in this case, marginalization over the
five TATT parameters is adequate to prevent the misspe-
cification of σ2−3z;s from propagating to cosmological param-
eter bias via the degeneracy with bTA (similar to in the first
case considered in Sec. IV B 1, of misspecification of σ1z;s
while marginalizing over TATT, although in that case χ2d:o:f:
did indicate a modeling issue).
Given this result, we consider then the effect of assuming

a model comprising a subspace of TATT where we fix
bTA ¼ 1. TATT with bTA ¼ 1 fixed has precedent as an
analysis model in the literature [47,49], and thus this is a
realistic scenario worthy of investigation. Concretely, we
look at the following:

Truth Assumed

IA TATT (par set 10) TATT (par set 10)
Fix bTA ¼ 1

Photo-z Binned shift
(baseline pars)
σ2−3z;s misspec

Binned shift
(baseline pars)

FIG. 10. Effect of the misspecification of η2 under a truth IA model of TATT (IA parameter set 1) and an assumed IA model of redshift-
dependent NLA (with a2 and bTA assumed to be 0, along with η2 as indicated by the dashed line on the color bar). The blue shading
indicates parameter bias of at least 0.3σ (true for all points in this scenario). χ2d:o:f: is greater than our threshold of 1.1 for all points, hence
no gray shading is included. For further details, see Sec. IV B 2.
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Note that the truth model is the same as above—the only
change is that within the assumed model, bTA is fixed to its
fiducial value of 1.
Results are shown in Fig. 12. We see much more severe

biases in S8 −ΩM than in the above case where bTA is
marginalized over, ranging up to greater than 0.5σ. At the
same time, the χ2d:o:f: values have remained in the same
range and in some cases would be indicative of the biased
parameter values being a good fit to the data. This is thus
the most dangerous regime, where cosmological parameter
bias is significant but χ2d:o:f: would not provide an empirical
diagnostic failsafe. The w0 − wa plane, on the other hand,
does not see a significant increase in bias from fixing bTA.

2. Misspecification of bTA
Finally, we consider the other type of misspecification

which could interplay with this degeneracy to cause

cosmological parameter bias: a misspecification in bTA.
We first look at the scenario where our assumed IA model is
TATT with fixed bTA ¼ 1, but the true IA behavior is
described by TATT with bTA ≠ 1:

Truth Assumed

IA TATT (par set 10)
bTA misspec

TATT (par set 10)
Fix bTA ¼ 1

Photo-z Binned shift
(baseline pars)

Binned shift
(baseline pars)

Results are shown in Fig. 13. In ΔðS8 − ΩMÞ, we see
considerable biases in some cases. Of particular interest is
the branch corresponding to btrueTA > bassumed

TA . Here, we see
that the bias in S8 −ΩM rapidly increases with increasing
bTrueTA , whilst χ2d:o:f: remains near the acceptable good-fit
range. Although none of the misspecifications considered

FIG. 11. Effect of the misspecification of σ2−3z;s under a truth IA model of TATTwith all other parameters nonzero (a1 negative and all
others positive) and an assumed IA model of TATT. The assumed, fixed σ2−3z;s is 0.05. The gray shaded region indicates χ2d:o:f: ≤ 1.1. The
bias in both S8 − ΩM and w0 − wa is below than our threshold of 0.3σ for all points, hence no blue shading is included. For further
details, see Sec. IV C 1.

FIG. 12. Effect of the misspecification of σ2;3z;s under a truth IA model of TATTwith all other parameters nonzero (a1 negative and all
others positive) and an assumed IA model of TATTwith bTA fixed to its fiducial value of 1. The assumed σ2;3z;s is 0.05. The gray shaded
region indicates χ2d:o:f: ≤ 1.1. The blue shaded region indicates parameter bias of at least 0.3σ. For further details, see Sec. IV C 1.
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fall into the most dangerous regime [ΔðS8 −ΩMÞ ≥ 0.3σ
and χ2d:o:f: ≤ 1.1], the thresholds we have defined are
subjective and some misspecifications fall close to
them. The result is a scenario in which, in principle, we
could have significant cosmological parameter bias
which would not necessarily be identified by a χ2d:o:f:
diagnostic.
When btrueTA is smaller than the assumed value of 1, the

bias in S8 − ΩM, while still non-negligible, grows less
rapidly with absolute deviation of btrueTA from bassumed

TA , while
χ2d:o:f: scales more strongly. The same behavior is present
qualitatively with respect to Δðw0 − waÞ, however, with
lower absolute values of parameter bias.
We take this consideration a step further by looking at the

case where instead of TATT with bTA fixed to 1, we have
NLA-z as our assumed model. This setup involves a
persistent misspecification of a2 and η2, as well as the
misspecification to bTA. Note that in this case, bassumed

TA
changes from 1 above to now 0 under the NLA-z model
assumption.

Truth Assumed

IA TATT (par set 10)
bTA misspec

NLA-z (par set 13)

Photo-z Binned shift
(baseline pars)

Binned shift
(baseline pars)

Our exploration of this scenario reveals that even the case
where btrueTA ¼ bassumed

TA ¼ 0 results in such significant biases
to the Δz̄s parameters and to the power law index η of the
redshift-dependent NLA model that computed χ2d:o:f: values
are so high as to be absurd [Oð107Þ]. This is driven by
catastrophic shifts to the cosmic-shear cross-spectra involv-
ing the lowest-z source bin.

V. DISCUSSION AND CONCLUSIONS

As we move rapidly towards early analysis of Stage IV
weak lensing and galaxy clustering surveys, having a basis
of literature on which to ground our noncosmological
analysis choices and with which to understand their
implications is vital for robust analysis and cosmological
results. In this work, we have systematically explored the
degeneracies between the parameters of intrinsic alignment
and photo-z modeling for a 3 × 2pt analysis of an early
Stage IV survey (specifically using an LSST year 1 like
survey as an example), as well as the biases which can
result from IA and photo-z model misspecification. We
have focused upon IA and photo-z models which are
commonly used in current analysis: TATT for IA and a
per-bin mean shift in tomographic redshift bins for photo-z,
as well as subspaces of these models.
A systematic search for strong degeneracies between IA

and photo-z parameters under a representative set of
fiducial IA truth models revealed three scenarios of interest.
One of these, wherein we see degeneracy between the tidal
alignment amplitude parameter a1 and the mean shifts of
photo-z modeling, was already well known in the cosmic-
shear literature. We have verified its presence in a 3 × 2pt
scenario and also noted similar degeneracies between the
redshift scaling parameter of tidal alignment, η1, and both
tomographic bin means and variances.
The other two significant degeneracy scenarios of

interest have not to our knowledge been previously
explicated; we stress that we have identified them by
ensuring that we considered a wide variety of underlying
truth IA scenarios rather than assuming a single fiducial IA
model consisting e.g. of an NLA-z type behavior. In this
way, we identified strong degeneracies between the redshift
scaling parameter of the tidal torquing term, η2, and the

FIG. 13. Effect of the misspecification of bTA under a truth IA model of TATTwith all other parameters nonzero (a1 negative and all
others positive, IA parameter set 10). The assumed value of bTA is 1. The gray shaded region indicates χ2d:o:f: ≤ 1.1. The blue shaded
region indicates parameter bias of at least 0.3σ. For further details, see Sec. IV C 2.
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variance of our lowest-z tomographic source bin, σ1z;s, in the
case where the amplitude of tidal torquing and of source
density bias were fiducially nonzero. We also identified a
significant degeneracy between the source density bias bTA
and several source bin mean and variance parameters,
most clearly with Δz̄1, σ2z;s, and σ3z;s. This degeneracy was
prominent under truth IA models with tidal torquing
amplitude and source density bias itself nonzero but also
notably was most prominent under truth IA models where
the tidal alignment amplitude a1 took a negative value.
Having identified these degeneracies, we were able to

explore the possible impacts they could have on cosmo-
logical parameter inference when combined with relevant
model misspecifications. We find that the most dangerous
scenario, in which a model misspecification causes sig-
nificant cosmological parameter bias but would not be
identified by an empirical goodness-of-fit test, occurs when
misspecifying σ2−3z;s under an assumed IA model of TATT
with bTA fixed to 1. A misspecification of bTA under this
same model, while marginally outside our subjective
“worst case” thresholds, also exhibits this concerning
behavior. These types of potential model misspecification
are thus worthy of meticulous care and further consider-
ation, to avoid catastrophic and unidentifiable biases in
3x2pt Stage IV analyses. Other misspecifications inves-
tigated were seen in some cases to induce either severe
cosmological parameter bias or χ2d:o:f: values significantly
above goodness-of-fit thresholds, but not both at once.
Some general trends were identified in our analysis of the

effect of model misspecifications. First, we find that
marginalization over all five TATT parameters is broadly
speaking sufficient to negate any serious parameter biases
in the S8 − ΩM and w0 − wa planes; however this does not
mean that the inferred values of IA and photo-z parameters
will be unbiased under misspecification, nor does it mean
that the resulting χ2d:o:f: values will necessarily be indicative
of a good fit. As a corollary to this, we see that when
misspecifying a photo-z parameter which is degenerate
with an IA parameter, allowing less flexibility in the IA
model will tend to produce more bias in the cosmological
parameters as the IA parameters will be unable to “absorb”
the effect of the misspecification. We suggest that if using
TATT for IA modeling for a fully photometric Stage-IV
survey such as LSST, while inferred cosmological para-
meter values may be robust, it is likely that inferred IA
parameter values will be contaminated by residual photo-z
errors. Thus, synergistic IA studies with spectroscopic
surveys will be important if we seek to achieve unbiased
measurement of the IA parameters themselves.
Second, we note a common trend of a lack of symmetry

in the effect of a parameter being misspecified as above or
below its true value. In the case of misspecification of σiz;s
parameters, we identify this as being due to the asymmetric
integration limits of the lensing kernel, which result in the
effective shape of the source redshift distribution being

truncated and hence deviating strongly from Gaussian. We
see a general trend that it is, perhaps unsurprisingly, worse
in terms of our metrics to misspecify the variance of a
tomographic bin as smaller than it truly is than as larger.
Finally, we see repeatedly that a misspecification of IA

parameters alone, particularly setting a2 and bTA to the
moderate and entirely allowed-by-data levels proposed here
under an assumed analysis model of redshift-dependent
NLA, leads generically to severe cosmological parameter
biases in this 3 × 2pt analysis setup. This suggests that
NLA-z is not likely to be a suitable choice for an IA model
for early Stage IV surveys, regardless of any particular
interplay between IA and photo-z parameters.
Specifically in the case where we have a misspecification

of σ1z;s when true a2, η2, and bTA are nonzero and the model
assumed is redshift-dependent NLA, we find that assuming
a larger-than-true σ1z;s can compensate neglecting to model
the nonzero tidal-torquing and source-density-weighting
IA terms. We also see that in a scenario where we
misspecify η2 under a similar full-TATT truth model but
an assumed NLA-z model, the degree of misspecification
of η2 can have a significant impact on the degree of
cosmological parameter bias, and could potentially domi-
nate in a scenario with small but nonzero true a2 and bTA,
although in the case we consider the misspecification of a2
and bTA dominates and the χ2d:o:f: would empirically
identify the presence of misspecification.
We have formulated our results in terms of the absolute

level of parameter bias in the S8 −ΩM (and w0 − wa) plane,
but we can also ask specifically to what extent the
misspecifications that we investigate could be responsible
for spuriously shifting the measured value of S8 low, and
thus contributing to the S8 tension. We find that for the
cases in which the parameter bias in the S8 −ΩM plane is
above the absolute 0.3σ threshold, the corresponding shift
in S8 is in fact upward from its truth value. Additionally, the
Stage IV scenario under consideration represents a step up
in constraining power from Stage III, and we would thus
expect parameter biases forecast here to be larger (in terms
of σ) than analogous biases in Stage III. The implication is
that although our work highlights the possibility of sig-
nificant biases in S8 −ΩM in some Stage IV scenarios, it is
unlikely that the misspecifications under consideration here
could explain the S8 tension as seen in current Stage III
data. We say this with the caveat that, as discussed above,
we consider a relatively simplistic parametrization of
photo-z uncertainty; a model which accounts for casta-
strophic outliers, for example, could yield a different
conclusion and is worth further investigation.
Our work builds on previous work (notably that of [19])

in a number of ways, most obviously in that we consider
a 3 × 2pt analysis framework rather than cosmic shear
only, and we examine a wider variety of truth scenarios,
particularly including those where the redshift evolution
of intrinsic alignment is fiducially non-negligible.
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We emphasize that we have demonstrated that the sensi-
tivity of 3x2pt cosmological parameter inference to differ-
ent IA model misspecifications is highly dependent on
the IA truth scenario. This result brings into question the
validity of any general claims regarding the sensitivity of
cosmological results to IA and photo-z modeling errors.
There are several clear avenues for possible future work,

to extend and improve that which has been presented here.
First, it would be of great interest and value to extend the
photo-z modeling considered here to be more realistically
complex for a Stage IV scenario. Particularly, one could
consider the possibility of marginalization over the variance
parameters in assumed models, and also include truth-
scenario modeling which incorporates catastrophic outliers
and other realistic photo-z effects, including more explicit
forward modeling of the estimation process for the red-
shift distribution from photometric information. Second,
although we have justified the use of Fisher forecasting as
our statistical methodology of choice above, it would
nevertheless be of interest to extend the results of this
work to incorporate MCMC analyses, particularly to
capture any effects of non-Gaussian posteriors which are
inherently neglected here. This methodological extension
could also open up the possibility of exploring whether the
misspecification of photo-z, IA, or both may have an
impact on model selection metrics not discussed here
(e.g. Bayesian evidence), particularly whether the trade-
offs between IA and photo-z could conspire to “trick”
common model selection metrics into preferring an incor-
rect cosmological model. Finally, for reasons of concrete-
ness, we have based our forecasting scenario on LSST
year 1, but it would be of interest to examine exactly to

what extent our conclusions hold in a Stage IV scenario
which more closely follows Euclid, particularly as the latter
expects to have a larger number of tomographic shear bins
than we consider here. Although outside the scope of this
work, these are all potential avenues for fruitful further
exploration.
This article has made use of the data products associated

with [16], which can be accessed at [50]. Other data
underlying this article will be shared on reasonable request
to the corresponding author.
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