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Due to rapidly improving quantum computing hardware, Hamiltonian simulations of relativistic lattice
field theories have seen a resurgence of attention. This computational tool requires turning the formally
infinite-dimensional Hilbert space of the full theory into a finite-dimensional one. For gauge theories, a
widely used basis for the Hilbert space relies on the representations induced by the underlying gauge group,
with a truncation that keeps only a set of the lowest dimensional representations. This works well at large
bare gauge coupling, but becomes less efficient at small coupling, which is required for the continuum limit
of the lattice theory. In this work, we develop a new basis suitable for the simulation of an SU(2) lattice
gauge theory in the maximal tree gauge. In particular, we show how to perform a Hamiltonian truncation so
that the eigenvalues of both the magnetic and electric gauge-fixed Hamiltonian are mostly preserved, which
allows for this basis to be used at all values of the coupling. Little prior knowledge is assumed, so this may
also be used as an introduction to the subject of Hamiltonian formulations of lattice gauge theories.
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I. INTRODUCTION

Hamiltonian simulations of relativistic lattice field
theories have recently received a lot of attention in the
nuclear and high energy physics community [1–53]. The
basic tool is Hamiltonian lattice field theory which was
pioneered in [54,55]. For recent reviews on this topic,
please see [56–60]. A major reason for the resurgence in
interest is in large part due to recent advances in quantum
computation that should make such calculations feasible
in the future. In particular, it has been shown rigorously
that a quantum computer allows all aspects of a scalar
field theory to be simulated with resources that scale
logarithmically with the dimension of the truncated
Hilbert space [61,62], providing exponential improvement
over the polynomial resource scaling of the best known
algorithms on classical computers.

In general, the Hamiltonian of a pure gauge theory
can be written in terms of two components, describing
the contributions to the energy from the electric and
magnetic fields

H ∼HE þHB: ð1Þ

After appropriate field redefinitions, the electric Hamiltonian
is conventionally proportional to g2, where g denotes the
(bare) spatial coupling constant, while HB is proportional to
g−2. Therefore the electric Hamiltonian dominates at large
coupling, while the magnetic Hamiltonian dominates at
small coupling. The electric and magnetic Hamiltonians
do not commute with one another, which implies that one
cannot find a basis for the Hilbert space in which both the
electric and magnetic Hamiltonians are simultaneously
diagonal.
As will be discussed in much more detail, there are two

main classes of bases that can be chosen for the Hilbert
space of a lattice gauge theory. The first class of bases is
called the irrep basis, where each state is labeled by an
irreducible representation (irrep) of the gauge group.
In this basis the electric Hamiltonian is diagonal. One
major advantage of the irrep basis is that the constraint
from Gauss’s law is expressed simply, since it is directly
related to the combination of representations of links
emanating from a given vertex. At large coupling, where
the electric Hamiltonian dominates, the lowest lying states
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are dominated by the lowest lying representations of the
gauge group. For an SU(2) gauge theory this implies that the
irrep basis can easily be truncated by removing representa-
tions with j > jmax for some appropriately chosen cutoff
jmax. The irrep basis underlies most recent formulations
of SU(2) and other non-Abelian gauge theories to date
[25,26,29,32,35,36,39,40,63–66].
At small coupling, however, the magnetic Hamiltonian

dominates, and the lowest lying eigenstates are super-
positions of a large number of irreps. This makes the irrep
basis and its variants inefficient at small couplings, since a
large number of states have to be kept in the truncation. In
this limit, it is more convenient to work in the group element
basis, where each basis state at a given link corresponds to a
particular group element of SU(2) at that link. In this basis
the magnetic Hamiltonian will be diagonal. It turns out
that it is quite challenging to formulate continuous gauge
theories in the group element basis. For a U(1) gauge theory
a formulation at weak coupling was proposed in [27], and a
formulation that works at all values of the coupling was
recently developed [31]. For non-Abelian theories, most
formulations of the group element basis have focused on
working with discrete subgroups [24,46,67–69].
Developing formulations of the group element basis is of

key importance for the following reason. The coupling
constant g appearing in lattice formulations is a bare
coupling constant, meaning it is not the one that appears
in continuum formulations at low energies. Rather it must
be tuned as a function of the lattice spacing so as to
reproduce some long distance physical measurement (often
the mass of some particle or bound state). The non-Abelian
theories of interest (especially quantum chromodynamics)
are asymptotically free, meaning the bare coupling constant
becomes small at small distances. For this reason it is
important to be able to efficiently simulate such theories at
weak bare coupling, even if the theory we ultimately seek is
strongly coupled in the infrared.
This work develops a formulation of SU(2) lattice gauge

theory with resource requirements that do not have a strong
dependence on the value of the coupling. It will be shown
how one can choose a particular basis (which we call the
mixed basis) for the Hilbert space of an SU(2) lattice gauge
theory which allows for a truncation that is independent of
the relative sizes of the electric and magnetic Hamiltonians.
This work is organized as follows: In Sec. II we state

some basic properties of SU(2) gauge theories and establish
the notation used. In Sec. III the electric and magnetic bases
will be described in more detail. We will also introduce a
coordinate system for the magnetic basis which will be
useful for developing the mixed basis later. In Sec. IV we
will study the simplest system consisting of a 2 × 2 lattice
with open boundary conditions, which contains only a
single plaquette. We will use this to introduce the mixed
basis, as well as an associated truncation scheme. Some
numerical results are presented. In Sec. V these ideas will

be extended to a general lattice, before we conclude
in Sec. VI.

II. BASICS OF SU(2) LATTICE GAUGE THEORY

In this section we will introduce the basics of pure SU(2)
lattice gauge theory (LGT), and introduce the notation and
conventions used in this work. Little prior knowledge
is assumed, and some readers may wish to skip or skim
certain sections in order to get to the main results of
this paper.
For a particle physicist interested in continuum physics,

LGTs are regularized field theories with an ultraviolet
cutoff Λ ∼ 1=a set by the lattice spacing and an infrared
cutoff ∼1=L set by the size of the lattice. One always has in
mind the double limit a → 0, L → ∞, while simultane-
ously tuning the parameters of the theory in such a way as
to reproduce some physical observables (such as the mass
of some bound states), thereby hopefully reproducing the
continuum theory. As the lattice spacing and lattice volume
simultaneously regulate both the action and the measure of
the path integral, the theory is free of divergences and
therefore LGTs are well defined outside of perturbation
theory even at strong coupling. This makes them of
particular interest for studying the confinement of quarks
and other strongly coupled systems.
Most frequently this is done in the Euclidean path integral

approach via Markov-chain Monte Carlo (MCMC) meth-
ods, see [70–73] for recent reviews. This paper discusses the
Hamiltonian approach to the same theory.

A. Classical Yang-Mills theory

The continuum field theory of interest is pure Yang-
Mills, containing only self-interacting gauge bosons. When
it does not complicate the presentation, statements will be
formulated to also be applicable to gauge groups other than
SU(2).
The theory rests on the structure of a compact Lie group

G, whose underlying Lie algebra has Hermitian generators
Ta satisfying

½Ta; Tb� ¼ ifabcTc ð2Þ

for totally antisymmetric structure constants fabc. For SU
(2), the structure constants are fabc ¼ ϵabc. We normalize
the generators of the defining representation so that
TrðTaTbÞ ¼ 1

2
δab. For SU(2), they can be chosen to be

half the Pauli matrices Ta ¼ 1
2
σa, while for SU(3) they

would be the Gell-Mann matrices.
The gauge bosons are represented by a collection of spin-

1 fields Aa
μ labeled by index a ¼ 1;…; dimðGÞ. The fields

are often packaged into a Lie algebra-valued field

Aμ ¼ Aa
μTa: ð3Þ
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For our purposes the important point is that the theory
contains a local gauge redundancy with parallel transport
provided by the field Aμ. Fields participating in the gauge
symmetry enter into the action in such a way as to be
invariant under independent color rotations at every point in
spacetime.
Let ψðxÞ be a field at position x in representation r of the

gauge group. It can be thought of as a vector of dimension
dimðrÞ, with the two cases of most interest being the
defining representation (the spin-1=2 representation for
SU(2)) and the adjoint representation (having the same
dimension as the Lie group itself). We demand that ψðxÞ
enters into the action in such a way that the action is
invariant under the transformation

ψðxÞj ↦ DrðΩðxÞÞijψ jðxÞ ð4Þ

for all group-valued functions ΩðxÞ∈G. The set of all such
functions Ω is the gauge group of the theory, though we
may sometimes also refer to the group G as the gauge
group.1 The object DrðΩÞij is the group element Ω in
representation r, i.e., a dimðrÞ × dimðrÞ matrix.
In taking the derivative of the field ψ , one must compare

its values at two nearby points

lim
a→0

ψðxþ aÞ − ψðxÞ
a

; ð5Þ

and this object is not gauge covariant, as one may
independently rotate the two values in color space. In
order to construct a kinetic term, one needs a way of
comparing the values of color-charged objects at different
points. This is provided by the connection, and the object

DμψðxÞ ¼ ∂μψðxÞ − iAμðxÞψðxÞ ð6Þ

is gauge covariant (transforming in the same way as ψ
itself) provided the connection AμðxÞ also undergoes gauge
transformation

AμðxÞ ↦ ΩðxÞAμΩ−1ðxÞ þ iΩðxÞ∂μΩ−1ðxÞ: ð7Þ

The transformation properties of Aμ are natural in that they
lead to parallel transport, in the following sense.
Consider a color-charged point particle in the represen-

tation r, which can also be thought of as having a color
vector w of dimension dimðrÞ attached to it, and is in fact
the semiclassical limit of a single excitation of the field
ψðxÞ above. We imagine that the particle follows some
prescribed path along worldline xμðτÞ in the presence of a
background connection AμðxÞ. Free of external forces, the

particle’s color charge wðxÞ satisfies the parallel transport
equation

dwðxðτÞÞ
dτ

¼ i
dxμðτÞ
dτ

AμðxðτÞÞwðxðτÞÞ: ð8Þ

Note that both wðxÞ and AμðxÞ depend on the representation
r. This states that the covariant derivative of wðxðτÞÞ along
the direction of its own velocity vector ẋμðτÞ is zero. Since
Aμ is Hermitian, the form of the right-hand side of the
equation guarantees that the magnitude of w will be
constant. Consider the path P beginning at xi ≡ xðτiÞ
and ending at xf ≡ xðτfÞ. The solution to the differential
equation then takes the form

wðxfÞ ¼ Uðxf; xi;PÞwðxiÞ ð9Þ

for some unitary matrix U depending on the starting
pointing, the ending point, and the path taken.
Actually, Eq. (8) can be straightforwardly integrated to

arrive at

Uðxf; xi;PÞ ¼ P exp
�
i
Z

τf

τi

dτ
dxμ

dτ
AμðxðτÞÞ

�
¼ P exp

�
i
Z

xf

xi

dxμAμðxÞ
�

ð10Þ

whereP exp indicates a path-ordered exponential, such that
in the Taylor expansion of the exponential, any AμðτÞ at
earlier times on the path are placed to the right of those at
later times. The connection Aμ appearing in this equation
may be put into any representation Aμ ¼ Aa

μTra, in which
case the resulting object transports charges in representa-
tion r. The object Uðxi; xf;PÞ is called a Wilson line, and
on the lattice this becomes the basic object of the theory
more-so than the connection itself. Using Eq. (7) and the
properties of path-ordering, one finds the gauge trans-
formation property

Uðxf; xi;PÞ ↦ ΩðxfÞUðxf; xi;PÞΩðxiÞ†: ð11Þ

If the Wilson line is in a representation other than the
defining representation, Ω is replaced with the appropriate
DðΩÞ matrix. Note that DdefiningðΩÞ ¼ Ω.
As Eq. (11) shows, the Wilson line only takes on a

gauge-independent value, and is physically meaningful,
when taken around a closed loop C. If we wish to construct
local gauge invariant objects, we are then led to consider
parallel transport around an infinitesimal loop.
Consider a very small spacetime parallelogram with sides

ξμ and ζν. We wish to determine the effect of parallel
transporting charge w around the closed loop C in the limit
of the side lengths ξ, ζ → 0. In this limit we can write
the answer as ½UðCÞw − w� ¼ −iFμνξ

μζνw for some
1Note that G is much smaller than Ω as it is only a single copy,

and is also often referred to as the structure group.
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to-be-determined 2-form Fμν. By Taylor expanding the path-
ordered exponential to second order, one finds that Fμν is the
standard field strength tensor

Fμν ¼ ∂μAν − ∂νAμ − i½Aμ; Aν�: ð12Þ

Like the connection, this object is Lie-algebra-valued and
may be expanded as Fμν ¼ Fa

μνTa. Unlike the connection,
this object is gauge-covariant, transforming like

FμνðxÞ ↦ ΩðxÞFμνðxÞΩðxÞ†: ð13Þ

Its trace is therefore a local gauge invariant object.
Given these results, we are now in a position to write

down the standard Yang-Mills action (without a theta term,
as we are not concerned with topological effects here). The
simplest local gauge invariant action formed out of the
gauge boson field is

SYM ¼ −
1

2g2

Z
d4xTrFμνFμν; ð14Þ

which is the standard Yang-Mills action. The placement of
the coupling constant g and the factor of 1=2 are conven-
tional and may be absorbed into Fμν through field redefi-
nition, though we prefer this normalization since it
reproduces the standard normalization for the lattice case.
Since we are ultimately interested in the canonical

quantization of this theory, we turn to the Hamiltonian
formulation. The canonical momenta are

π0 ¼ ∂L

∂Ȧ0

¼ 0 ð15Þ

πi ¼ ∂L

∂Ȧi
¼ −

1

g2
F0i ≡ 1

g2
Ei; ð16Þ

where we have defined the chromo-electric field
E ¼ EaTa. We see that the component A0 is nondynamical,
as in the Abelian case. Similarly defining the chromomag-
netic field to be ϵijkBa

k ¼ Fa
ij, the canonical Hamiltonian is

H ¼ πiaȦa
i − L

¼ 1

2g2
ðEiaEia þ BiaBia − 2Aa

0ð∂iEia þ fabcAb
i E

icÞÞ

¼ g2Trπ2 þ 1

g2
TrB2 −

1

g2
Aa
0ðDiEiÞa; ð17Þ

where the covariant divergence of the electric field ðDiEiÞ
is given by

ðDiEiÞ≡ ∂iEi − i½Ai; Ei�; ð18Þ

and in the last step we expressed the Hamiltonian in terms
of the canonical momenta πi to illustrate how the coupling
constant will appear in the lattice theory.
When working with the Hamiltonian it is convenient to

work in the Weyl gauge A0 ¼ 0, sometimes also referred to
as the Hamiltonian gauge or temporal gauge. A result of
this choice of gauge is that the covariant time derivative is
an ordinary time derivative, such that both sides of the
Schrodinger equation i∂tjψi ¼ Hjψi are gauge invariant
(and in particular the Hamiltonian is gauge invariant).
This is an incomplete gauge-fixing condition, as arbitrary
residual gauge transformations ΩðxÞ, which have only
spatial dependence, are still allowed.
Another consequence of this choice of gauge is that

Gauss’s law becomes a supplementary constraint, rather
than a Hamiltonian equation of motion. This is apparent if
one examines the Hamiltonian of Eq. (17), in which A0

appears as a Lagrange multiplier enforcing Gauss’s law
DiEi ¼ 0 in the absence of charged matter. Then, when
A0 ¼ 0 is imposed at the outset, in the quantized theory
Gauss’s law must be imposed as a condition on the states
of the Hilbert space. This will be discussed in more detail
later for the lattice theory.

B. The Kogut-Susskind Hamiltonian

We now review the Hamiltonian formulation of lattice
gauge theory developed by Kogut and Susskind [54,55].
Again, readers familiar with this subject may wish to skip
this section, although the literature on this subject is filled
with differing conventions so it may be useful in any case.
We follow here mostly the discussion in [67,74].
In the Hamiltonian formulation of a lattice gauge theory,

time remains a continuous variable while the previously
continuous spatial degrees of freedom are replaced by a
discrete set associated with a lattice with spacing a. We
will take the spatial lattice to be hypercubic, with sites n
and links l ¼ lðn; eiÞ joining adjacent sites n and nþ ei.
Here ei is a unit vector along the ith positive direction
for i ¼ 1;…; d.
Recall that the basic function of the gauge field is to

transport color charge. Since color charges reside only on
sites n, the only necessary quantities are the Wilson lines
Uðnf; ni;PÞ joining adjacent sites, and products thereof. It
will prove inconvenient to attempt to work with the potential
Aμ, and we instead work directly with the Wilson lines
Uðn; eiÞ≡Uðn; nþ ei;PlÞ regarded as a single degree of
freedom through coarse-graining. Here Pl is the straight
line along the link connecting the two adjacent points.
Wewill now simultaneously develop the latticization and

quantization of this theory, starting with the Hilbert space at
a single link of the lattice. As just mentioned, the single
degree of freedom on link l is the Wilson line Ul ∈G,
hereafter also referred to simply as the link variable, or link
operator after quantization. The Hilbert space of a single
link is L2ðG; dgÞ, the space of square-integrable wave
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functions over the Lie group G with respect to the Haar
measure dg. One way of describing this space is through the
so-called group element basis, which are states of definite
value on SU(2) and can be thought of as position
eigenstates. A general state may be expanded in the group
element basis as

jΨi ¼
Z

dgΨðgÞjgi: ð19Þ

Group element states jgi are orthogonal,

hgjhi ¼ δgh; ð20Þ

where the delta function is a distribution satisfyingZ
dhjhiδgh ¼ jgi: ð21Þ

The link lðn; eiÞ has an orientation inherited from the
lattice positive direction þei. We refer to the oriented start
of the link also as the left side of the link, and the oriented
end of the link as the right side of the link.
From Eq. (11) gauge transformations enacted at sites n

and nþ ei will affect the state of the link via left and right
group composition, respectively. We then define left and
right translation operators, parameterized by a group
element g, which act on a basis state jhi at each link l
via left and right group composition as

Θ̂Lgjhi ¼ jg−1hi; Θ̂Rgjhi ¼ jhg−1i: ð22Þ

For a compact Lie group G, these translation operators can
always be expressed as

Θ̂Lg ¼ eiϕ
aðgÞÊa

L ; Θ̂Rg ¼ eiϕ
aðgÞÊa

R ; ð23Þ

where ϕaðgÞ is a set of dimðGÞ parameters, called normal
coordinates, or exponential coordinates, specifying the
group element g, and the Hermitian operators ÊL and
ÊR furnish two independent Lie algebras of the group

½Êa
L; Ê

b
L� ¼ −ifabcÊc

L

½Êa
R; Ê

b
R� ¼ ifabcÊc

R

½Êa
L; Ê

b
R� ¼ 0: ð24Þ

These commutators follow from Eqs. (22)(23) by Taylor
expanding both sides. Note the minus sign in the commu-
tator of the left electric field, often referred to as an
anomalous commutator. The minus sign can be removed
by redefining the electric operators, e.g. through Êa

L → −Êa
L,

as is done by some authors. We prefer the convention above,
as it causes the left and right electric operators to be related
by parallel transport. As wewill see, these operators have the

physical meaning of measuring the chromoelectric field at
the left and right ends of the link, respectively. That they are
not equal to each other reflects the fact that gauge fields carry
color charge and cause the electric field to rotate upon
traversing the link.
Note that the words “left” and “right” have been over-

loaded to have two meanings: one refers to group compo-
sition which may proceed either by left-multiplication
or right-multiplication, and the other refers to the two sides
of a link. Our conventions have been chosen in such a way
as to refer to the same thing; the left electric field is
associated with the left side of the link, and it generates left
translation.
In the representation theory of compact Lie groups, the

irreducible representations (irreps) may always be taken to
be unitary matricesDr

mm0 with dimension dimðrÞ × dimðrÞ.
For the case of SU(2), these are the spin-j representations
with j ¼ 0; 1

2
; 1;… and dimension 2jþ 1, which we will

denote Dj
mm0 ðgÞ. We define the (spin-j) unitary link

operators by

Ûj
mm0 ðlÞ≡

Z
dglD

j
mm0 ðglÞjglihglj; ð25Þ

where l is used to denote the specific link with which this
operator is associated. These operators are diagonal in the
group element basis and can be thought of as position
operators. Since they are all simultaneously diagonal, all
link operators commute with one another. Note that while
these operators commute,

½Ûj
mnðlÞ; Ûk

rsðl0Þ� ¼ 0; ð26Þ

care must be taken about their ordering when summing
over the mn indices, as

Ûj
mnðlÞÛj

nkðl0Þ ≠ Ûj
mnðl0ÞÛj

nkðlÞ; ð27Þ

except for m ¼ k. This is of particular importance when
constructing plaquette operators.
Using Eqs. (22)(25) one can show that these operators

transform under left and right translation via

Θ̂LgÛ
j
mnΘ̂†

Lg ¼ Dj
mm0 ðgÞÛj

m0n;

Θ̂RgÛ
j
mnΘ̂†

Rg ¼ Ûj
mn0D

j
n0nðgÞ: ð28Þ

By Taylor expanding these expressions for group elements
close to the identity, one finds the commutation relations
between the link operators and electric operators to be

½Êa
L; Û

j
mn� ¼ Tja

mm0Û
j
m0n

½Êa
R; Û

j
mn� ¼ Ûj

mn0T
ja
n0n; ð29Þ
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where the Tja denote the generators of the Lie group in the
representation j, and j is not summed over. The generators
Tj and the representation matrices DjðgÞ are related by

DjðgÞ ¼ expð−iTjaϕaðgÞÞ: ð30Þ

When no representation label is written, the defining one is
assumed.
The left and right electric operators are related to each

other by parallel transport

Êa
L ¼ Û1

abÊ
b
R ¼ Êb

RÛ
1
ab; ð31Þ

where the j ¼ 1 representation is the adjoint one so the
indices mn are replaced with group indices ab. Note that
Êa
R and Û1

bc do not commute in general, but a contraction in
the group indices will cause the commutator to vanish, i.e.,

½Êa
R; Û

1
ab� ¼ 0: ð32Þ

The link operator in the adjoint representation can be
expressed as

Û1
ab ¼ 2TrðÛ†TaÛTbÞ; ð33Þ

where Û is the link operator in the defining representation.
From this, and the unitarity of the link operator matrix
ðÛ†Þnm0Ûm0m ¼ δnm1, it is easy to show that the adjoint link
operator is an orthogonal matrix of operators

Û1
acÛ

1
bc ¼ δab1: ð34Þ

Then because the left and right electric operators are related
by parallel transport, their quadratic Casimirs are equal to
each other as operators

Êa
LÊ

a
L ¼ Êa

RÊ
a
R ≡ Ê2: ð35Þ

We are now in a position to describe the Hilbert space in
terms of a complete set of commuting electric operators,
which we will take to be Êz

L, Ê
z
R, and Ê2. The Lie algebra

commutation relations among the electric operators
Eq. (24) imply that the simultaneous eigenstates of Ê2

and Êz
L form an angular momentum multiplet structure

jjmi, as do the simultaneous eigenstates of Ê2 and Êz
R,

jj0m0i. However from Eq. (35) we know that they share a
quadratic Casimir j ¼ j0 and the states can therefore be
written as

jjmLmRi ð36Þ

with j; mL;mR being the relevant quantum numbers. The
situation is mathematically equivalent to the quantum
mechanics of a rigid body with three nonvanishing moments
of inertia, in which j is the total angular momentum, mL is

the z-component of the angular momentum with respect to
space-fixed axes, mR is the z-component of the angular
momentum with respect to body-fixed axes, and Û1

ab is the
rotation matrix mapping space axes to body axes. The
quantum number j ¼ 0; 1

2
; 1; 3

2
;… takes on half-integer

values and mL, mR each independently range from −j to
þj in integer steps. For a fixed half-integer j, there are then
ð2jþ 1Þ2 states that have total “angular momentum” j.
The overlap of these states with the group element basis

states is given again by the representation matrix

hgjjmLmRi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dimðjÞ
jGj

s
Dj

mLmRðgÞ; ð37Þ

which are the matrix elements of the non-Abelian gener-
alization of the Fourier transform, moving between group
elements (position) and irreducible representations
(momenta). Here dimðjÞ ¼ 2jþ 1 is the dimension of
the spin j representation and jGj ¼ R dg is the volume
of the group when integrated over the Haar measure, which
is given by jGj ¼ 16π2 for SU(2). As already mentioned,
the irrep basis states are eigenstates of a maximal commut-
ing set of the electric operators

Ê2jjmLmRi ¼ jðjþ 1ÞjjmLmRi
Êz
LjjmLmRi ¼ mLjjmLmRi

Êz
RjjmLmRi ¼ mRjjmLmRi: ð38Þ

We now return to the construction of the lattice
Hamiltonian. On each link of the lattice one places a copy
of the one-link Hilbert space just described, with operators
labeled by the link lðn; eiÞ to which they belong, e.g.,
Ûl ¼ Ûðn; eiÞ. Operators on different links commute with
each other.
Consider a gauge transformation ΩðnÞ, taken now as

an independent color rotation at each lattice site rather than
at every location in spacetime. Note that as discussed
previously, we are already working in Weyl gauge A0 ¼ 0,
so the gauge transformations only have spatial depend-
ence. Consider a gauge transformation affecting only a
single lattice site n, keeping in mind that a general gauge
transformation can be made by combining such one-site
transformations. Let Ω ¼ ΩðnÞ be the transformation at
site n. The effect of the gauge transformation on the local
link operators is shown in Fig. 1. In words, all link
operators extending from site n in a positive direction
Ûðn; eiÞ are affected at their left endpoint by a gauge
transformation as in Eq. (11), which with the help of
Eq. (28) can be expressed as

Ûj
mnðn; eiÞ ↦ Dj

mm0 ðΩÞÛj
m0n ¼ Θ̂LΩÛ

j
mnΘ̂†

LΩ: ð39Þ
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Rather than passively viewing this transformation as an
operator redefinition, this can equivalently be viewed as an
active transformation made on the state of the link

jψi ↦ Θ̂†
LΩjψi: ð40Þ

Similarly, all link operators Uðn − ei; eiÞ entering site n
from a negative direction are affected at their right
endpoint by a gauge transformation as in Eq. (11), which
with the help of Eq. (28) can be expressed as

Ûj
mnðn− ei; eiÞ↦ Ûj

mm0D
j
m0nðΩ−1Þ ¼ Θ̂†

RΩÛ
j
mnΘ̂RΩ: ð41Þ

Viewed instead as an active transformation on the states of
those links, they are transformed via

jψi ↦ Θ̂RΩjψi: ð42Þ

Note that one should view the transformation either in a
passive sense or an active sense, but not both at once. We
will choose the active sense in the following.
We can now easily express the operator enacting the

gauge transformation at site n. It is given by

Θ̂ΩðnÞ ¼
Yd
i¼1

½Θ̂LΩðn; eiÞ†Θ̂RΩðn − ei; eiÞ�: ð43Þ

As in the case of the individual translation operators, this
can always be written as

Θ̂ΩðnÞ ¼ expðiϕaðΩÞĜaðnÞÞ; ð44Þ

where ϕðΩÞ are normal coordinates for the group element
Ω and ĜaðnÞ is the Hermitian operator generating gauge
transformations at site n. To arrive at an expression for
ĜaðnÞ, note that all operators appearing in the product
of Eq. (43) commute with each other, so using Eq. (23)
we find

ĜaðnÞ ¼
Xd
i¼1

½Êa
Rðn − ei; eiÞ − Êa

Lðn; eiÞ�: ð45Þ

This is the lattice analog of the covariant divergence of the
chromo-electric field, otherwise the left-hand side of
Gauss’s law DiEi ¼ 0. For this reason it is often said that
Gauss’s law generates gauge transformations.
Note however that the lattice version of Gauss’s law

ĜaðnÞ ¼ 0 is not true as an operator equation. Rather it
must be imposed as a constraint on the Hilbert space of
states. Let jΨi be a state of the entire lattice. In order that
jΨi correspond to a physical state, we demand that it
satisfies the equation

ĜaðnÞjΨphysi ¼ 0; ð46Þ

for all sites n. This equation is equivalent to the statement
that physical states are invariant under all gauge trans-
formations

Θ̂ΩðnÞjΨphysi ¼ jΨphysi; ∀ ΩðnÞ; ∀ n: ð47Þ

We now construct the lattice Hamiltonian. As previously
mentioned, a consequence of Weyl gauge is that the
Hamiltonian is gauge invariant. Switching for the moment
back to the passive viewpoint, and working with the
operators packaged as ÊL ¼ Êa

LT
a and ÊR ¼ Êa

RT
a, the

electric operators and link operators transform under gauge
transformations via

ÊLðn; eiÞ ↦ ΩðnÞÊLðn; eiÞΩðnÞ† ð48Þ

ÊRðn; eiÞ ↦ Ωðnþ eiÞÊRðn; eiÞΩðnþ eiÞ† ð49Þ

Ûðn; eiÞ ↦ ΩðnÞÛðn; eiÞΩðnþ eiÞ†; ð50Þ

where ΩðnÞ is the gauge transformation function (in the
defining representation). These gauge transformation
properties are visualized in Fig. 2.
From this we can see that the trace of the quadratic

Casimir

TrÊ2 ¼ 1

2
Êa
LÊ

a
L ¼ 1

2
Êa
RÊ

a
R ð51Þ

is gauge-invariant.

FIG. 1. The action of the gauge transformation Θ̂ΩðnÞ at site n,
viewed passively.

FIG. 2. The operators at a single link of the Hilbert space,
placed according to their gauge transformation properties.
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As for the link operators, notice that from Eq. (49) any
ordered product of oriented link operators along any closed
loop C starting and ending at site n transforms according to

Û½C� ↦ ΩðnÞÛ½C�ΩðnÞ†: ð52Þ

Here Û½C� is

Û½C� ¼
Y
l∈C

ðÛlÞσl ; ð53Þ

where σl ¼ 1 if link l is traversed in the positive
orientation in C and σl ¼ −1 if link l is traversed in
the negative orientation in C. The smallest nontrivial loop
one can traverse on the lattice is a square consisting of four
links, called a plaquette, p, specified by a site n and two
directions ðei; ejÞ. Then the most local gauge invariant
object formed out of link operators is

TrP̂p ¼ Tr½Ûðn; eiÞÛðnþ ei; ejÞ
× Û†ðnþ ej; eiÞÛ†ðn; ejÞ�: ð54Þ

The Kogut-Susskind Hamiltonian is the sum of these two
terms over every link and plaquette of the lattice, respectively

Ĥ ¼ ĤE þ ĤB; ð55Þ

where the electric Hamiltonian is

ĤE ¼ g2

2a

X
l

Êa
lÊ

a
l; ð56Þ

and the magnetic Hamiltonian is

ĤB ¼ 1

2g2a

X
p

Tr½2I − P̂p − P̂†
p�: ð57Þ

Here I ¼ I2×2 is the identity matrix, inserted so that the
magnetic Hamiltonian is positive definite. The sum over
plaquettes is the sum over only positively oriented pla-
quettes, i < j. The factors of g2 and a cause this Hamiltonian
to approach the continuum Hamiltonian in the limit that the
lattice spacing goes to zero a → 0.

III. BASES AND TRUNCATION SCHEMES

Ultimately in order to simulate a lattice gauge theory on a
quantum or classical computer one must pick a basis within
the Hilbert space with which to represent the operators and
the state. In addition, for a bosonic variable like a gauge
field, the Hilbert space at even a single link is infinite
dimensional and must be truncated. One needs to picks a

basis and truncation scheme such that truncated theory
represents the continuous theory well for the observables of
interest, and which possesses controlled convergence
properties as the number of basis states used increases.
Other important considerations include the manifestation of
Gauss’s law in the truncated representation, as well as the
loss of certain group properties and commutators (which is
generally unavoidable).
Here we briefly review the most common choices and

their limitations, before motivating a different basis that we
believe is better suited for truncation in the limit of weak
bare coupling. As will become clearer later, this basis,
which we will call the mixed basis, can be thought of as a
combination of electric and magnetic bases. Developing a
truncation scheme in the mixed basis is the main aim of
this paper.

A. Electric bases

An electric basis is one that diagonalizes the Ê2 ¼
Ê2
L ¼ Ê2

R operators. This leaves freedom to specify which
additional mutually commuting operators (i.e., operators
that all commute with Ê2) are chosen to be diagonalized.
The most common choice is the Êz

L and Êz
R operators. This

basis is called the irrep basis in which the states jjmLmRi
are used as a basis on each link, where j specifies the
eigenvalue of the Ê2 operator, while mL and mR denote the
eigenvalues of the Êz

L and Êz
R, respectively.

In this basis the electric Hamiltonian is diagonal [with
eigenvalues determined by Eq. (38)], and the link operators
behave like raising and lowering operators with matrix
elements following the Clebsch-Gordan series

hKNLNRjÛj
mLmR jJMLMRi

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dimðJÞ
dimðKÞ

s
hJMLjmLjKNLihKNRjJMRjmRi: ð58Þ

This representation is best suited to strong (bare) coupling
where the electric Hamiltonian dominates and the lowest
lying states are linear combinations of only the lowest lying
irreps. In this case the standard truncation scheme is to use
only states with j < jmax for some appropriately chosen
cutoff jmax. This representation also has the advantage that
the gauge group is still exactly SU(2) (although the group
element basis loses some properties after truncation). As a
result Gauss’s law is exactly expressed by ĜaðnÞjΨphysi ¼ 0

for the same Ĝa, which has an easily interpretable meaning:
the state of the 2d links emanating from site n must form
a singlet.
Variants of the electric basis exist, such as representa-

tions in terms of Schwinger bosons [64–66] and the loop-
string-hadron basis [39,63]. In these representations the
states are not labeled by jjmLmRi, but they are still
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eigenstates of the electric operators and truncated in terms
of the largest allowed representation.
The main drawback of this basis is that it becomes

inefficient at weak coupling, where the magnetic Hamil-
tonian dominates and the lowest lying energy eigenstates
become a sum of a very large number of irreps.

B. Magnetic bases

The magnetic basis is the group element basis, in which
the eigenstates jgi of the link operators are the basis states.
In practice, one picks coordinates ϕaðgÞ for the group and
converts all expressions to coordinate expressions. For
SU(2), three coordinates are necessary, for instance the
three Euler angles α, β, γ specifying a rotation. One can also
work with more than three coordinates with constraints
among them (e.g., Cayley-Klein parameters). The magnetic
basis is the starting point for the construction of the mixed
basis, for which purpose it will be convenient to now
introduce axis-angle coordinates.

1. Axis-angle coordinates

As is familiar from quantum mechanics, elements of
SU(2) can be interpreted as rotations in three-dimensional
space acting on Pauli spinors. Such rotations can be
specified by an axis of rotation, given by a unit vector
n̂, and a rotation angle,ω. Axis-angle coordinates for SU(2)
correspond to exactly this parameterization, with a rotation
axis n̂ ¼ ðcosϕ sin θ; sinϕ sin θ; cos θÞ specified by the
spherical coordinates ðθ;ϕÞ, and the rotation about this
axis given by ω.

The ranges of the coordinates are

θ∈ ½0; π�
ϕ∈ ½0; 2π�
ω∈ ½0; 2π� ð59Þ

Note that the corresponding range for SO(3) would be
ω∈ ½0; π�, but for SU(2) the value ω ¼ 2π is the single
point given by the negative identity matrix.
Explicitly, axis-angle coordinates are defined by the

mapping using the defining representation

ðω; θ;ϕÞ ↦ D1=2ðω; θ;ϕÞ ¼ e−iωn̂·σ=2

¼
�
cos ω

2
− i sin ω

2
cos θ −i sin ω

2
sin θe−iϕ

−i sin ω
2
sin θeiϕ cos ω

2
þ i sin ω

2
cos θ

!
: ð60Þ

It is useful to also understand how these coordinates sit on
the group manifold, as opposed to simply viewing them as
rotations on three-dimensional space. As a manifold, SU(2)
is diffeomorphic to the three-sphere. This can be seen easily
by recalling that SU(2) is the set

SUð2Þ ¼
��

a −b�

b a�

����� a;b∈C; jaj2þ jbj2 ¼ 1

�
: ð61Þ

Then the four real numbers ReðaÞ; ImðaÞ;ReðbÞ; ImðbÞ are
the coordinates for a point on the three-sphere S3 embedded
in R4.

FIG. 3. Axis-angle coordinates for SU(2). The north hemisphere (left) and south hemisphere (right) of the manifold are connected by
gluing rules (highlighted using reds arrows) at ω ¼ π. These glued surfaces are demarcated using green on each hemisphere. The two-
sphere is a surface of constant ω. We highlight two specific points. One is the specific point, ðω; θ;ϕÞ, with 0hωiπ, marked by a blue
circle on the north hemisphere. The other is the specific point, ðω0; θ0;ϕ0Þ, with π < ω0 < 2π, marked by a red square on the south
hemisphere.
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Given the mapping SUð2Þ ≅ S3, axis-angle coordinates
are hyperspherical coordinates for S3. This can be visual-
ized in the following way. Recall that a 2-sphere can be
built by gluing together a northern hemisphere and a
southern hemisphere, each of which is a disk, i.e., the
interior of a 1-sphere (a circle). Similarly, the 3-sphere can
be built by gluing together a northern hemisphere and a
southern hemisphere, each of which is the interior of a
2-sphere, i.e., a solid ball. This is visualized in Fig. 3. The
north hemisphere is a solid ball (left) with the centermost
point (the north pole) corresponding to the identity element
of SU(2). The south hemisphere is another solid ball (right)
with the centermost point (the south pole) corresponding to
the negative identity element. The two hemispheres are
joined by identifying the equatorial surface, i.e. the outer
surface of the two balls. The equatorial surface is the sphere
of constant ω ¼ π corresponding to all rotations by π.
Viewed in this way, the angles ðθ;ϕÞ are coordinates for 2-
spheres of constant radius in SU(2) centered around the
identity element, while the angle ω measures the distance
from the north pole.
The Haar measure in axis-angle coordinates is

dg ¼ 4sin2
ω

2
sin θdωdθdϕ: ð62Þ

Note that the coordinates ðω; θ;ϕÞ differ from the standard
convention for hyperspherical coordinates ðψ ; θ;ϕÞ by the
rescaling ω=2 ¼ ψ . When working in group element
coordinates, the electric operators become linear differ-
ential operators in the coordinates ϕa. Explicit coordinate
expressions will be supplied later as needed.
The literature has a number of truncation choices asso-

ciated with the magnetic basis, but generally all involve
some replacement of the continuous group parameter g with
a finite sampling of points gi. As pointed out in [68,69,74],
the resulting truncated Hilbert space generally only main-
tains its group structures if the gi form a finite subgroup of
SU(2). Ideally one would use a family of finite subgroups of
increasing order which converge to the full gauge group, as
one can do in the Abelian case where U(1) is limN→∞ZN .
However, classification theorems tell us that non-Abelian
groups typically have only a finite number of crystal
subgroups so such families do not exist (for example
SO(3) admits only the tetrahedral, octahedral, and icosa-
hedral groups) [75]. Nonetheless there has been work
investigating their use [24,68,69,76–81].
Alternatively one may simply sample some points gi, not

necessarily forming a group, but concentrated in the support
of the wave functions ΨðgÞ one aims to describe. This has
been previously discussed in Lagrangian approach by [82],
and in the Hamiltonian approach by [83]. This is funda-
mentally the approach taken in this paper. If the sampling
gi is made so as to remain in the support of ΨðgÞ even as
the coupling constant g is changed, the accuracy of the
representation will be independent of the coupling constant

for all values of the coupling constant. The main drawback
of this approach is the loss of group properties, especially
the loss of group composition. For this reason, we pair this
approach with a gauge-fixing procedure, which is made
before truncating the Hilbert space. At that point the lack of
gauge transformations is irrelevant. The price paid for gauge
fixing is a nonlocal electric Hamiltonian, as we will discuss
in more detail later.
In the next section we demonstrate this procedure for the

simplest case of a lattice containing a single plaquette,
which will then allow us to also describe the choice of basis
and the truncation scheme. The gauge fixing is made via
a maximal tree approach, a construction first developed
in [84]. A detailed description of the gauge fixing which
generalizes to arbitrary lattice sizes and dimensions is made
in Sec. VA 2 with some details supplied in Appendix C.

IV. LATTICE WITH A SINGLE PLAQUETTE

In this section we study a minimal system consisting of a
single plaquette, which we use in order to introduce the
gauge fixing procedure and the mixed basis representation
without the unnecessary distractions associated with a
general lattice. The generalization to all lattices is provided
afterward.
A single-plaquette universe with open boundary con-

ditions consists of four lattice sites connected by four links
(see Fig. 4). The Hamiltonian of this system is

HE ¼ g2

2a

X4
l¼1

Êa
lÊ

a
l

HB ¼ 1

2g2a
Trf2I − P̂□ − P̂†

□
g; ð63Þ

where the single plaquette operator is P̂□ ¼ Û1Û2Û
†
3Û

†
4.

The orientation of this plaquette operator is opposite the
usual direction, but since every plaquette appears in the
action in both orientations the choice is irrelevant. The links
are labeled simply by the index l ¼ 1, 2, 3, 4, while the
sites are labeled by n0–n3.

A. Gauge fixing

Before demonstrating a particular gauge fixing construc-
tion, consider for a moment what would be required in

FIG. 4. A lattice with a single plaquette. The lattice sites are
labeled by n0;…;3. Dotted links in red are part of the maximal tree
and will be eliminated.
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order to sample the wave function in a magnetic basis
without performing any gauge fixing, especially at weak
coupling. In the limit that g goes to zero, the magnetic
Hamiltonian dominates and energetically favors unfrus-
trated plaquettes—that is, plaquettes for which P□ ≈ I. A
nominal ground state at zero coupling then takes the form
Ψðg1; g2; g3; g4Þ ¼ δg1;Iδg2;Iδg3;Iδg4;I with the wave function
on each link sharply peaked around zero. However, this
state is not gauge invariant since a gauge transformation
can change any individual gi as long as the value of the
plaquette is preserved. To find a gauge-invariant wave
function, the nominal state must be projected into the
physical Hilbert space by acting on it with each of the four
projectors [85]

Π̂ðnÞ ¼ 1

16π2

Z
dgΘ̂gðnÞ ð64Þ

for the four sites of the lattice n ¼ 0, 1, 2, 3. Recalling that
Θ̂gðnÞ acts on the links by group translation, the resulting
state will be in a sense smeared over the group. The primary
purpose of gauge fixing is to unsmear the wave function so
that it can be sampled efficiently. A more precise descrip-
tion of this smearing will be given in Sec. VA 1.
Of many possible gauge-fixing procedures that would

accomplish this goal, we choose to work in a maximal tree
gauge in which the largest possible number of link
variables is eliminated and set equal to the identity (rather
than fixing combinations of multiple link variables). We
now carry this out for the one-plaquette universe, with the
procedure for arbitrary lattices being given in Sec. VA 2.
Consider a magnetic basis state jg1g2g3g4i. There are

many other basis states that are gauge-equivalent to this
one, for instance jhg1; g2; g3; hg4i, which is the result of
applying gauge transformation Θh at the origin n0. The set
of all basis states reachable from jg1g2g3g4i by gauge
transformations forms an equivalence class of configura-
tions. Gauge fixing involves picking a representative
sample from each equivalence class with which to represent
states. The following series of gauge transformations is
made in order to arrive at a representative state

jg1g2g3g4i ⟶
Θ̂g1

ðn1ÞjI; g1g2; g3; g4i

⟶
Θ̂g4

ðn3ÞjI; g1g2; g4g3; Ii

⟶
Θ̂g4g3

ðn2ÞjI; g1g2g−13 g−14 ; I; Ii: ð65Þ

In words, one works their way away from the origin,
making use of gauge transformations at every site to set as
many links as possible to the identity. Note that at no point
do we make use of the gauge transformation at the origin.
The wave function will now be expressed in terms of a

single variable g1g2g−13 g−14 , which is nothing other than the

eigenvalue of the plaquette operator Û1Û2Û
†
3Û

†
4. We

rename this operator to be X̂ ¼ P̂□ and now refer to it
as the loop operator. The remaining gauge transformation at
the origin is identified as a global transformation, and
affects the loop operator through

X̂ → Θ̂n0X̂Θ̂
†
n0 : ð66Þ

This equation represents a single remaining global con-
straint on the wave function, which we will address in a
later section.
In terms of the loop operator, the magnetic Hamiltonian

is given by

HB ¼ 1

2g2a
Trf2I − X̂ − X̂†g: ð67Þ

Following Appendix C, we define (left) electric operators
that have been parallel transported to the origin by

Ĵ 1 ≡ ÊL1

Ĵ 2 ≡ Û1ÊL2Û
†
1

Ĵ 3 ≡ Û4ÊL3Û
†
4

Ĵ 4 ≡ ÊL4: ð68Þ

The Ĵ all have the property that they transform as though
located at the origin

Ĵ l → Θ̂n0Ĵ lΘ̂†
n0 : ð69Þ

The action of the transported electric operators on the loop
variable is

½Ĵ a
1; X̂� ¼ TaX̂

½Ĵ a
2; X̂� ¼ TaX̂

½Ĵ a
3; X̂� ¼ −X̂Ta

½Ĵ a
4; X̂� ¼ −X̂Ta: ð70Þ

Being formally the same as the action of left and right
electric operators on a link operator, we identify that when
acting on physical states we have

ÊL ¼ Ĵ a
1 ¼ Ĵ a

2 ð71Þ

ÊR ¼ −Ĵ a
3 ¼ −Ĵ a

4; ð72Þ

where ÊL and ÊR generate left and right transformations on
X̂. Given the above discussion, the electric Hamiltonian
becomes
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HE ¼ 2g2

a
Ê2: ð73Þ

where Ê denotes either ÊL or ÊR, since their squares are the
same. A state is now represented by a wave function ΨðgÞ
over a single group parameter (the eigenvalue of the loop
operator X̂), and all local Gauss’ law constraints are
automatically satisfied. The remaining global constraint is

ΨðgÞ ¼ Ψðhgh−1Þ ð74Þ

for all h∈SUð2Þ. The reader may recognize that this
constraint is fairly trivial, but for a multiplaquette system
it is generally not as straightforward to satisfy.

B. Representation in the mixed basis

In what follows it will be useful to express the gauge
fixed system in axis-angle coordinates (see Sec. III B).
These coordinates have the property that the conjugacy
class of a point in SU(2) is labeled by a single coordinate,
ω, which will make it relatively simple to sample the
support of the wave function. In axis-angle coordinates we
work with a wave function

hωθϕiΨ ¼ Ψðω; θ;ϕÞ: ð75Þ

Using Eqs. (60) and (67) the magnetic Hamiltonian in
axis-angle coordinates is

ĤB ¼ 2

g2a

�
1 − cos

ω

2

�
: ð76Þ

The total electric operator Ê2 is given by the Laplace-
Beltrami operator

Ê2 ¼ L̂2

4sin2 ω
2

−
∂
2

∂ω2
− cot

ω

2

∂

∂ω
; ð77Þ

with L̂2 denoting the Laplacian on a 2-sphere

L̂2 ¼ −
∂
2

∂θ2
− cot θ

∂

∂θ
−

1

sin2θ
∂
2

∂ϕ2
: ð78Þ

The Hamiltonian is then

H ¼ 2g2

a

�
L̂2

4sin2 ω
2

−
∂
2

∂ω2
− cot

ω

2

∂

∂ω

	
þ 2

g2a

�
1 − cos

ω

2

�
:

ð79Þ

The problem is now formally very similar to a problem in
three dimensional single particle quantum mechanics,
with centrifugal term L̂2=4 sin2 ω

2
and central potential

VðωÞ ¼ 2
g2a ð1 − cos ω

2
Þ. Once multiple interacting pla-

quettes are present, the potential ceases to be central.
The wave function can always be expanded in spherical

harmonics via

Ψðω; θ;ϕÞ ¼
X
l;m

clm
ulmðωÞ
2 sin ω

2

Yl
mðθ;ϕÞ: ð80Þ

The factor of 2 sinðω=2Þ has been introduced such that with
normalized functions ulmðωÞZ

2π

0

dωjulmðωÞj2 ¼ 1 ∀ l; m; ð81Þ

and normalized coefficientsX
l;m

jclmj2 ¼ 1; ð82Þ

one finds a properly normalized wave functionZ
dgjΨðω; θ;ϕÞj2 ¼ 1: ð83Þ

Having defined the radial function ulmðωÞ in this way, some
care in needed to ensure that the wave function does not
exhibit unphysical behavior. Generally, Ψ will only be
differentiable at ω ¼ 0 and ω ¼ 2π if each ulmðωÞ has zeros
of order at least one at those locations. This will become
relevant when digitizing this function later.
We can now switch from the magnetic basis jωθϕi to the

mixed basis jωlmi via

hω0θϕjωlmi ¼ δðω − ω0Þ
2 sin ω

2

Yl
mðθ;ϕÞ: ð84Þ

We refer to this as a mixed basis because the states are
partially labeled by the magnetic quantum number ω and
partially labeled by the electric quantum numbers l; m.
These are electric quantum numbers in that they label the
eigenvalues of the electric operators L̂2 and L̂z, where L̂a ≡
Êa
R − Êa

L (see Appendix A). The physical interpretation of
these operators will be discussed shortly.
In this basis the wave function is

hωlmjΨi ¼ clmulmðωÞ: ð85Þ

The representation of the system in this basis is exact before
truncation and the main task is simply finding the matrix
elements between operators. For instance the total electric
operator is
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hω0l0m0jÊ2jωlmi ¼ δll0δmm0δðω − ω0Þ

×

�
−

∂
2

∂ω2
−
1

4
þ lðlþ 1Þ
4sin2ðω=2Þ

	
: ð86Þ

Notice that this is fully diagonal in l; m. This will no longer
be true in the multiplaquette problem, where the matrix
elements between the individual components of the left
and right electric operators are needed. They are given in
Sec. V B. However, those multiplaquette operators only
change the angular numbers by �1 or 0, and so the kinetic
term is represented by a sparse tridiagonal matrix in the
ðl; mÞ indices.

C. Solution at weak coupling

In this section we solve the single plaquette problem in
the limit g → 0, in which it reduces to a three dimensional
simple harmonic oscillator. From this we can examine the
support of the lowest lying states in radial and angular
quantum numbers and understand how to construct a basis
with the number of states roughly independent of the
coupling constant.
To determine the function ulmðωÞ, one starts from Eq. (80)

but transforms to the mixed basis as in Eq. (86). The
Schrödinger equation HΨ ¼ λΨ then takes the form

∂
2ulm
∂ω2

þ
�
1

4
−
1 − cos ω

2

g4
þ λ

2g2
−
lðlþ 1Þ
4sin2 ω

2

	
ulm ¼ 0: ð87Þ

In the limit g → 0 one can see that the support of the wave
function is limited to ω ∼ g. In order to systematically
expand in powers of g, one can therefore define the rescaled
variable ω̂ ¼ ω=g, giving

∂
2ulm
∂ω̂2

þ
�
λ

2
−
lðlþ 1Þ

ω̂2
−
ω̂2

8

	
ulm ¼ 0; ð88Þ

where we have dropped subdominant terms in g.
Rearranging slightly, this is the radial equation for a
three-dimensional simple harmonic oscillator with “spring
constant” k ¼ 1=8. The resulting eigenvalues are

λ ¼
ffiffiffi
2

p �
2nþ lþ 3

2

�
; ð89Þ

and the wave functions are simply those of a harmonic
oscillator, which up to normalization are

ulmðωÞ ¼ ωlþ1 expð−ω2=4
ffiffiffi
2

p
g2ÞLðlþ1

2
Þ

n

�
ω2

4
ffiffiffi
2

p
g2

�
ð90Þ

for associated Laguerre polynomials Lk
nðxÞ.

We see that the angular excitations increase the energy
by an amount that does not scale with the coupling
constant, and which is of the same order as the radial

excitations. This indicates that the number of angular states
that are needed to represent the low lying spectrum does
not scale with g. The radial function on the other hand is
squeezed down into a region of radius ωmax ≈ g, as
previously observed for instance in [86]. One should then
simply adjust the sampling to be concentrated in a region
of radius minðcg; 2πÞ, where the precise value of c can be
chosen to minimize the error introduced by the truncation.
We will come back to this later.

D. Dealing with the global constraint

As mentioned previously, the maximal tree construction
has constrained three of the four possible gauge trans-
formations, but left a global constraint ΨðgÞ ¼ Ψðhgh−1Þ
originating from the gauge transformation at the origin. The
only way to satisfy this constraint is for Ψðω; θ;ϕÞ to only
depend on the radial variable. To see this, note that the
mapping g ↦ hgh−1 preserves the trace of g, but otherwise
sweeps out the conjugacy class of g. The conjugacy classes
of SU(2) are exactly the 2-spheres parametrized by ðθ;ϕÞ
so the equation reads Ψðω; θ;ϕÞ ¼ Ψðω; θ0;ϕ0Þ. Then for
the one-plaquette system the physical Hilbert space is just
the l ¼ 0, m ¼ 0 space. The restriction to the physical
Hilbert space is not so straightforward for multiplaquette
systems, and the following discussion is useful for under-
standing the general case.
The generator of gauge transformations at the origin is

Ĝa
0 , which in the one-plaquette universe is given by

Ĝa
0 ¼ −Êa

L1 − Êa
L4 ¼ Êa

R − Êa
L: ð91Þ

We refer to this operator as the total charge of the lattice and
denote it by

L̂a
tot ≡ Ĝa

0 ¼ Êa
R − Êa

L: ð92Þ

The total charge operator inherits the Lie algebra properties
of the electric operators

½L̂a
tot; L̂

b
tot� ¼ ifabcL̂c

tot: ð93Þ

Being a generator of a global symmetry, it commutes with
the Hamiltonian ½L̂a

tot; Ĥ� ¼ 0, as one can easily check.
Then the situation is identical to a rotationally symmetric
system: the simultaneous eigenstates of L̂2

tot and L̂z
tot label

subspaces of the Hilbert space which are not connected by
Ĥ. These are subspaces of definite total color charge. In the
absence of charged matter, only the zero charge sector is
physical which reflects the constraint

L̂a
totjΨphysi ¼ 0: ð94Þ

Satisfying this constraint for a multiplaquette system is an
n-body addition of angular momentum problem, where n is
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the number of loop operators. This will be discussed
more later.
After applying the constraint L̂a

totjΨphysi ¼ 0 the Hamil-
tonian is given purely by a radial equation

H ¼ 2g2

a

�
−

∂
2

∂ω2
− cot

ω

2

∂

∂ω

	
þ 2

g2a

�
1 − cos

ω

2

�
; ð95Þ

which when acting on the rescaled function uðωÞ≡ u00ðωÞ
becomes

hω000jHjω00i ¼ δðω − ω0Þ

×

�
2g2

a

�
−

d2

d2ω
−
1

4

�
þ 2

g2a

�
1 − cos

ω

2

�	
: ð96Þ

In the remainder of this section, we will not enforce the
global constraint, since that will help with the generaliza-
tion to systems with multiple plaquettes.

E. Digitizing the Hilbert space at all values
of the coupling

The discussion of the one-plaquette universe so far has
yielded the Hamiltonian

Ĥ ¼ 2g2

a
Ê2 þ 2

g2a

�
1 − cos

ω

2

�
; ð97Þ

which possesses no local gauge transformations, but still
has one global gauge transformation. The single degree of
freedom X̂ is a Wilson loop beginning and ending at the
origin. In order to numerically solve this system, one needs
to digitize the infinite dimensional Hilbert space and render
it finite dimensional.
As discussed in [31,87–89], some digitization choices

lead to better convergence properties than others, particu-
larly when it comes to representing kinetic operators. As a
consequence of the Shannon-Nyquist theorem, derivatives
represented spectrally using a discrete Fourier transform are
exact for functions that are band-limited to within the
Nyquist limit. On the other hand, functions that have only
exponentially small support outside the Nyquist limit will
experience only exponentially small error. Thus we aim to
represent all derivatives using Fourier transforms or their
non-Abelian generalizations.
We proceed by digitizing the radial function ulmðωÞ in

much the same way as in the U(1) case [31]. The radial
variable is sampled at points

ωn ¼ ðnþ 1=2Þδω; δω ¼ ωmax=N ð98Þ

for 0 < n < N − 1. The infinite dimensional Hilbert space
with states jωi labeled by continuous parameter ω is

digitized to include N basis states jωni. Rather than
sampling over the entire range 0 < ω < 2π, we sample
only over 0 < ω < ωmax, where the value of ωmax is
appropriately chosen to contain the region of support of
ulmðωÞ and scales with g. This does not only work at small
coupling, but at large coupling as well, as long as one
requires ωmax not to exceed 2π. In other words

ωmax ¼ min ðcg; 2πÞ; ð99Þ

where the precise value of c can be chosen to minimize the
error introduced by the truncation. As demonstrated in
[31,87,88,90], under the harmonic approximation this
optimal value is

ωmax ¼ min

0B@gðN − 1Þ
ffiffiffiffiffiffiffiffiffiffiffiffi
8

p
π

N

s
; 2π

1CA: ð100Þ

This value is obtained by analytically minimizing
h½x̂; p̂� − ii with respect to the ground state of the harmonic
oscillator. One could also perform a precalculation to
numerically select a value.
The truncated mixed basis for a single loop variable is

jωnlmi; n ¼ 0;…; N − 1; l ≤ lmax; ð101Þ

which is a space of dimension Nðlmax þ 1Þ2.
One must also select a value for lmax. However, this

choice is more akin to picking the number of radial basis
states N. Generally one would pick lmax to be as large as
can be allowed for the computing architecture, but the
computational resources have to be traded between the
value of N and lmax. We do not expect the value of lmax to
depend on the lattice size.
We now define the truncated operators with respect to the

truncated mixed basis. The magnetic Hamiltonian is simply

hωn0l0m0jĤBjωnlmi ¼ δnn0δll0δmm0hBðωnÞ; ð102Þ

where

hBðωnÞ ¼
2

g2a

�
1 − cos

ωn

2

�
: ð103Þ

Handling the radial function requires some care. Recall that
the relationship between the radial functions ulmðωÞ and the
wave function Ψ is

Ψðω; θ;ϕÞ ¼
X
l;m

clm
ulmðωÞ
2 sin ω

2

Yl
mðθ;ϕÞ: ð104Þ

The factor of 2 sinðω=2Þ which serves to flatten the radial
integration measure introduces removable singularities in
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the wave function. In order that Ψ remain continuously
differentiable at ω ¼ 0; 2π, the radial function ulmðωÞ must
have zeros of order at least one at ω ¼ 0; 2π. Realizing this
constraint is equivalent to stating that ulmðωÞ belongs to the
vector space of functions expressible in terms of a pure
Fourier sine series on ½0; 2π�.
Given the above, derivatives with respect to ω are

represented via a Fourier transform as

hωn0l0m0j − b∂2ωjωnlmi ¼ δll0δmm0

×
XN−1

k¼0

ðDST−1Þn0kðp2
kÞðDSTÞkn;

ð105Þ

where the unitary discrete sine transform (DST) is given by

ðDSTÞkn ¼

8>><>>:
ffiffiffi
2
N

q
sin πðnþ1

2
Þðkþ1Þ
N for k ≠ N − 1ffiffiffi

1
N

q
sin π



nþ 1

2

�
for k ¼ N − 1

; ð106Þ

and pk are the modes present in the Sine transform

pk ¼
πðkþ 1Þ
ωmax

; k ¼ 0;…; N − 1: ð107Þ

The total electric operator is then given by

hωn0l0m0jÊ2jωnlmi ¼ δll0δmm0

×
h
ðDST−1Þn0kðpkÞ2ðDSTÞkn

−
1

4
δnn0 þ

lðlþ 1Þ
4sin2ðω=2Þ δnn0

i
ð108Þ

where k is summed. Notice that all operators are either
diagonal, or formed out of composing Fourier transforms
and diagonal operators.
The spectrum of the truncated system at all values of the

coupling can be found by numerically diagonalizing the
Hamiltonian, as shown in Fig. 5 for the one-plaquette
universe using a modest N ¼ 16 field values, correspond-
ing to using 4 qubits for the radial Hilbert space. At weak
coupling one recovers the simple harmonic oscillator states,
while at strong coupling the states approach the electric
eigenstates jjlmi.2

Another useful numerical benchmark is the normalized
expectation value of the magnetic Hamiltonian with respect
to the ground state of the full system:

h□i ¼ g2a
2

hΨ0jHBjΨ0i: ð109Þ

In the U(1) case this was considered in [27,31,91] and
served as a useful point of comparison. The result for this
work is shown in Fig. 6 for various truncation values,
along with an analytic solution which is available for
the one-plaquette universe (See Sec. B). Even with only
N ¼ 4 samples, corresponding to 2 qubits, the truncation
scheme results in per-mill level accuracy at all values of the
coupling. As expected on the grounds of the Shanon-
Nyquist theorem, after a certain point convergence is
exponential in the number of samples used. As a result,
errors associated with digitization and truncation are not
expected to make a significant contribution to the overall
error when performing simulations of lattice gauge theories.

V. LATTICE WITH MULTIPLE PLAQUETTES

In this section we generalize the preceding discussion to
a d-dimensional hypercubic lattice containing Nd lattice
sites and consider open boundary conditions.
After gauge fixing, we will arrive at an expression for the

Hamiltonian in terms of the dynamics of a complete set of
loop operators. The matrix elements of the operators
appearing in the Hamiltonian are given with respect to
the mixed basis. As in the case of the one-plaquette

FIG. 5. The spectrum of the one-plaquette universe as a function
of the coupling constant, truncated according to lmax ¼ 3 and
N ¼ 16, which is a 256 dimensional space requiring 8 qubits. The
zero-coupling energies of Eq. (89) are plotted as x’s. The strong
coupling energies are 2g2jðjþ 1Þ, for j ¼ 0; 1

2
; 1;… and degen-

eracy ð2jþ 1Þ2 [see Eq. (38)]. They are plotted as dotted lines.
Note that a line labeled by l has degeneracy ð2lþ 1Þ, indicated in
the legend by, e.g., (×3) for a threefold degenerate state.

2For a fixed value of j, the states jjmLmRi and jjlmi span the
same space of electric eigenstates. However, they diagonalize
different sets of electric operators: as mentioned in Sec. II B,
jjmLmRi diagonalizes the operators Ê2, Êz

L, and Ê
z
R, while jjlmi

diagonalizes Ê2, L̂2, and L̂z. See Appendix A.
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universe, we will show how to define a truncated repre-
sentation of the Hamiltonian with resource requirements
that do not scale with the coupling constant.
All operators appearing in the Hamiltonian will be direct

products and compositions of Fourier transforms, diagonal
matrices, and tridiagonal matrices.

A. Gauge fixing

We begin with the Kogut-Susskind Hamiltonian given in
Eq. (55)(56)(57)

Ĥ ¼ g2

2a

X
l

Êa
lÊ

a
l þ

1

2g2a

X
p

Tr½2I − P̂p − P̂†
p�; ð110Þ

where the sum over l is a sum over all links lðn; eiÞ in the
hypercubic lattice, and the sum over p is a sum over all
positively oriented plaquettes pðn; ei; ejÞ.
This Hamiltonian is accompanied by the supplementary

Gauss’ law constraints

ĜaðnÞjΨphysi ¼ 0; ∀ n ð111Þ

for each lattice site n.
In this section we will carry out the maximal tree gauge

fixing for a general lattice, with some details relegated to

Appendix C. Before doing so, we will take a moment to
provide a geometrical description of gauge fixing and the
smearing of the wave function alluded to in Sec. IVA.

1. Geometrical picture of gauge fixing

For this purpose it is natural to use the language of fiber
bundles to describe the geometrical structure imposed on
configuration space by the action of gauge transformations.
No facility with the mathematical machinery is necessary to
appreciate the basic construction.
Let the number of links on the lattice be nl. We begin by

considering the 3nl-dimensional configuration space of the
Kogut-Susskind Hamiltonian, illustrated schematically in
Fig. 7, upon which the parameters ϕa

i ¼ ϕaðgiÞ are coor-
dinates. Let P be some specific configuration (point in
configuration space), and consider the set of configurations
that are generated by letting all gauge transformations at
one site n act on P. These configurations form a surface in
configuration space passing through P. This surface is
represented schematically as a line in Fig. 7, but its
dimension is in fact three. This surface is the orbit of
the point P under the action of gauge transformations at site
n. The orbit is a copy of the gauge group SU(2), since the
action of a group on itself by left or right translation is free.
The configuration spaceQ is divided up or foliated into a

3nl − 3 dimensional family of three dimensional orbits,
each of which is a copy of SU(2). The orbit structure
imposed on configuration space by gauge transformations
at site n qualifies this space as a principal fiber bundle over
SU(2). In this case SU(2) is called the structure group, the

FIG. 7. The 3nl dimensional configuration space of the Kogut-
Susskind Hamiltonian is represented using several axes. A typical
configuration (point P) is acted on by gauge transformations,
producing the orbit shown schematically as a line passing through
P. The 3ðnl − Nd þ 1Þ dimensional surface S of representative
points establishes a gauge convention. This figure is a repro-
duction of a figure found in [92].

FIG. 6. Top: the expectation value h□iexact with respect to the
ground state of the total Hamiltonian, for various values of the
coupling. The analytic solution is obtained in terms of a certain
Mathieu function (see Appendix B). Due to the difficulty of
evaluating Mathieu functions at large q values, the exact solution
is not plotted at all values. Bottom: the fractional error ðh□iexact −
h□iÞ=h□iexact in evaluating this quantity using a truncation with
N radial samples. The vertical lines mark the values of g where
the minðÞ function in Eq. (100) is saturated.
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quotient space Q=SUð2Þ is the base space, and the orbits
are the fibers.
Consider now the orbit of the configuration P under the

full gauge group—that is, under all gauge transformations
at all sites except those at the origin. The reason we do not
include gauge transformations at the origin is that they will
be re-interpreted as a global symmetry related to global
charge conservation. This will become more clear when
performing the maximal tree gauge fixing. Regardless, the
orbit of P under this full gauge group is simply the direct
product of SU(2) with itself for every lattice site (except the
origin). This is because gauge transformations made at
different sites commute with each other. Then in this case
the orbit is a surface of dimension 3ðNd − 1Þ passing
through point P, also called the gauge fiber on which P
lives. Each point on a fiber is gauge equivalent to each other
point on that fiber, and they represent the same classical
physical configuration.
The fiber bundle structure provides a geometrical

picture for the meaning of a quantum state being physical.
Let ΨðfϕaðgiÞgÞ ¼ hg0;…; gnl−1jΨi be the wave function
viewed as a function over configuration space. Then the
Gauss’s law constraint

Θ̂ΩðnÞjΨphysi ¼ jΨphysi; ∀ ΩðnÞ; ∀ n ≠ n0 ð112Þ

states that a physical wave function is simply one which is
constant on each fiber.
We similarly get a geometrical picture for the meaning of

gauge fixing. To see this, consider the fiber passing through
point P, and declare some point P0 to be representative of
the fiber as a whole. Having done this for one fiber, we
extend the choice of a representative point to neighboring
fibers, continuing to move outward in a continuous manner
until all fibers have been covered. In this way, a 3ðnl −
Nd þ 1Þ dimensional surface S of representative points is
swept out. The surface S is called a section of the fiber
bundle, and it is the geometrical interpretation of a gauge
fixing procedure. Picking a different gauge-fixing conven-
tion involves picking a different section S0. Generally the
only restriction on a section is that it is nowhere tangent to
the fibers.
Because physical wave functions are constant on the

fibers anyways, we can work with a wave function Ψ over
only the gauge section S and extend it uniquely to a
physical wave function by making it constant on every
fiber. This also simplifies the matter of sampling the wave
function, as all sampling done along the direction a fiber
would be redundant.

2. Maximal tree gauge

We now pick a particular gauge section and express the
Hamiltonian using operators that act only on wave functions
defined on that section. In the process we will produce a
formulation of the theory in terms of a collection of

interacting Wilson loops with nonlocal interactions among
them. Such nonlocal interactions are a generic feature of
gauge-fixed formulations of gauge theories. The particular
choice of gauge-fixing we employ belongs to a class of
gauges collectively called maximal tree gauges, which
were introduced in [84]. The construction here mostly
follows that of [93], which we illustrate mostly for the
two-dimensional case, but the generalization to higher
dimensions is clear.
To start, we partition the links of the lattice into

two disjoint sets referred to as “physical links” and “tree
links.” The links making up the tree form a tree in the graph
sense—there are no closed loops that can be traversed via
tree links. In addition, the tree links form a maximal tree,
meaning the addition of any link to the tree would create a
closed loop. All links that are not part of the maximal tree
are declared physical links, which we denote by κ, as
opposed to l which denotes any link.
There are many different choices possible for a maxi-

mal tree, and this work chooses the maximal tree in
2-dimensions as links in the x directions for y ¼ 0, as
well as all links in the y direction. The maximal tree used is
illustrated in Fig. 8 by the collection of red links. In a three-
dimensional lattice one would choose the links in the x
direction for y ¼ z ¼ 0, the links in the y direction for
z ¼ 0 and all links in the z direction. This is the maximal
tree definition used in [37,93–95].
We now specify a gauge section using the maximal tree.

Consider a point P in configuration space along with all
the gauge-equivalent points that make up its fiber. To
establish the representative element on this fiber, we make
a series of gauge transformations to set the link variable on
every link on the maximal tree equal to the identity
element. For instance one uses the gauge transformation
at site (0,1) to rotate the link variable living on the link
connecting (0, 0) and (0, 1) equal to the identity. Next one

FIG. 8. A two-dimensional lattice, with a maximal tree
identified by the red dotted links, with links not on the maximal
tree shown in solid green.
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uses the transformation at site (0,2) to set the link variable
living on the link connecting (0, 1) and (0, 2) equal to the
identity. This process continues, using gauge transforma-
tions at sites moving outward from the origin, until we
arrive at the unique point P0 on the fiber where every link
variable living on the tree is equal to the identity. This
configuration is declared representative of the fiber. Next
this process is repeated for every fiber, which defines the
section S specifying the gauge-fixing.
Let us express the representative point P0 in the

group-element basis. A starting point on the fiber is P ¼
jfgτg; fgκgi where the fgτg belong to the maximal tree and
the fgκg belong to the physical links. Sliding along the fiber
from P to P0 results in the state jfIg; fXκgi which has all
tree elements equal to the identity, and all physical variables
set to a certain product of the original gl and gκ variables. By
following along the series of gauge transformations, one can
see that Xκ is the oriented product of g’s around the closed
loop starting and ending at the origin which traverses the
physical link κ in the positive orientation and otherwise only
traverses the tree. This is a unique loop because there is a
unique way to get between any two points on the lattice via
the maximal tree if we demand each link is only traversed
once. Such a loop is denoted PðκÞ, and an example loop is
illustrated in Fig. 9.
In order to work with operators that act only on the

maximal tree section S, we then define loop operators

X̂ðκÞ ¼
Y

l∈PðκÞ
ÛðlÞσl ; ð113Þ

where σl is þ1 if the link l is traversed in the positive
orientation, and −1 if it is traversed in the negative

orientation. Since X̂ðκÞ is a product of link operators that
start and end at the origin, it depends only on gauge
transformations made at the origin

X̂ðκÞ → Ωðn0ÞX̂ðκÞΩðn0Þ†: ð114Þ

Clearly TrX̂ðκÞ is gauge invariant.
We can now express the magnetic Hamiltonian in terms

of the loop operators. Note that a feature in two dimensions
is that the number of physical links is equal to the number
of plaquettes, while in higher dimensions there are more
plaquettes than loop operators. In any case, each plaquette
is comprised of four links, at least one of which has to be a
physical link. For a two-dimensional lattice the maximum
number of physical links for each plaquette is two, while in
higher dimension one can have up to four physical links per
plaquette. In the example given in Fig. 8 the plaquettes in
the bottom row contain a single physical link, while all
others contain two physical links. Given the set of physical
links, the plaquette operator can be written in terms of the
loop operators as

TrP̂p ≡ Tr
Y
κ∈p

X̂ðκÞσðκÞ; ð115Þ

where the product runs over the physical links of the
plaquette, the operators X̂ðκÞ are the loop operators
corresponding to each physical link, and σðκÞ is þ1
(−1) if the link κ is traversed by the plaquette in the
positive (negative) direction. Note that only the trace of the
two sides are equal, since the X̂ operators are parallel
transported to the origin.
The magnetic Hamiltonian can easily be obtained using

Eq. (115), and one finds in terms of the operators X̂

HB ¼ 1

2g2a

X
p

Tr

 
I −

Y
κ∈p

X̂ðκÞσðκÞ
!
þ H:c:; ð116Þ

which as discussed involves at most two loop operators
X̂ðκÞ for each plaquette p in two dimensions, and at most
four loop operators in higher dimensions. In this sense the
magnetic Hamiltonian is still quasilocal.
The electric Hamiltonian can similarly be expressed in

terms of electric operators conjugate to the loop operators.
For each loop operator X̂ðκÞ, let Ea

LðκÞ and Ea
RðκÞ be the

operators enacting left and right transformations on X̂ðκÞ

½Êa
LðκÞ; X̂ðκ0Þ� ¼ TaX̂ðκÞδκ;κ0 ; ð117Þ

½Êa
RðκÞ; X̂ðκ0Þ� ¼ X̂ðκÞTaδκ;κ0 : ð118Þ

A detailed explanation of the relationship between
these and the original electric operators is given in
Appendix C. Here we simply quote the result for the

FIG. 9. The path PðκÞ for a physical link κ. All paths start and
end at the origin of the lattice n0 ¼ ð0; 0Þ. Also indicated are the
four possible cases of links when considering the commutation
relations between electric operators and the loop operator. Note
that links that are removed via the maximal tree convention are
shown in dotted red lines while all physical links, except for
physical link κ, are shown with dashed green lines.
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electric Hamiltonian. Let tþðlÞ be the set of all physical
links κ such that l is contained in path PðκÞ as a positive
link. Similarly let t−ðlÞ be the set of all physical links κ
such that l is contained in path PðκÞ as a negative link.
Then the electric Hamiltonian is

HE ¼ g2

2a

X
l

�X
κ ∈ tþðlÞÊ

a
Lκ −

X
κ∈ t−ðlÞÊ

a
Rκ

�
2

: ð119Þ

The electric Hamiltonian is still bilinear in electric oper-
ators, but now has terms which couple all loop operators,
in general. As a result the electric Hamiltonian is now
nonlocal.
The total Hamiltonian is given by the sum of Eqs. (116)

and (119). It contains no local gauge transformations, but
has a global transformation generated by the residual gauge
transformation at the origin

X̂ðκÞ → Ωðn0ÞX̂ðκÞΩðn0Þ†;
ÊLðκÞ → Ωðn0ÞÊLðκÞΩðn0Þ†;
ÊRðκÞ → Ωðn0ÞÊRðκÞΩðn0Þ†: ð120Þ

B. Representation in the mixed basis

We now carry out the program of expressing this gauge-
fixed Hamiltonian in terms of its matrix elements with
respect to the mixed basis. This leads to an exact repre-
sentation of the system. We will then need to truncate this
basis to arrive at a finite representation amenable to
simulation. The process is largely the same as in the
one-plaquette universe, with the only significant difference
coming from the appearance of operators that change the
angular quantum numbers l; m.
The Hilbert space of the Hamiltonian Eqs. (116)

and (119) is the direct product of a one-link Hilbert space
⊗κ L2ðG; dgÞ for each loop operator X̂ðκÞ. On each copy of
the one-link Hilbert space we employ the mixed basis
jωlmiκ, and the direct product of all such basis vectors
forms a basis for the entire Hilbert space. A sample basis
vector for the entire Hilbert space is

jω;l; mi1 ⊗ � � � ⊗ jω;l; minκ ; ð121Þ

where nκ is the total number of loop operators.
The matrix elements of the operators appearing in the

Hamiltonian can be found in a relatively straightforward
manner by first expressing them in axis-angle coordinates,
and then transforming to the mixed basis.
We begin with the electric operators. In coordinates, the

electric operators acting on loop κ are differential operators
with respect to axis-angle coordinates ðω; θ;ϕÞκ. From
Appendix C, these are

Ea
L ¼ 1

2
ðΣa − LaÞ; Ea

R ¼ 1

2
ðΣa þ LaÞ; ð122Þ

where La denote the well known angular momentum
operators

L̂x ¼ i

�
sinϕ

∂

dθ
þ cot θ cosϕ

∂

∂ϕ

�
L̂y ¼ i

�
− cosϕ

∂

∂θ
þ cot θ sinϕ

∂

∂ϕ

�
L̂z ¼ −i

∂

∂ϕ
; ð123Þ

and

Σ̂x ¼ 2i sin θ cosϕ
∂

∂ω
þ i cot

ω

2

×

�
cos θ cosϕ

∂

∂θ
− csc θ sinϕ

∂

∂ϕ

�
Σ̂y ¼ 2i sin θ sinϕ

∂

∂ω
þ i cot

ω

2

×

�
cos θ sinϕ

∂

∂θ
þ csc θ cosϕ

∂

∂ϕ

�
Σ̂z ¼ 2i cos θ

∂

∂ω
− i cot

ω

2
sin θ

∂

∂θ
: ð124Þ

It will be slightly more convenient to work with the raising
and lowering operators

Ê0 ¼ Êz ð125Þ

Ê� ¼∓ 1ffiffiffi
2

p ðÊx � iÊyÞ; ð126Þ

also called the (covariant) spherical components.
We now simply let these operators act on the mixed basis

states ulmðωÞ=ð2 sinω=2ÞYl
mðθ;ϕÞ and use properties of the

spherical harmonics to re-express the result as a linear
combination of spherical harmonics.
Note that all electric operators are vector operators under

rotations generated by L̂, so the Wigner-Eckart theorem
applies. The matrix elements of all vector operators can be
expressed as

hω0l0m0jV̂qjωlmi ¼ hω0l0jjVjjωlihl0m0jjl1mqi; ð127Þ

where q ¼ þ1; 0;−1 are the three spherical components,
hl0m0jj1mqi is a Clebsch-Gordan coefficient, and
hω0l0jjVjjωli, referred to as a reduced matrix element,
has no dependence on the m0; m; q quantum numbers. For
the electric operators, the reduced matrix elements are
given by
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hω0l0jjÊRðLÞjjωli ¼ δðω0 − ωÞ

×

8>>>>>><>>>>>>:

−i
ffiffiffiffiffiffiffiffiffi

l
2l0þ1

q
ð d
dω þ l

2
cot ω

2
Þ l0 ¼ l − 1

þð−Þ
ffiffiffiffiffiffiffiffiffiffiffi
lðlþ1Þ

p
2

l0 ¼ l

−i
ffiffiffiffiffiffiffiffiffi
l0

2l0þ1

q �
− d

dω þ l0
2
cot ω

2

�
l0 ¼ lþ 1

: ð128Þ

Terms appearing in the electric Hamiltonian are of the
form Êa

κ Ê
a
κ0 [see Eq. (119)], with various possible combi-

nations of left and right operators appearing (labels
omitted for brevity). In terms of spherical components
this is

Êa
κ Ê

a
κ0 ¼ Ê0

κ Ê
0
κ0 − Êþ

κ Ê
−
κ0 − Ê−

κ Ê
þ
κ0 : ð129Þ

Next we compute the matrix elements of the magnetic
operators. In coordinates, the magnetic operators are just
functions of the axis-angle coordinates ðω; θ;ϕÞκ. All
needed matrix elements can be formed by taking linear
combinations and products of the Cayley-Klein parameters
i.e. the matrix elements of the four components of X̂

hω0θ0ϕ0jX̂mLmR
jωθϕi ¼ δgg0D

1=2
mLmRðω; θ;ϕÞ: ð130Þ

When converting these expressions to the mixed basis, it is
useful to decompose X̂ into its irreducible representations
under transformations generated by L̂a—that is, under the
transformations

X̂ ↦ e−iϕ
aL̂a

X̂eiϕ
aL̂a

: ð131Þ

Note that e−iϕ
aðgÞL̂a ¼ Θ̂LgΘ̂

†
Rg. Then using Eq. (22) the

transformation can also be written as

X̂ ↦ DðgÞX̂DðgÞ†; ð132Þ

where the representation matrices D are taken in the
defining representation. Clearly the trace of X̂ is invariant
under this transformation, so we identify

Ŝ≡ 1

2
TrX̂ ð133Þ

as the scalar component of X̂.
The three remaining components of X̂ form a vector

operator under this transformation. To put them in a
standard form, we define

X̂a ¼ 2TrTaX̂: ð134Þ

These are the Cartesian components of the vector operator.
The original loop operator is given in terms of its scalar-
vector decomposition by

X̂ ¼ ŜI þ X̂aTa: ð135Þ

For the vector part, it is convenient to instead work with the
(covariant) spherical components

X̂0 ¼ X̂z ð136Þ

X̂� ¼∓ ðX̂x � iX̂yÞ: ð137Þ

The matrix elements of the loop operator can now be
expressed simply in the mixed basis. The scalar component
is independent of all angular quantum numbers and is
given by

hω0l0m0jŜjωlmi ¼ δl0lδm0mδðω0 − ωÞ cosω
2
: ð138Þ

For the vector part, the Wigner-Eckart theorem applies,
and we can again write the vector operators Xq using
Eq. (127). The reduced matrix elements for the X operator
are now

hω0l0jjXjjωli ¼ δðω−ω0Þ

8>>>><>>>>:
i
ffiffiffiffiffiffiffiffiffi

l
2l0þ1

q
sinω

2
l0 ¼ l− 1

0 l0 ¼ l

−i
ffiffiffiffiffiffiffiffiffi
l0

2l0þ1

q
sinω

2
l0 ¼ lþ 1

:

ð139Þ

In two dimensions, terms appearing in the magnetic
Hamiltonian are of the form TrX̂1, or TrX̂

†
2X̂1. In terms of

the scalar-vector parts, these are

TrðX̂1Þ ¼ 2Ŝ1 ð140Þ

TrðX̂†
2X̂1Þ ¼ 2Ŝ2Ŝ1 þ

1

2
X̂a†
2 X̂a

1: ð141Þ

Similar expressions for three and four loop operators are
easily obtained. Note that for lattices in dimensions three or
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higher, terms with three and four loop operators also
appear.
Combining Eqs. (128), (138) and (139) with the

Hamiltonian of the preceding section, one obtains an exact
representation of the system. By employing the truncation
scheme of Sec. IV on each loop operator, one obtains a
truncated representation of the entire system.

C. Dealing with the global constraint

The construction so far has removed all gauge redun-
dancies, with the exception of the one arising from a
transformation at the origin given by Eq. (120). This
remaining transformation is generated by

Ĝaðn0Þ ¼
Xd
i¼1

ÊLðlðn0; eiÞÞ ¼ 0: ð142Þ

Since every loop originates and ends at the origin, one finds
(see Appendix C):

Ĝaðn0Þ ¼
X
κ

ðEa
LðκÞ − Ea

RðκÞÞ

¼
X
κ

− L̂aðκÞ

¼ −L̂a
tot: ð143Þ

This implies that the remaining gauge transformation is
enacted by the operator L̂tot that measures the total charge
of the lattice. In the absence of charged matter, only the
zero charge sector is physical.
In this section, we motivate a general form of the

Hamiltonian that is valid in the sector of vanishing total
charge, as well as the method for deriving its exact form.
This will be valid for an arbitrary number of lattice points.
This Hamiltonian will commute with the total charge
operator as required.
In axis-angle coordinates, each group element is para-

meterized by three variables: ω, θ and ϕ. A classical
interpretation of such a configuration is a set of a rigid
rods starting at the origin, with length ω and polar angles θ
and ϕ, as shown in Fig. 10. The set of NL rigid rods, each
parameterized by fωi; θi;ϕig, define a given “shape.” Here
NL ¼ 3ðnl − Nd þ 1Þ is the total number of loop operators
that remain after gauge fixing, and where as defined before
nl is the total number of links and Nd is the total number of
sites. The total charge operator L̂a

tot enacts transformations

eiϕ
aðhÞL̂a

tot jg1;…; gNL
i ¼ jhg1h−1;…; hgNL

h−1i ð144Þ

which act on each loop variable by conjugation. Let
g ¼ gðn̂;ωÞ, where ðn̂;ωÞ are axis-angle coordinates for
g. Note that ðn̂;ωÞ also gives the direction and length of the
“rod” representing g. Using the adjoint formula

hgðn̂;ωÞh−1 ¼ gðRðhÞn̂;ωÞ ð145Þ

we see that this transformation preserves ω, while rotating
n̂. Here RðhÞ ¼ D1ðhÞ is the rotation h in the 1 (vector)
representation. Then the transformations generated by L̂a

tot
rotate configurations of the rods into other configurations
with the same “shape,” but a different orientation.
In the classical interpretation, the total charge represents

the total angular momentum of the system, which generates
total rotations about the origin and keeps the original shape
unchanged. Such an overall rotation is parametrized by
three angular variables, and one therefore expects that this
overall constraint removes three angular variables, leaving
3NL − 3 independent variables. The variables defining a
given shape are referred to as “shape coordinates.” Since
the lengths of the rods, given by the ωi are invariant under
global rotations, they are always part of the set of all shape
coordinates; we will ignore them for the time being.
In order to motivate the form of the Hamiltonian which

separates the energy stored in the shape of the system from
that of the overall charge, we must define the shape and
orientation coordinates. Configurations with the same
shape coordinates but different orientation coordinates
correspond to different configurations points P on the fiber
representing the gauge transformation at the origin, and
choosing a particular orientation chooses a representative
point P0. We will refer to the original coordinates as the
“axis-angle” coordinates and the new coordinate system as
the “physical” coordinates. Physical coordinates are those
parametrizing the representative point P0.
In the “axis-angle” coordinate system, the axes of

rotation are given by

ñi ¼ fsin θi cosϕi; sin θi sinϕi; cos θig: ð146Þ

FIG. 10. Image of rigid rods in 3D space, representing an
arbitrary configuration. The angles θi;ϕi define the orientation of
each rigid rod, with length ωi.
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As discussed, the “physical” coordinate system is obtained
by fixing the orientation of the shape of the NL rods. The
“axis-angle” coordinate system is then recovered from the
physical coordinate system by carrying out a global
rotation on the whole rigid system.
To pick a representative point P0 corresponding to a

gauge fixing convention, we choose to lock the first two
rotors with an angle of θ12 between them and have both of
them lying in the x̂ − ẑ plane, with the ẑ axis bisecting the
opening angle. All the other rotors will then have their axis
defined in relation to this plane. Therefore, the initial
orientation of each rotor is given by

nð0Þ1 ¼
�
− sin

θ12
2

; 0; cos
θ12
2

�
nð0Þ2 ¼

�
sin

θ12
2

; 0; cos
θ12
2

�
nð0Þμ ¼ fsin θ0μ cosϕ0μ; sin θ0μ sinϕ0μ; cos θ0μg; ð147Þ

where μ ranges from 3 to NL and we use the subscript f0μg
to denote that θ0μ and ϕ0μ are the angles between the μth

rods and the vector that is the sum of the axes of the first two
rods. Note that this is not a unique definition of ni, but we
find it particularly convenient. These 2ðNL − 2Þ þ 1 angles
(plus the ω variables, of which there are NL) are the shape
variables on which the wave function will depend; we will
collectively refer to the set of shape variables as S.
We now perform a simultaneous rotation on this entire

system using three Euler angles, α, β, γ; these are the three
orientation variables, which we will refer to as Oi.
In particular, in this coordinate system, the NL axes are
given by

ni ¼ RzðαÞRyðβÞRzðγÞnð0Þi

¼ Rðα; β; γÞnð0Þi ; ð148Þ

where RzðθÞ and RyðθÞ is defined as the rotation around
the ẑ and ŷ axes, respectively, by angle θ. For example,

RzðθÞ ¼

0B@ cos θ − sin θ 0

sin θ cos θ 0

0 0 1

1CA: ð149Þ

In order to rewrite the Hamiltonian in the physical
coordinate bases, the variables in the axis-angle coordinates
need to be related to those in the physical coordinate
system. This can be done by simply equating ni ¼ ñi.
Doing so, we find that the shape variables are related to the
axis-angle variables via

cos θ12 ¼ cos θ1 cos θ2 þ cos ðϕ1 − ϕ2Þ sin θ1 sin θ2
cos θ0μ ¼

1

2 cosðθ12
2
Þ ½cos θμðcos θ1 þ cos θ2Þ þ sin θμ

× ðsin θ1 cosðϕ1 − ϕμÞ þ sin θ2 cosðϕ2 − ϕμÞÞ�

cosϕ0μ ¼
1

2 sin θ0μ sin
θ12
2

½cos θμðcos θ1 − cos θ2Þ þ sin θμ

× ðsin θ1 cosðϕ1 − ϕμÞ − sin θ2 cosðϕ2 − ϕμÞÞ�;
ð150Þ

while the three orientation variables are related to the
original variables via

cos β ¼ cos θ1 þ cos θ2
2 cos θ12

2

tan α ¼ sin θ1 sinϕ1 þ sin θ2 sinϕ2

sin θ1 cosϕ1 þ sin θ2 cosϕ2

tan γ ¼ −
sin θ1 sin θ2 sinðϕ1 − ϕ2Þ
ðcos θ1 − cos θ2Þ cos θ122

: ð151Þ

The goal is now to carry out the change of coordinate
system from the axis-angle to the physical basis. This
requires making use of the relations

∂F½X�
∂Xi

¼
�
∂X̃j

∂Xi

�
∂F½X̃�
∂X̃j

∂
2F½X�

∂Xi∂Xj
¼
�

∂
2X̃k

∂Xi∂Xj

�
∂F½X̃�
∂X̃k

þ
�
∂X̃k

∂Xi

��
∂X̃l

∂Xj

�
∂
2F½X̃�

∂X̃k∂X̃l
; ð152Þ

where X ¼ fθi;ϕig and X̃ ¼ fθ12; θ0μ;ϕ0μ; α; β; γg.
Since the generators of Gauss’ law are equal to the total

angular momentum of the system, they only depend on the
orientation coordinates parameterizing the rotation of the
system. And indeed, when the change of coordinates is
carried out for these operators, we find that

L̂x
tot ¼ i

�
sin α

∂

∂β
þ cot β cos α

∂

∂α
− csc β cos α

∂

∂γ

�
L̂y
tot ¼ i

�
− cos α

∂

∂β
þ cot β sin α

∂

∂α
− csc β sin α

∂

∂γ

�
L̂z
tot ¼ −i

∂

∂α
; ð153Þ

regardless of the size of the lattice.
Since the Hamiltonian of the system commutes with the

Gauss’ law generators, the most general form for a (lattice
gauge theory) Hamiltonian is given by
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Ĥ ¼ ĤBðSÞ þ ĤEðS;O; ∂S; ∂OÞ
¼ ĤBðSÞ þ Ĥ½0�

E ðS; ∂SÞ þ Ĥ½Ltot�
E ðS;O; ∂S; ∂OÞ ð154Þ

where Ĥ½Ltot�
E is given by

Ĥ½Ltot�
E ≡ ηðSÞL̂2

tot þ vaðS;OÞL̂a
tot þ tabðS;OÞfL̂a

tot; L̂
b
totg

þ ṽaSiðS;OÞ
∂

∂Si
L̂a
tot: ð155Þ

In this expression, η; va; ṽa and tab are a scalar, two
vectors and a traceless symmetric (rank two) tensor,
respectively and the index i is summed over all shape
variable in the last term of the second expression. This form
is motivated by the observation that Êa

L=R are all first order
differential operators and therefore Ĥ can be at most
bilinear in L̂a

tot.
It is trivial to see that both ĤB and Ĥ½0�

E commute with
any of the angular momentum operators L̂a

tot, as the
operators L̂a

tot only depend on orientation variables and

their conjugate momenta while ĤB and Ĥ½0�
E only depend on

shape variables and their conjugate momenta. It is easy to

guarantee that the first term of Ĥ½Ltot�
E commutes with L̂a

tot, as
it simply requires that the coefficient ηðSÞ only depend on
the shape variables,

½L̂a
tot; ηðSÞ� ¼ 0: ð156Þ

The rest of ĤLtot
E commutes with L̂a

tot as long as the vectors
va and ṽa, as well as symmetric traceless tensor tab satisfy
the commutation relations

½L̂a
tot; Vb� ¼ ifabcVc; V ¼ v; ṽ; ð157Þ

and

½L̂a
tot; tbc� ¼ iðfabdδce − fadcδbeÞtde

¼ iðfabdtdc þ facdtdbÞ: ð158Þ

These commutation relations greatly restrict the form of the
vectors and tensors. In particular, a vector V that satisfies
Eq. (157) must be of the form

Va ¼ Rabðα; β; γÞνbðSÞ; ð159Þ

where Rðα; β; γÞ is defined in Eq. (148) and νbðSÞ is an
arbitrary function of the shape variables. Furthermore any
tensor that satisfies Eq. (158) can be written as

tab ¼
�
Racðα; β; γÞRbdðα; β; γÞ

2

þRadðα; β; γÞRbcðα; β; γÞ
2

− δab
Recðα; β; γÞRedðα; β; γÞ

3

�
μcðSÞνdðSÞ:

Since an arbitrary traceless symmetric rank two tensor can
always be constructed out of two vectors as

Tab ¼ UaVb þ UbVa

2
−
1

3
δabUcVc; ð160Þ

this implies that tab is constructed out of vectors that satisfy
Eq. (159), i.e.,

Ua ¼ Rabðα; β; γÞμbðSÞ
Va ¼ Rabðα; β; γÞνbðSÞ ð161Þ

These results can be easily shown given the commutation
relation of the rotation operatorRðα; β; γÞ with the angular
momentum operator:

½L̂a
tot;Rbc� ¼ ifabdRdc: ð162Þ

Once the Hamiltonian is written in this form, it is trivial to
work in the physical (charge zero) Hilbert space. The
Hamiltonian that is to be simulated is simply

Ĥ ¼ ĤBðSÞ þ Ĥ½0�
E ðS; ∂SÞ; ð163Þ

which can be obtained by using the variable transformation
given above and dropping all dependence on the orientation
variables and their derivatives.
The practical utility of this coordinate transformation,

particularly for larger lattices, depends on how computa-
tionally expensive it is to carry out the algebraic manipu-
lations necessary to calculate H½0�

E . We have explicitly done
this for a two-plaquette system, but this question will be
explored in greater detail in follow-up work.

VI. CONCLUSIONS

The ability to carry out ab-initio calculations of the
properties of gauge theories, particularly time-dependent
behavior, without resorting to perturbation theory would
provide an invaluable tool for comparing such theories to
experimental results. A promising approach to this problem,
which has recently seen a surge of interest, is the simulation
of Hamiltonian formulations of lattice gauge theories on
digital quantum computers. In these formulations, the finite
lattice spacing and finite volume regulate the UV and IR
divergences, respectively, of the underlying continuum
theory. Unfortunately, for continuous gauge groups, such
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as those in the Standard Model of particle physics, the
Hilbert spaces spanned by the pertinent Hamiltonians are
still infinite dimensional and therefore must be truncated
before the theory can be numerically simulated.
A key challenge is finding a finite-dimensional Hilbert

space that faithfully reproduces key properties of the theory
while requiring a practical number of quantum resources. In
particular, while the theory is relatively simple to truncate at
strong bare coupling, these truncations, which have been
used widely in the literature, become inefficient at weak
bare coupling. This inefficiency is especially concerning as
weak bare coupling is required to ultimately take the
continuum limit of the lattice gauge theory; however it
remains to be seen how small of a bare coupling is really
required to obtain the continuum limit reliably. The main
finding of this work is a novel method for carrying out this
truncation that works well both at strong and weak bare
coupling. Our approach utilizes the maximal tree method for
gauge-fixing the theory, which automatically enforces
Gauss’ law at all sites. This gauge fixing results in a
Hamiltonian whose Hilbert space is a tensor product of
mostly unconstrained (up to the global gauge transforma-
tion) SU(2) group elements. Each of these group elements is
then represented in a mixed axis-angle basis, with a
continuous label ω representing the rotation angle, and
spherical harmonics characterized by integers l; m repre-
senting the angular distribution of the rotation axis.
In this basis, the lowest lying wave functions are always

slowly varying, such that they are dominated by small l
values. The dependence on ω, however, depends on the
value of the bare gauge coupling: at large coupling the
dependence on ω is also slowly varying while for weak
coupling the low-lying wave functions become localized
around ωi ¼ 0. This localization at weak coupling means
that the low-lying wave functions are exponentially sup-
pressed for ω > ωmax, where ωmax scales linearly with the
bare gauge coupling g. A truncated Hilbert space can
therefore be obtained by truncating the allowed l values,
and sampling the dependence on ω at discrete points ωn in
the range 0 < ω < ωmax. While we have not provided
detailed numerical studies, we have shown that this indeed
works well numerically for a system with a single pla-
quette. A detailed numerical study, as well as a construction
of an explicit quantum circuit is left for future work; of
particular interest is how the circuit depth scales with
relevant parameters. Additionally, it is important to note
that maximal-tree gauge fixing is an incomplete gauge-
fixing procedure and there remains a global gauge trans-
formation. This implies that the Hamiltonian still spans all
color charge sectors. However, we have demonstrated how
this theory can be fully gauge-fixed in theory, resulting in a
Hamiltonian that spans only the physical (colorless) sector;
the practical application of this method is left for
future work.

While some of our discussion has assumed a two-
dimensional lattice, the results presented are general and
work in arbitrary dimensions. Additionally, this work has
focused on an SU(2) gauge theory; however we believe that
this can be generalized to more complicated non-Abelian
groups, in particular the important case of SU(3). This is
again left for future work.

ACKNOWLEDGMENTS

We would like to thank Ivan Burbano and Christopher
Kane for enlightening discussions on the topic. We are also
grateful to Ivan Burbano, Hank Lamm for comments on the
manuscript. This work was supported by the U.S.
Department of Energy (DOE), Office of Science under
contract No. DE-AC02-05CH11231, through Quantum
Information Science Enabled Discovery(QuantISED) for
High Energy Physics (KA2401032), by the Office of
Advanced Scientific Computing Research (ASCR) through
the Accelerated Research for Quantum Computing Program,
by the U.S. Department of Energy Grant DE-FG02-97ER-
41014 (Farrell), the U.S. Department of Energy, Office of
Science, Office of Nuclear Physics and [96] InQubator for
Quantum Simulation (IQuS) under Award Number DOE
(NP) Award DE-SC0020970, and the U.S. National Science
Foundation under grant PHY1316222. This work is also
supported by the U.S. Department of Energy, Office of
Science under contract DE-AC02- 05CH11231 and through
the [97] Department of Physics and [98] the College of Arts
and Sciences at the University of Washington. This work
was performed in part at the Munich Institute for Astro-,
Particle and BioPhysics (MIAPbP) which is funded by the
Deutsche Forschungsgemeinschaft (DFG, German Research
Foundation) under Germany’s Excellence Strategy—EXC-
2094–390783311 and at the Aspen Center for Physics,
which is supported by National Science Foundation Grant
No. PHY-2210452.

APPENDIX A: ELECTRIC BASES

This section concerns bases for the one-link Hilbert
space that diagonalize the electric operators. As mentioned
in Sec. II B, an electric basis is one that diagonalizes the
Ê2 ¼ Ê2

L ¼ Ê2
R operator. This leaves freedom to specify

which additional mutually commuting operators that com-
mute with Ê2 are chosen to be diagonalized.
A common choice is the set Ê2; Êz

L, and Êz
R, with

eigenvalues

Ê2jjmLmRi ¼ jðjþ 1ÞjjmLmRi
Êz
LjjmLmRi ¼ mLjjmLmRi

Êz
RjjmLmRi ¼ mRjjmLmRi: ðA1Þ
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This is the original basis used by Kogut and Susskind,
picked due to simplicity and its utility for performing a
strong coupling perturbative expansion.
Another choice of electric basis that arises naturally

when one works in axis-angle coordinates is the jjlmi
basis, which uses the operator

L̂a ≡ Êa
R − Êa

L: ðA2Þ

In this basis, the operators Ê2, L̂2, and L̂z are diagonal, with

Ê2jjlmi ¼ jðjþ 1Þjjlmi
L̂2jjlmi ¼ lðlþ 1Þjjlmi
L̂zjjlmi ¼ mjjlmi: ðA3Þ

For fixed j, the range of quantum numbers is l ¼ 0;…; 2j,
m ¼ 0;…;l, for total degeneracy ð2jþ 1Þ2.
The relation between these bases is [99]

jjmLmRi ¼
X
l;M

ð−iÞl 2lþ 1

2jþ 1
CjmR
jmLlM

jjlMi; ðA4Þ

whereCjm0
jmlM is a Clebsch-Gordan coefficient. In axis-angle

coordinates, up to normalization the states are

hgjjlmi ¼ χjlðωÞYl
mðθ;ϕÞ; ðA5Þ

where χjlðωÞ is the generalized character of order l of the
irrep of rank j, which satisfy the differential equation�
d2

dω2
þ cot

ω

2

d
dω

þ jðjþ 1Þ− lðlþ 1Þ
4sin2 ω

2

	
χjlðωÞ ¼ 0: ðA6Þ

Note that this is just the one-plaquette radial equation,
Eq. (79), at infinite coupling. The generalized characters
are orthogonal and completeZ

2π

0

dω4sin2
ω

2
χj1l ðωÞχj2l ðωÞ ¼ 4πδj1j2X

j;l

χjlðω1Þχjlðω2Þ ¼
πδðω1 − ω2Þ

sin2 ω
2

: ðA7Þ

APPENDIX B: ONE-PLAQUETTE UNIVERSE:
ANALYTIC SOLUTION AT ALL COUPLING

The energies and energy eigenstates of the one-plaquette
system studied in Sec. IV can be expressed exactly in terms
of certain special functions. These exact solutions are
useful for analyzing the numerical results, as in Fig. 6.
In this section we show how to obtain these exact solutions.

We begin with the Hamiltonian of Eq. (97)

Ĥ ¼ 2g2

a
Ê2 þ 2

g2a

�
1 − cos

ω

2

�
; ðB1Þ

which possesses no local gauge transformations, but still
has one global gauge transformation.
Viewed as a differential equation in axis-angle coordi-

nates, the time-independent Schrodinger equation HjΨi ¼
λjΨi is separable into “radial” coordinate ω and “angular”
coordinates ðθ;ϕÞ. Using the ansatz Ψ ¼ RðωÞYðθ;ϕÞ, the
equation separates into

L2Y ¼ lðlþ 1ÞY ðB2Þ

and�
−

d2

dω2
− cot

ω

2

d
dω

þ lðlþ 1Þ
4sin2 ω

2

þ 1

2g2
VðωÞ

	
R ¼ λ

2g2
R;

ðB3Þ

where the operator L2 is the spherical Laplacian which has
as its eigenfunctions the spherical harmonics Ylmðθ;ϕÞ.
The volume form being proportional to sin2 ω

2
motivates a

change of variables uðωÞ ¼ RðωÞ2 sin ω
2
, such that the

differential equation becomes

u00 þ
�
1

4
−

1

g4

�
1− cos

ω

2

�
þ λ

2g2
þ lðlþ 1Þ

4sin2 ω
2

	
u¼ 0: ðB4Þ

For l ¼ 0 this equation has a solution in terms of Mathieu
functions. Incidentally, only the l ¼ 0 states are physical
(gauge invariant) states, so we content ourselves with this
case. In terms of the re-scaled radial function u, the l ¼ 0
radial equation is

u00 þ
�
1

4
−

1

g4

�
1 − cos

ω

2

�
þ λ

2g2

	
u ¼ 0; ðB5Þ

which is a Mathieu equation. The energies λ are determined
by the boundary conditions uð0Þ ¼ 0, uð2πÞ ¼ 0.
Further setting z ¼ ω=4, we get

u00ðzÞ þ
�
4þ 8λ

g2
−
16

g4
þ 16

g4
cosð2zÞ

	
uðzÞ ¼ 0: ðB6Þ

Comparing to the standard form of the Mathieu differential
equation y00 þ ða − 2q cosð2zÞÞy ¼ 0, we have the relations

a ¼ 4þ 8λ

g2
−
16

g4

q ¼ −8=g4: ðB7Þ

The Mathieu differential equation
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y00 þ ða − 2q cosð2zÞÞy ¼ 0 ðB8Þ

is a linear second order differential equation with even
solutions denoted Cða; q; zÞ and odd solutions Sða; q; zÞ.
For nonzero q, the functions only become periodic for
certain special values of a, called the characteristic values.
For a fixed nonzero q, there is a sequence of such
characteristic values anðqÞ, and bnðqÞ for n ¼ 1; 2; 3….
The corresponding periodic functions are denoted cenðq; zÞ
and senðq; zÞ, respectively. They are also sometimes called
cosine-elliptic and sine-elliptic functions, or Mathieu func-
tions of the first kind.
The functions cenðq; zÞ and senðq; zÞ can be categorized

by their parity and periodicity as follows

The radial function RðωÞ for l ¼ 0 are even in ω. This
means that the function uðωÞ has to be odd, since it
is divided by sinðω=2Þ. Since we want the function to be
π periodic in z, this implies that the functions uðωÞ are
given by

uðωÞ ¼ Nsenðq; zÞ; n ¼ 2; 4; 6…; ðB9Þ
where n is an even integer and N is a normalization
constant. The energy eigenvalues are given by

λn ¼
2

g2
þ g2

8
ðbnðqÞ − 4Þ; ðB10Þ

where again n is an even integer and bn denotes the
Mathieu characteristic numbers. In particular, the ground
state is

Ψ0ðω; θ;ϕÞ ¼ N
se2ðq;ω=4Þ
sinðω=2Þ ;

q ¼ −8=g4;

where N is a normalization constant.

APPENDIX C: REVIEW OF THE MAXIMAL
TREE CONSTRUCTION

Before gauge-fixing, the Kogut-Susskind Hamiltonian
has as its Hilbert space the tensor product of the space
L2ðG; dgÞ for each link of the lattice. Here G is a compact
gauge group, and dg is the Haar measure with some
normalization. For SU(2) the volume of the group is given

by jGj ¼ R dg ¼ 16π2. If each of these configuration spaces
is parameterized by some coordinates ϕa ≡ ϕaðgÞ, then
general states can be thought of as a wave functionΨðfϕa

lgÞ
over those parameters on each link. Gauge fixing con-
structions involve making a change of coordinates fϕa

lg ↦
fyj; xkg to a set of coordinates xk which are gauge invariant,
and a set yj which purely move between gauge-equivalent
configurations and/or into the unphysical Hilbert space.
Then any wave function in the zero-charge sector, being
gauge invariant, will depend only on the variables xk. In
such a sector, the gauge-orbit variables yj may all be fixed to
any desired value, typically those associated with the
identity element of the group.
In this viewpoint, it is clear that in order to reexpress the

Hamiltonian as a differential operator with respect to the
variables xk, one need only use the chain rule on the change
of coordinates fϕa

lg ↦ fyj; xkg. This is exactly the app-
roach taken in [94,95]. On the other hand, the approach
taken by [93] leads to a cleaner procedure for expressing the
new electric operators in terms of the old electric operators,
which we now summarize.

1. Maximal tree and loop variables

Consider a d-dimensional lattice containing Nd sites
labeled by n ¼ ðn1;…ndÞ, and with links labeled by
l ¼ ðn; iÞ. Here i ¼ 1;…; d labels the dimension, and
for each dimension, ei denotes the corresponding unit
vectors. Each link gets a copy of the L2ðG; dgÞ Hilbert
space, and can be labeled by a group element g. Following
the discussion in Sec. II B one can now define a link
operator Ûðn; eiÞmn and electric operators Êa

Lðn; eiÞ and
Êa
Rðn; eiÞ generating left and right gauge transformations

on link ðn; iÞ respectively. For each lattice site, the
commutation relations between these operators are those
given in Eq. (24) and (29), and operators at different lattice
sites commute with one another. In the remainder of this
section we will often restrict ourselves to two-dimensional
lattices, such as that shown in Fig. 8, but all results can
easily be generalized to a general d-dimensional lattice.
Next one defines a certain collections of links on this

lattice. A tree is a collection of links with no closed loops,
and a maximal tree is a tree that is no longer a tree if any
additional links are added to it. There are many different
choices possible for a maximal tree, and this work chooses
the maximal tree in two dimension as the set of links in the
x directions for y ¼ 0, as well as all links in the y direction.
The maximal tree used is illustrated in Fig. 8 by the
collection of red dotted links. In a three-dimensional lattice
one would choose the links in the x direction for
y ¼ z ¼ 0, the links in the y direction for z ¼ 0 and all
links in the z direction. This is the maximal tree definition
used by [93–95].
There is always enough gauge freedom to “eliminate”

the degrees of freedom on the link in a maximal tree [84],

Function Parity Period

cen; n even Even π
cen; n odd Even 2π
sen; n even Odd π
sen; n odd Odd 2π
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leaving the degrees of freedom on the links that are not on
the maximal tree. We will call such links physical links; in
Fig. 8, they are denoted in green solid lines. To keep track of
the gauge transformations, one defines loops that originate
and end at a fixed point on the lattice (called the origin and
chosen as the lattice point with n0 ¼ ð0; 0Þ in our example),
such that one can identify each physical link κ with a loop
PðκÞ. There are many different loop conventions possible,
but for concreteness we will use the choice made by [93]. In
this convention, for each physical link κ one chooses a path
PðκÞ that goes from the origin of the lattice to the starting
point of the physical link traversing only links on the
maximal tree, then passes through the physical link, and
returns back to the origin traversing only links on the
maximal tree. An example path PðκÞ is also shown in Fig. 9.
A loop operator X̂ðκÞ is now defined as the oriented

product of link operators along the path PðκÞ

X̂ðκÞ ¼
Y

l∈PðκÞ
ÛðlÞσl ; ðC1Þ

where σl is þ1 if the link l is traversed in the positive
orientation, and −1 if it is traversed in the negative
orientation.
It will also prove useful to define the path Pðn → n0Þ as

the path from the site n to the site n0 along the maximal tree,
as well as the operator

Ŵðn0; n;PÞ ¼
Y

l∈Pðn;n0Þ
ÛðlÞσl : ðC2Þ

This allows the loop variable to be written as

X̂ðκðn; iÞÞ ¼ ŴðnÞÛðn; iÞŴðnþ eiÞ†; ðC3Þ

where ŴðnÞ and Ŵðnþ eiÞ are shorthand for Ŵðn; n0;PÞ
and Ŵðnþ ei; n0;PÞ, respectively.
Since X̂ðκÞ is a product of link operators that start and

end at the origin, it depends only on gauge transformations
made at the origin

X̂ðκÞ → Ωðn0ÞX̂ðκÞΩðn0Þ†: ðC4Þ

Clearly Tr½X̂ðκÞ� is gauge invariant.

2. Relation of the plaquette operators
to the loop operators

Each plaquette is comprised of four links, at least one of
which has to be a physical link. For a two-dimensional
lattice the maximum number of physical links for each
plaquette is two, while in higher dimension one can have up
to four physical links per plaquette. In the example given in
Fig. 8 the plaquettes in the bottom row contain a single
physical link, while all others contain two physical links.

Given the set of physical links, the plaquette operator can
be written in terms of the loop operators as

TrP̂p ¼ Tr
Y
κ∈p

X̂ðκÞσðκÞ; ðC5Þ

where the product runs over the physical links of the
plaquette, the operators X̂ðκÞ are the loop operators
corresponding to each physical link, and σðκÞ is þ1
(−1) if the link κ is traversed by the plaquette in the
positive (negative) direction. Note that only the trace of the
two sides are equal, since the X̂ operators are parallel
transported to the origin.

3. Action of electric operators on loop operators

In this section the action of the electric operators Êa
LðlÞ

on the loop variables X̂ðκÞ will be determined, where l
denotes any link on the lattice. As illustrated in Fig. 9, there
are several cases:

a. Case 1: The electric operator Ea
LðlÞ is located on a

link that is not part of the loop PðκÞ
In this case

½Êa
LðlÞ; X̂ðκÞ� ¼ 0 ðC6Þ

because operators on different links commute.

b. Case 2: The electric operator Ea
LðlÞ is located on a

link that is part of the outgoing subpath of loop PðκÞ
In this case, we compute, being verbose:

½Êa
Lðlðn0; ei0 ÞÞ; X̂ðκðn; eiÞÞ�

¼ Ŵðn0Þ½Êa
Lðlðn0; ei0 ÞÞ; Ûðn0; ei0 Þ�

× Ŵðn0 þ ei0 → nÞÛðκðn; μÞÞŴ†ðnþ μÞ; ðC7Þ

where Ŵðn0 þ ei0 → nÞ denotes the product of link oper-
ators along the path from n0 þ ei0 to n

Ŵðn0 þ ei0 → nÞ ¼ ŴðnÞŴ†ðn0 þ ei0 Þ: ðC8Þ

Using the commutator between Êa
LðlÞ and ÛðlÞ one finds

½Êa
Lðlðn0; i0ÞÞ; X̂ðκðn; iÞÞ�

¼ Ŵðn0ÞTaŴðn0 → nÞÛðκðn; iÞÞŴ†ðnþ iÞ
¼ ½Ŵðn0ÞTaŴ†ðn0Þ�X̂ðκðn; iÞÞ; ðC9Þ

where the factor Ŵ†ðn0ÞŴðn0Þ was inserted in the last step
to produce the loop variable.
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c. Case 3: The electric operator Ea
LðlÞ is located on a

link that is part of the returning subpath of loop PðκÞ
In this case one finds (being much less verbose):

½Êa
Lðlðn0; i0ÞÞ; X̂ðκðn; iÞÞ�

¼ −X̂ðκðn; iÞÞðŴðn0ÞTaŴ†ðn0ÞÞ: ðC10Þ

d. Case 4: The electric operator Ea
LðlÞ is located

on a link that is part of both the outgoing
and returning subpaths

This is just the sum of cases 2 and 3

½Êa
Lðlðn0; i0ÞÞ; X̂ðκðn; iÞÞ�

¼ ðŴðn0ÞTaŴ†ðn0ÞÞX̂ðκðn; iÞÞ
− X̂ðκðn; iÞÞðŴðn0ÞTaŴ†ðn0ÞÞ: ðC11Þ

4. Transported electric operators

The results of the previous section are fairly simple, but
can be simplified even further, by noticing that the objects
WTaW† appearing in the above commutators are the
parallel transport of the adjoint representation object Ta

from site n0 to the origin along path Pðn0Þ. One can define
parallel-transported electric field operators as3

Ĵ ðlðn; iÞÞ≡ Ŵ†ðnÞÊLðlðn; iÞÞŴðnÞ: ðC12Þ

The above equation is expressed in the defining represen-
tation—that is, all objects appearing are 2 × 2 matrices (of
operators). The content of this equation can equivalently be
expressed in the adjoint representation via:

Ĵ aðlðn; iÞÞ ¼ 2Tr½Ĵ ðlðn; iÞÞTa�
¼ 2Tr½Ŵ†ðnÞTbÊb

Lðlðn; iÞÞŴðnÞTa�
¼ 2Êb

Lðlðn; iÞÞTr½Ŵ†ðnÞTbŴðnÞTa�
¼ Êb

Lðlðn; iÞÞŴ1
baðnÞ; ðC13Þ

where the operator in the adjoint representation Ŵð1Þ
ab ðnÞ is

defined similarly to Eq. (33) as

Ŵ1
abðnÞ≡ 2Tr½Ŵ†ðnÞTaŴðnÞTb�: ðC14Þ

The transported operators ˆJ ðlÞ have the property that they
transform as though located at the origin under gauge
transformations. For instance

Ĵ ðlðn; iÞÞ → Ωðn0ÞŴðnÞ† =Ω†ðnÞΩðnÞÊLðlðn; iÞÞ

× =ΩðnÞ†ΩðnÞŴðnÞΩ†ðn0Þ

¼ Ωðn0ÞĴ ðlðn; iÞÞΩðn0Þ†: ðC15Þ

In addition, they have been chosen to have a simple effect
on the link variables. One can follow through the same
cases as before.

a. Case 1

As before, the commutator vanishes

½Ĵ aðlÞ; X̂ðκÞ� ¼ 0: ðC16Þ

b. Case 2

One can easily compute the commutator. Beginning with

½Ĵ aðlðn0; i0ÞÞ; X̂ðκðn; iÞÞ�
¼ Ŵ1

baðn0Þ½Êb
Lðlðn0; i0ÞÞ; X̂ðκðn; iÞÞ�; ðC17Þ

and using the previously computed commutator of Eq. (C9)
we have

¼ Ŵ1
baðn0ÞŴðn0ÞTbŴ†ðn0ÞX̂ðκðn; iÞÞ

¼ =Ŵðn0Þ =Ŵ†ðn0ÞTa =Ŵðn0Þ =Ŵ†ðn0ÞX̂ðκðn; iÞÞ

¼ TaX̂ðκðn; iÞÞ; ðC18Þ

where we have used the identity Ŵ1
baT

b ¼ Ŵ†TaŴ, which
can easily be derived using the Fierz identity of the
generators Ta.

c. Case 3

Using the same relations as for Case 2, one finds

½J aðlÞ; X̂ðκÞ� ¼ −X̂ðκÞTa: ðC19Þ

d. Case 4

The final case is again a combination of cases 2 and 3:

½Ĵ aðlÞ; X̂ðκÞ� ¼ TaX̂ðκÞ − X̂ðκÞTa: ðC20Þ

These formally appear to be the same as the defining
commutation relations among the original link operators
Eq. (29), modulo a minus sign. One is then tempted to
conclude that the operators Ĵ a

L and Ĵ a
R can be identified

with the left and right generators of the Lie algebras
associated with the loop operators X̂. However, because

3These operators are defined with respect to the left electric
operator, but one could also choose a definition with respect to
the right electric operators.
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each J a acts on many different loops, this identification is
premature.

5. Relationship to the loop electric operators

Now let Ea
LðκÞ and Ea

RðκÞ be the left and right generators
associated with loop operator XðκÞ, so that they only
generate rotations on the specified loop variable and no
others

½Êa
LðκÞ; X̂ðκ0Þ� ¼ TaX̂ðκÞδκ;κ0 ðC21Þ

½Êa
RðκÞ; X̂ðκ0Þ� ¼ X̂ðκÞTaδκ;κ0 : ðC22Þ

These reproduce the canonical commutations between
independent link operators, and are the variables in terms
of which we wish to write our Hamiltonian.
Given the commutation relations obtained in the pre-

vious section, the operators Ĵ aðlÞ can be related to the
loop electric operators defined in Eq. (C21). Let tþðlÞ be
the set of all physical links κ such that l is contained in path
PðκÞ as a positive link. Similarly, let t−ðlÞ be the set of all
physical links κ such that l is contained in path PðκÞ as a
negative link. Then using the results of the previous section
we identify that

Ĵ aðlÞ ¼
X

κ∈ tþðκÞ
Êa
LðκÞ −

X
κ∈ t−ðκÞ

Êa
RðκÞ: ðC23Þ

This expression is easy to apply to differing dimensions and
loops conventions.

6. The Hamiltonian

The magnetic Hamiltonian can easily be obtained using
Eq. (C5), and one finds

HB ¼ 1

2g2a

X
p

Tr

�
I −

Y
κ ∈p

X̂ðκÞσðκÞ
�
þ H:c:; ðC24Þ

which involves at most four loop operators X̂ðκÞ for each
plaquette p.
To write the electric Hamiltonian, one starts from its

expression in terms of the original link operators as given
by Eq. (56). Since the adjoint representation of the parallel
transporters Ŵ1

ab are orthogonal Ŵ1
abŴ

1
ac ¼ δbc1, one

immediately finds

Ê2
l ¼ Ĵ 2

l: ðC25Þ

Combining this with Eq. (C23) one finds

HE ¼ g2

2a

X
l

�X
κ ∈ tþðlÞÊ

a
Lκ −

X
κ∈ t−ðlÞÊ

a
Rκ

�
2

ðC26Þ

It is not difficult to turn the implicit restricted sums into
explicit sums by inspecting the lattice and taking into
account the specific conventions of the maximal tree and
loop variables.
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