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In the first three observation runs, ground-based gravitational wave (GW) detectors have observed close
to ∼100 compact binary coalescence events. The GW detection rates for compact binary coalescences are
expected to increase with improvements in the sensitivity of the International Gravitational-Wave
Observatory Network. However, with improved sensitivity, non-Gaussian instrumental transients or
“glitches” are expected to adversely affect GW searches and characterization algorithms. The most
detrimental effect is due to short-duration glitches, which mimic the morphology of short-duration GW
transients, in particular intermediate-mass black hole (IMBH) binaries. They can be easily misidentified as
astrophysical signals by current searches, and if included in astrophysical analyses, glitches mislabeled as
IMBH binaries can affect IMBH population studies. In this work, we introduce a new similarity metric that
quantifies the consistency of astrophysical parameters across the detector network and helps to distinguish
between IMBH binaries and short-duration, loud glitches which mimic IMBH binaries. We develop this
method using a simulated set of IMBH binary signals and a collection of noise transients identified during
the third observing run of the Advanced LIGO and Advanced Virgo detectors.

DOI: 10.1103/PhysRevD.109.064015

I. INTRODUCTION

In recent years, interest has surged in the detection and
characterization of intermediate-mass black holes (IMBHs),
which are black holes having masses between 102M⊙ and
105M⊙ [1]. They are believed to be seeds of supermassive
black holes (M > 105M⊙). In general, the observation and
characterization of IMBHs are expected to lead to a better
understanding of how supermassive black holes form,which
will eventually enable us to study the formation and growth
of galaxies [1].
The ground-basedGWdetectors Advanced LIGO [2] and

Advanced Virgo [3] are sensitive to IMBH binary mergers
producing remnants in the lower (102–103M⊙) IMBHmass
range [4], thus opening up new prospects for detecting and
characterizing IMBH binaries. These detectors have com-
pleted three observing runs—O1,O2, andO3 [5–11] and the
fourth observation run O4 has begun recently. To date,
∼100 compact binary coalescence (CBC) events have been
detected, most of which are binary black hole (BBH)
mergers. The hallmark of O3 was the first confident
IMBH binary event—GW190521 [12,13]. This signal,
under the quasispherical black hole binary hypothesis, is
consistent with the merger between two very massive black
holes (masses 85M⊙ and 66M⊙), leaving behind an IMBH

remnant of mass ∼142M⊙. There was a dedicated IMBH
binary search for the O3 run [14–16], which declared
GW190521 as the only significant IMBH binary event
along with a couple of marginal candidates.
IMBH binary signals detectable in the LIGO-Virgo

bandwidth have short duration (<0.1s), and are dominated
by the merger and ringdown phases, with a small con-
tribution to the signal-to-noise ratio (SNR) coming from the
inspiral part. This makes detecting and characterizing
IMBH binaries challenging. Non-Gaussian, nonstationary
noise transients or “glitches” appearing in the strain data
adversely affect search sensitivity and astrophysical studies
[14]. Many glitch classes are detrimental to IMBH
searches. Due to their durations (<0.1s) and frequency
bandwidths (10 to a few hundred Hz) being similar to those
of IMBH binary signals [17], some glitch classes, such as
Tomtes and Blips, are prone to be flagged as IMBH binary
signals by the current detection pipelines; 200214_224526,
one of the marginal candidates detected in the O3 IMBH
search, is a classic case of glitches masquerading as an
IMBH binary event. Although this trigger was detected by
the coherent waveburst pipeline, subsequent investigations
revealed that this trigger was of instrumental origin [14].
It may not always be possible to ascertain whether a

particular transient is of instrumental or astrophysical
origin. For example, the candidate 200114_020818 was
detected in Hanford (LHO), Livingston (LLO), and Virgo
detectors with a network SNR of 14.5 and false alarm rate
(FAR) of 0.06 yr−1 by the O3 IMBH search [14]. When this
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candidate was analyzed with the three waveform models—
IMRPhenomXPHM [18], SEOBNRv4PHM [19], and
NRSur7dq4 [20]—the posteriors obtained were inconsis-
tent with one another. It is quite likely that the incon-
sistency between the posteriors is due to waveform
systematics. Still, there is also another possibility that this
candidate is a culmination of chance coincident glitches in
multiple detectors. So, this candidate could neither be
confidently ruled out as a glitch nor could it be flagged
as a confident IMBH binary event. Also, the coherence test
did not provide sufficient evidence in support of the
coherent signal hypothesis [14]. Thus, it is crucial to
develop additional independent tests that can increase
confidence in deciding the nature of transients of doubtful
origin. From an astrophysical standpoint, distinguishing
between IMBH binaries and IMBH binary mimickers is
paramount. This is because the incorrectly classified noisy
transients can severely affect the astrophysical population
studies of IMBH binaries, which are rare events compared
to stellar BBH mergers.
In order to minimize the effect of glitches, GW search

algorithms use a variety of distinct classes of vetoes [21],
gating [22] and test statistics that can discriminate between
signals and glitches [23]. In the parameter estimation (PE)
study, a test was developed in [24] that assesses if a given
trigger is of noise origin in the multidetector Bayesian
framework. This coherence test computes the Bayes factor
between the hypothesis that the data contains a coherent
CBC signal across the detectors (Hcoh) against the hypoth-
esis that the data contains incoherent instrumental features
(Hinc). The evidence forHcoh is computed by assuming that
the incoming astrophysical signal is characterized by
the same signal parameter vector θ⃗ in all detectors. The
evidence for Hinc is the product of the evidence in the
individual detectors, allowing for different, and thus incon-
sistent parameters across the detector network.
In addition, there have been several attempts to address

the problem of distinguishing signals from glitches in the
detector characterization stage. BayesWave approaches this
problem in a morphology-independent way, by projecting
both signals and glitches onto the wavelet basis [25,26].
Parametrized models of frequently occurring glitch types
have been developed using probabilistic principal compo-
nent analysis [27]. Recently, efforts have been made to
develop population models of glitches by projecting
the glitches into the parameter space for astrophysical
models [28].
In this work, we develop a new, simplistic approach that

helps distinguish between IMBH binary signals and short-
duration glitches. This method assumes that regardless of
the waveform model, the posteriors of any astrophysical
transient should be consistent between the detectors.
Glitches, being of local origin, may produce inconsistent
posteriors. We use Jensen Shannon divergence (JSD) [29]
as a similarity metric to quantify the consistency between

parameter estimates. We develop this method using a
simulation campaign in the IMBH binary parameter space
and glitches in the PYCBC-IMBH search [15]. Finally, we
apply this method to several high-mass (Msrc

T > 65M⊙)
GW events and marginal candidates in the GW catalogs.
The paper is structured as follows: Sec. II A reviews the

basics of Bayesian parameter inference of GW signals.
Section II B introduces a JSD-based similarity metric that
quantifies the parameter consistency between two detec-
tors. Section II C describes the astrophysical simulations
and glitches analyzed in this work. Section II D defines the
new test statistic used in this work and also summarizes the
main results. Finally, Sec. III discusses the application of
the method developed in this work on a curated set of GW
triggers, and Sec. IV summarizes the main conclusions of
this work.

II. METHODOLOGY

A. Parameter estimation in the Bayesian framework

The calibrated strain data dðtÞ in the interferometric GW
detectors is modeled as

dðtÞ ¼ nðtÞ þ sðt; θ⃗Þ; ð1Þ

where nðtÞ is the detector noise and sðt; θ⃗Þ is the GW
signal. The noise nðtÞ can be modeled as

nðtÞ ¼ nGðtÞ þ nNGðtÞ; ð2Þ

where nGðtÞ is Gaussian and wide-sense stationary. nNGðtÞ
denotes glitches, which are non-Gaussian and nonstation-
ary. The posterior of the parameters θ⃗ describing the signal
is given by [24,30]

pðθ⃗jd;WÞ ¼ LðdjW; θ⃗Þπðθ⃗jWÞ
Z

; ð3Þ

where d is the strain data, W is the waveform approximant
which models the signal, LðdjW; θ⃗Þ is the likelihood
function, which gives the probability of obtaining the data
d given the waveform model W and the parameters θ⃗.
Under the assumption that the noise is Gaussian, the
likelihood takes a Gaussian form. πðθ⃗jWÞ is the prior
distribution on the parameters θ⃗. Z is called the model
evidence because it gives the total probability of the model
W producing the data d, marginalized over all parameters.

Z ¼
Z

LðdjW; θ⃗Þπðθ⃗jWÞdθ⃗: ð4Þ

The posterior distribution of a single parameter is then
obtained by marginalizing the multidimensional posterior
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over all the other parameters, also known as nuisance
parameters.

B. Jensen Shannon divergence: A measure
of two-detector parameter consistency

An astrophysical signal sðt; θ⃗Þ (in our case, an IMBH
binary signal) arrives at two detectors with a time difference
consistent with the light travel time between the two
detectors. The signal amplitude in each detector is a linear
combination of the plus and cross polarizations, weighted
by the antenna pattern functions, which give the directional
sensitivity of a detector to a particular polarization. The
phase evolution of the signal in each detector depends on
the intrinsic parameters, i.e., the masses and spins of the
merging black holes. We expect the signal parameters
estimated separately from the data in two detectors to be
consistent with each other, barring the noise power spectral
density (PSD) effects pertaining to the noise in each
detector. This feature should not depend on the waveform
model used. Of course, different waveform models might
introduce biases, but these biases are also expected to be
consistent across the detectors. On the other hand, if there
are two nonastrophysical but temporally chance-coincident
noise transients (nNGðtÞ) in the two detectors which
happened to trigger the same template, then the parameters
estimated from the strain data in the two detectors (assum-
ing that they are of astrophysical origin) may not be
consistent with each other, as local disturbances cause
the noisy transients. A matched filter’s output is simply
the glitch’s projection on a particular template and does
not describe the entire glitch morphology. However,
the PE samples provide a more complete description of
the morphology of the transient. Thus, we expect that the
posterior distributions of the astrophysical parameters
corresponding to two detectors will be consistent for an
incoming astrophysical signal and will be either non-
overlapping or minimally overlapping for chance coinci-
dent glitches.
In our approach, we evaluate the likelihoods by assuming

that a quasicircular quadrupole waveform model well
describes the transient. Subsequently, we assess the com-
patibility of the inferred posteriors of astrophysical param-
eters across the detector network. Unlike the coherence
test, which compares the evidence for the coherent and inco-
herent hypotheses, we use JSD [29] to quantify how
distinguishable the posteriors in different detectors are.
This provides us with a bounded, symmetric measure of
the difference between the information content in two
probability distributions. It can be computed for both
one-dimensional and multidimensional distributions.
Mathematically, it is defined as follows. Let θ be one of
the parameters describing an IMBHbinary signal. LetpHðθÞ
and pLðθÞ be the posteriors of θ obtained from PE runs with
LHO and LLO data, respectively.

The JSD between pHðθÞ and pLðθÞ is defined as [29]

JSDθðpHkpLÞ ¼
1

2

Z
pHðθÞlog2

pHðθÞ
pavgðθÞ

dθ

þ 1

2

Z
pLðθÞlog2

pLðθÞ
pavgðθÞ

dθ; ð5Þ

where

pavgðθÞ ¼
1

2
ðpHðθÞ þ pLðθÞÞ: ð6Þ

We can further extend this definition to two dimensions as
follows:

JSD2D
θ1;θ2

ðpHkpLÞ¼
1

2

Z
pHðθ1;θ2Þlog2

pHðθ1;θ2Þ
pavgðθ1;θ2Þ

dθ1dθ2

þ1

2

Z
pLðθ1;θ2Þlog2

pLðθ1;θ2Þ
pavgðθ1;θ2Þ

dθ1dθ2;

ð7Þ

where θ1 and θ2 are two parameters.
For two identical distributions, the JSD is zero. The

greater the value of the JSD, the greater the dissimilarity
between the two distributions, with the maximum possible
value of unity. For signals, we expect the posteriors
corresponding to the two detectors to be very similar to
each other, and hence the JSD is expected to be close to
zero. For chance-coincident glitches, we expect the poste-
riors corresponding to the two detectors to be dissimilar;
hence, the JSD is expected to be close to 1.

C. Simulations

We simulate 1000 IMBH binary signals with the model
NRSur7dq4 [20], a quasispherical, multipolar waveform
model calibrated to numerical relativity simulations. The
parameters of these simulated signals are chosen randomly
from the following ranges: Mdet

T ∼ Uð150; 500ÞM⊙, mass
ratio ∼Uð1; 6Þ, the spin magnitudes χ1; χ2 ∼ Uð0; 0.9Þ, and
the directions of spins are chosen from an isotropic
distribution. These signals are added to different realiza-
tions of Gaussian noise colored by the PSD of the two
Advanced LIGO detectors in the O3 run, with the LHO-
LLO network SNR ∼ Uð10; 20Þ. We chose this SNR
window because most of the observed GW events lie in
this range.
Often, obtaining glitches for a playground study is a

challenging task. In GW astronomy, the noise background
study is carried out by artificially sliding the data of one
detector with respect to the other detector by unphysical
time delays. The search algorithm is processed on this data,
and the chance-coincident noisy events provide the statistic
for the noise background. As a playground, here we
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consider ∼500 pairs of LHO-LLO glitches in the back-
ground data of the O3 PYCBC-IMBH search—an optimized
matched-filter-based search for IMBH binaries [15]. The
pairs of glitches that we consider were template coincident
as well as temporally coincident in the time-shifted back-
ground constructed for estimating the noise statistic for the
search.
We perform PE runs with the LHO and LLO data sep-

arately for both signals and glitches with IMRPhenomXAS
[31]. We use this waveform model for our recovery as it is a
frequency-domain quasicircular quadrupole waveform
model. This allowed us to use likelihoods that are explicitly
marginalized over the effective phase, distance, and time,
thereby reducing the number of dimensions and speeding
up likelihood evaluations [30]. We understand that, for
signals, the difference between the injection and recovery
models can introduce a bias in the estimates of the
parameters. However, we expect this bias to be similar
in the two detectors, and it should not affect the JSD study
between the posteriors. We note that here our goal is not to
recover the injected parameters but to assess the consis-
tency between the parameter estimates in the two detectors.
By no means do we propose to use these parameter
estimates to infer the properties of the underlying
signal.
All PE runs are performed with PYCBC INFERENCE [32].

We use the DYNESTY sampler [33] and employ an aligned-
spin prior, which is uniform in the detector-frame compo-
nent masses, uniform in the aligned-spin magnitudes,
isotropic in sky location and uniform in Euclidean volume.
We take a lower frequency cutoff of 15 Hz for likelihood
evaluations.

As described in Sec. II A, the intrinsic parameters
determine the phase evolution of the signal. The tempo-
ral morphology of the signal depends on the phase
evolution. For a quasicircular waveform model (such as
IMRPhenomXAS), the relevant intrinsic parameters are the
detector-frame component masses mdet

1 and mdet
2 [which

are related to the source-frame masses msrc
1 and msrc

2 by
mdet

1;2 ¼ msrc
1;2ð1þ zÞ, z being the redshift] and the effective

spin parameter χeff [34–36], which quantifies the degree of
alignment of the component spins along the direction of the
orbital angular momentum. χeff is defined as follows:

χeff ¼
mdet

1 χ1z þmdet
2 χ2z

mdet
1 þmdet

2

; ð8Þ

where χ1z and χ2z are the components of the spins along the
direction of the orbital angular momentum.
Figure 1 shows the whitened data, the Q transform, and

the corner plot for the posteriors ofmdet
1 ,mdet

2 , and χeff using
the LHO and LLO data for GW190521. Figure 2 shows the
same for a typical Tomte glitch. The duration, frequency
range and overall morphologies of the signal and the
glitches look similar. However, the posteriors correspond-
ing to LHO and LLO are consistent for the signal
(GW190521) and minimally overlap for the glitches.

D. Test statistic RðJ Þ
In this subsection, we construct a test statistic that ranks

candidates based on the consistency of the posteriors across
the detector network. For each simulated signal and each
pair of background glitches, we calculate JSD2D

θ1;θ2
ðpHkpLÞ,

FIG. 1. The top figure in the left panel shows the whitened data in LHO for GW190521. The bottom figure in the left panel shows the
Q transform of the LHO data. The right panel shows the posteriors for LHO and LLO data, which are largely overlapping.
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where pH and pL are the posteriors for LHO and LLO
data, respectively. We take all possible combinations of
the parameters—ðmdet

1 ; mdet
2 Þ, ðmdet

1 ; χeffÞ, and ðmdet
2 ; χeffÞ.

Then, we construct their mean J as

J ¼ 1

3
½JSD2Dðmdet

1 ; mdet
2 Þ þ JSD2Dðmdet

1 ; χeffÞ
þ JSD2Dðmdet

2 ; χeffÞ�: ð9Þ

Due to redundancy, we drop the symbol pHkpL and shift
the subscript of Eq. (7) (which consists of the parameters
for which the JSD is calculated) inside the parentheses.
We compute J as defined in Eq. (9) for all simulated

signals and background glitches. Panel (a) of Fig. 3 shows
the J distributions for signals and glitches. We observe that
a large number of signals have lower J values than
glitches, although there is some overlap between the two
distributions.
Here is the scenario in which we are working: We

assume that a trigger with J ¼ J test is already flagged as a
GWevent with some significance in terms of the FAR. The
event may not have a very high significance value and may
not have been detected in all the searches, like the
200114_020818 event. In such a scenario, the null hypoth-
esis is that the trigger is of astrophysical origin (HS). The
hypothesis that the trigger is of instrumental origin (HG) is
the alternative hypothesis. We note that 1 − CDFS1 is the
right-tailed p value for the signal distribution and will
signify the probability of the event being consistent with

the null hypothesis. Likewise, CDFG is the left-tailed p
value for the glitch distribution. Then, high 1 − CDFSðJ ¼
J testÞ and low CDFGðJ ¼ J testÞ imply strong evidence in
favor of HS and against (HG), and the reverse is true for
low 1 − CDFSðJ ¼ J testÞ and high CDFGðJ ¼ J testÞ.
Figure 3(b) shows 1 − CDFS for the signal distribution
and CDFG for the glitch distribution. Based on the above
rationale, we define a test statistic that quantifies the
evidence in favor of rejecting HS as follows:

RðJ Þ ¼ CDFGðJ Þ
1 − CDFSðJ Þ ; ð10Þ

By construction, R ≫ 1 implies that the candidate is
more likely to be of instrumental origin, whereas R ≪ 1
implies that the candidate is more likely to be of astro-
physical origin.
We fit KDEs to the distributions of J for signals and

glitches as shown in Fig. 3(a). With the assumption that real
signals and glitches will follow these KDEs [also shown in
Fig. 3(a)], we generate points from the signal KDE and the
glitch KDE and treat them like our “test signals” and “test
glitches.” Figure 3(c) shows the distributions of R for test
signals and test glitches. Appendix A explains the relation
between R and the commonly used likelihood ratio (LR)
statistic, derived from the KDEs in Fig. 3(a). It shows that
there is a one-to-one correspondence between R and LR,
and the receiver operating characteristic (ROC) plots of
these two statistics, which show that they have comparable
distinguishing powers. Here, we use the R statistic.

FIG. 2. The top figure in the left panel shows the whitened data around the time of occurrence of a Tomte glitch in LHO. The bottom
figure in the left panel shows the Q transform. The right panel shows the posteriors for LHO and LLO data of the Tomte glitch shown in
the left panel and its counterpart in LLO, which triggered the same template. These posteriors are minimally overlapping.

1CDF denotes cumulative density function.
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III. APPLICATION TO CANDIDATE EVENTS

Table I summarizes the results of applying our method
to events from Gravitational Wave Open Science Center
with LHO-LLO. We apply our method to 13 GW-tagged
events having source-frame total mass more than 65M⊙
(median values) and two marginal candidates observed
in the LHO and LLO detectors with network SNR
above 10. Although our primary interest is in the
IMBH mass range (102M⊙ to 105M⊙), we extend the
lower mass limit to 65M⊙ to test the robustness of our
method.
We calculate the p values computed from the distribution

of R. Significant GW events are expected to have R < 1,
and high p values. Coincident glitches mimicking signals
will have R > 1 and low p values.

GW190521, the only significant IMBH binary, has anR
value of 0.01 and a p value of 0.85, which clearly supports
HS. The marginal candidate 200214_224526 has an R
value of 176, with a p value of 0.005. The low p value is
consistent with the instrumental origin of this event. The
second marginal candidate 200114_020818 hasR value of
32 and a p value of 0.017, which indicates that this
candidate is less likely to be of astrophysical origin. The
posteriors of 200114_020818 and 200214_224526 are
shown in Appendix B.
Please note that here we assume a two-detector network

with constituent detectors having comparable sensitivities.
However, there may be more than two detectors in the
network, and the different detector pairs may not have
comparable sensitivities. In that case, one needs to consider

FIG. 3. Panel (a) shows the normalized histograms of J for signals (blue stepped) and glitches (black stepped), along with their kernel
density estimates (KDEs) (blue solid for signals and black solid for glitches). Panel (b) shows 1—CDF (blue solid) for the signal
distribution and CDF (black solid) for the glitch distribution. Panel (c) shows the distributions of theR statistic for signals and glitches
constructed from the J distributions shown in panel (a). In panels (a) and (b), the vertical blue dashed line shows the J value of
GW190521 and the vertical black dashed line shows the J value of the pair of coincident glitches shown in Fig. 2.

TABLE I. Shows the results of applying the method developed in this work to real events having source-frame
total mass ≥ 65M⊙ and network SNR ≥ 10. [9–11].

Name Network SNR FAR (yr−1) J R p value

GW150914 26.0 ≤10−7 0.009 0.002 0.921
GW190519_153544 15.9 ≤10−5 0.011 0.005 0.882
GW200224_222234 20.0 ≤10−5 0.016 0.022 0.793
GW190727_060333 11.7 ≤10−5 0.018 0.032 0.755
GW190503_185404 12.2 ≤10−5 0.018 0.032 0.758
GW190521_074359 25.9 ≤10−5 0.029 0.110 0.588
GW190602_175927 12.1 ≤10−5 0.038 0.185 0.495
GW191222_033537 12.5 ≤10−5 0.045 0.268 0.430
GW190706_222641 13.4 5.0×10−5 0.013 0.012 0.839
GW190521 14.3 2.0×10−4 0.013 0.010 0.849
GW190421_213856 10.7 7.7×10−4 0.023 0.065 0.670
GW200219_094415 10.7 9.9×10−4 0.057 0.469 0.327
GW190701_203306 11.2 5.7×10−3 0.019 0.036 0.741
200114_020818 14.5 6.0×10−2 0.241 31.873 0.017
200214_224526 13.1 1.3×10−1 0.355 175.549 0.005
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different detector pairs and carry out simulations for
each pair. Otherwise one may draw incorrect inferences.
To give an example, we consider the following LLO-Virgo
O3 events—GW190620_030421 (SNR ¼ 10.9, FAR ¼
0.01 yr−1) and GW190910_112807 (SNR ¼ 13.4, FAR ¼
0.003 yr−1). Most of the network SNR of these events
was from LLO detector alone, the Virgo SNR was very
low, practically making them single-detector events. The
p values from the LHO-LLO distribution are 0.024 and
0.031 indicating them to be not of astrophysical origin.
Clearly, looking at their SNR as well as FAR values, such a
conclusion would be incorrect. This clearly indicates that
one should compute the J andR distributions for each pair
of detectors before applying this method. A detailed
discussion can be found in Appendix C.

IV. DISCUSSION AND CONCLUSION

Certain classes of noisy glitches mimic the massive BBH
events, especially in the IMBH binary parameter space.
Several approaches are employed in the searches such as
glitch-specific veto methods, machine learning approaches
in the postprocessing stage [21–23,37]. In this work, we
took a new parameter consistency approach to investigate
the possibility of loud, short-duration IMBH-like GW
triggers being of instrumental origin. Here, we have
demonstrated the potential of the 2D JSD to distinguish
between IMBH binaries and short-duration glitches with
comparable SNRs in at least two advanced interferometric
detectors. We defined a new test statistic R, synonymous
with LR, based on 2D JSD to quantify the consistency of
posteriors for the intrinsic parameters across the detector
network. A pair of coincident triggers giving a low value of
R has a high degree of consistency between the detectors
and hence is more likely to be of astrophysical origin. On
the other hand, a high value of R implies a lack of
consistency between the detectors, and this indicates that
the triggers in question may be of instrumental/environ-
mental origin. We also emphasize that the method is quite
independent of the choice of waveform model. Different
waveform models can introduce bias in the estimated
parameters. However, if the trigger is of astrophysical
origin, then the bias in the parameters will be consistent
across the detectors, provided the signal SNR is not too
different across the detectors.
We computed the p values of events to quantify the

statistical significance of our classification. We demon-
strated this method with the massive BBH merger events
and marginal candidates in the observational runs. We
observed that all events reported with high significance
give low R values and high p values as expected:
200214_224526, whose origin is confirmed to be instru-
mental, gives a p value of 0.005, and 200114_020818,
which is currently of unknown origin, has a p value of
0.017, which indicates that this candidate is less likely to be
of astrophysical origin.

Our method can be used in a variety of ways. It can be
used in conjunction with detector characterization to add
further confidence in the classification. Further, it can also
be folded in the main search pipelines, similar to the χ2

statistic [23] used in PYCBC-based searches [15,22] to
weigh the candidate events appropriately. Some of these
approaches will be taken up in the future.
Similar to JSD, several other ways exist to assess the

similarity/dissimilarity between probability distributions.
Our work is a proof of concept demonstrating one
such metric’s use. Other common measures of the dis-
similarity between two probability distributions are
Jeffreys distance [38], Kolmogorov Smirnov statistic [39],
Bhattacharyya distance [40], and many more. The exercise
that we have performed in this work can be performed
with other measures as well which we plan to explore for
optimal choice.
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APPENDIX A: R AND THE
LIKELIHOOD RATIO

In this appendix, we show the variation of theR statistic
with J and demonstrate that the LR statistic and the R
statistic have a one-to-one correspondence and that they
have comparable distinguishing powers.
Figure 4(a) shows the variation ofRwithJ . As expected,

R increases monotonically with J . In Fig. 3(a), we plot the
KDEs for signals and glitches.
We generate 104 samples from both the signal KDE and

the glitch KDE and treat them like our “test signals” and
“test glitches.”We calculateR and LR for each of these test
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cases. Figure 4(b) shows that the new test statistic R is a
monotonically increasing function of LR. A value of
LR corresponds to a unique value of R and vice versa.
Figure 4(c) shows the ROC curves for R and LR. We see
that they are identical, i.e., the distinguishing power ofR is
equal to that of LR. This indicates that we can use eitherR
or LR as our test statistic.

APPENDIX B: POSTERIORS OF THE
MARGINAL CANDIDATES 200114_020818

AND 200214_224526

Figures 5 and 6 show the whitened data and the
spectrograms of the LHO data for the two marginal
candidates 200114_020818 and 200214_224526, as well
as the posteriors in LHO and LLO. For both these
candidates, we observe that the posteriors corresponding

to the LLO data are sharply localized, indicating that the
transients in that detector are well modeled by BBH
waveforms described by parameters lying in a small region
of the parameter space. Also, for both these candidates, we
observe that the posteriors corresponding to the LHO
occupy a larger region of the parameter space, indicating
that the transients in that detector can be described by a vast
range of parameters.

APPENDIX C: DETECTOR PAIRS
WITH DIFFERENT SENSITIVITY

The method introduced in this work was developed for a
detector pair with comparable sensitivities. If more than
two detectors are present in the network and have signifi-
cantly different sensitivities, then the analysis will have to
be performed in pairs. For example, if the network has the

FIG. 5. The top figure in the left panel shows the whitened data in LHO for 200114_020818. The bottom figure in the left panel shows
the Q transform of the LHO data. The right panel shows the posteriors for LHO and LLO data.

FIG. 4. Panel (a) shows the variation ofR with J . The blue and gray shaded regions represent the 68% confidence intervals ofR for
signals and glitches, respectively. Panel (b) shows the relation between the LR and the newly defined R statistic. R increases
monotonically with LR. The blue circles are the test signals, and the black circles are the test glitches. Panel (c) shows the ROC curves of
the LR andR. The y axis is the probability of detecting a glitch correctly, and the x axis is the probability of a signal being misclassified
as a glitch.
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Virgo detector in addition to the LHO and LLO detectors,
then J and R will have to be computed for LHO-LLO,
LHO-Virgo, and LLO-Virgo pairs.
The J and R distributions of signals and glitches for a

given detector pair may depend upon the relative sensitiv-
ities of the two detectors and the nature of the glitches
occurring in those detectors. For demonstration, we inject
signals into the LHO-LLO-Virgo network, in Gaussian
noise colored by O3 PSDs. We know that the Virgo detector
had lower O3 sensitivity than the advanced LIGO detectors,
and also has different antenna pattern functions. Hence, for

most sky locations, Virgo SNR will be lower than LHO and
LLO SNRs. As a demonstration, we take two cases: one
signal injected at a sky location with lower sky sensitivity
(due to antenna pattern functions) of Virgo compared to
LHO and LLO, and another signal with sky sensitivity of
Virgo comparable to those of LHO and LLO. This differ-
ence in sky sensitivity is reflected in the detector SNRs. The
LHO, LLO, and Virgo SNRs are 16, 18, and 5 for the first
signal and 13, 14, and 16 for the second signal. Figure 7
shows the posteriors for the two different signals: The left
panel shows the first case with high LHO and LLO SNRs

FIG. 6. The top figure in the left panel shows the whitened data in LHO for 200214_224526. The bottom figure in the left panel shows
the Q transform of the LHO data. The right panel shows the posteriors for LHO and LLO data.

FIG. 7. The left panel shows the posteriors for a signal injected into LHO, LLO, and Virgo with SNRs 16, 18, and 5, respectively. We
see that the 2D posteriors in the Virgo detector are much broader than the posteriors in the LHO and LLO detectors. The right panel
shows the posteriors for a signal injected into LHO, LLO, and Virgo with SNRs 13, 14, and 16, respectively. For this signal, we see that
the posteriors have similar widths.
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but low Virgo SNR, and the right panel shows the injection
with comparable SNRs in LHO, LLO, and Virgo detectors.
It can be seen that when the SNR difference between the
detectors is high, the lower SNR detector has broader 2D
posteriors than the high SNR detector. When the SNRs of
the detectors are comparable, the 2D posterior widths
are also comparable. For the first signal, the J values
for LHO-LLO, LHO-Virgo, and LLO-Virgo, are 0.014,
0.041, and 0.06, respectively. Thus, the J value between
Virgo and one of the advanced LIGO detectors is higher
than that between the two LIGO detectors, when the
Virgo SNR is very low compared to the LHO and LLO
SNRs. For the second signal, the J values for LHO-LLO,

LHO-Virgo and LLO-Virgo, are 0.027, 0.011, and 0.034,
respectively. In this case also there are variations in the J
values, but this is mainly because the LLO posteriors are
slightly different from the LHO and Virgo posteriors.
These two figures indicate that if there are large differences
in the sensitivities of the two detectors, the J value tends to
be higher, and we thus expect the J distribution to shift
to the right for such detectors. The R distribution will
depend on both the J distribution for signals and J
distribution for glitches. If the J distribution for signals
moves closer to the J distribution for glitches, then the R
statistic will have lesser distinguishing power for that pair
of detectors.
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