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Observations of the millimeter sky contain valuable information on a number of signals, including the
blackbody cosmic microwave background (CMB), Galactic emissions, and the Compton-y distortion due
to the thermal Sunyaev-Zel’dovich (tSZ) effect. Extracting new insight into cosmological and astrophysical
questions often requires combining multiwavelength observations to spectrally isolate one component. In
this work, we present a new arc-minute-resolution Compton-y map, which traces out the line-of-sight-
integrated electron pressure, as well as maps of the CMB in intensity and E-mode polarization, across a
third of the sky (around 13; 000 deg2). We produce these through a joint analysis of data from the Atacama
Cosmology Telescope (ACT) data release 4 and 6 at frequencies of roughly 93, 148, and 225 GHz, together
with data from the Planck satellite at frequencies between 30 and 545 GHz. We present detailed verification
of an internal linear combination pipeline implemented in a needlet frame that allows us to efficiently
suppress Galactic contamination and account for spatial variations in the ACT instrument noise. These
maps provide a significant advance, in noise levels and resolution, over the existing Planck component-
separated maps and will enable a host of science goals including studies of cluster and galaxy astrophysics,
inferences of the cosmic velocity field, primordial non-Gaussianity searches, and gravitational lensing
reconstruction of the CMB.

DOI: 10.1103/PhysRevD.109.063530

I. INTRODUCTION

Millimeter observations of the sky provide a window
into the Universe across cosmic history as they comprise
signals from our Solar System [1], our Galaxy [2–5],
galaxy clusters [6–11], high-redshift star-forming galaxies
[12], the cosmic microwave background (CMB) [13–17],
and more. This profusion of signals makes these observa-
tions well suited for learning about astrophysical and
cosmological processes. However, it also comes at a cost:
the information from any given process is mixed with the
multitude of other signatures. Sources of noise and instru-
mental effects further complicate these measurements.
Though there are times when it may be best to deal directly
with the unprocessed datasets (for instance in the analysis
of the power spectrum of the primary CMB anisotropies)
for many science cases, it is beneficial to isolate a
component of interest from others; collectively, methods
to address this task are known as component-separation
techniques.1 Through these methods, we can produce sky
maps of components of interest with reduced contamina-
tion from the other sky signals, thereby enabling detailed
studies of the relevant physical processes.
Component-separation methods can be roughly divided

into two categories: blind and unblind methods. In the
prototypical unblind approach, a model of the sky is
developed and parameters describing the scale and/or spatial
and frequency dependence of the components of the sky
are fit to the data; an example of this is the COMMANDER

method used in Planck and BeyondPlanck [18–20]. In
contrast, blind methods make minimal assumptions about
the contributions to the observations, with the simplest
methods only assuming that the frequency dependence of
the component of interest is known, and focus on using the
empirical properties of the data. Blind and semiblind
approaches include FASTICA, SEVEM, SMICA, GNILC, and
MILCA [21–25]. These approaches each have their merits;
blind approaches are typically highly flexible, simple,
and fast, while unblind approaches can provide complete
models of the sky and easily include complex priors (see,
e.g., [26,27] for a comparison of these approaches).
In this work we use a blind method, known as the

internal linear combination (ILC) method. Since the first
application of the ILC method to the COBE data by
Ref. [28], this method has been extensively used in the
analysis of CMB data, including data from Wilkinson
Microwave Anisotropy Probe, Planck, the Atacama
Cosmology Telescope (ACT), and South Pole Telescope
experiments [9,29–33]. The main benefits of the ILC
approach are its simplicity, minimal assumptions, and
flexibility. The ILC method can be applied to data in many
different domains, e.g., real space, harmonic space, or a
wavelet frame—as in this work. Wavelet frames provide
joint localization in real and harmonic space. Wavelets are
thus well suited to analyzing CMB data where extragalactic
signals are best described in the harmonic basis, and
Galactic and some instrumental effects are better described
in pixel space. Wavelets were first combined with ILC
methods in [30] and have since been further developed
and applied to Planck data [24,25,34,35]. Our implemen-
tation follows that developed in Ref. [34], with a key

1See https://lambda.gsfc.nasa.gov/toolbox/comp_separation
.html for a collation of CMB component-separation methods.
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modification: a new method to mitigate the “ILC bias.” The
ILC bias arises as the weights used to linearly combine the
individual frequency maps are obtained from the data
themselves. Our mitigation method works by ensuring that
these empirically determined weights are never applied to
the same data from which they were estimated.
We focus on studying two sky signals: (i) the thermal

Sunyaev-Zel’dovich (tSZ) effect and (ii) the blackbody
component in temperature and polarization. The latter
blackbody component includes the lensed CMB in temper-
ature and polarization and the kinetic Sunyaev-Zel’dovich
(kSZ) effect in temperature. The Compton-y signal, sourced
by the tSZ effect [6,36], is an important cosmological
and astrophysical probe as it traces the distribution of
free electrons, from hot ionized matter, throughout the
Universe. Isolating this signal from the dominant foreground
signals is essential for studies as diverse as constraints on
massive neutrinos or on cluster feedback processes [37–39].
Component-separated, or cleaned, blackbody temperature
maps are needed for a diverse range of studies including
CMB lensing and primordial non-Gaussianity analyses
[40–43], where it is important to remove contaminant signals
from Galactic and extragalactic sources to avoid biased
inferences, and analyses of the kSZ effect [7], where other
extragalactic signals can bias measurements of cosmic gas
distributions and act as large sources of noise [44,45].
In this work we apply this pipeline to new data from the

upcoming ACT data release 6 (DR6) and previous data
from ACT data release 4 (DR4) and the Planck satellite
[46,47]. The Planck satellite’s precise measurements of
the large-scale millimeter sky (≳50) naturally complement
ACT’s high-resolution measurements (∼1.50). The main
results of this work are 1.60 resolution maps of the
tSZ effect, CMB temperature, and CMB E-mode polari-
zation anisotropies, with mean white noise levels of
∼15 μK-arc min in temperature. These products build
on existing component-separated maps from Planck
[35,48–50] by utilizing the high-resolution ACT data to
provide improved small-scale information. This is achieved
at the cost of limiting the maps to the ∼1=3 of the sky
observed by ACT. However, our new maps cover ∼5×
larger sky fractions than existing high-resolution compo-
nent-separated maps, such as those from Refs. [31,33].
Further, our use of the wavelet frame is complementary to
the harmonic- and Fourier-space method (see, e.g., [51] for
a discussion of some trade-offs of these frames) used in
Refs. [31,33] and allows for a better removal of Galactic
foregrounds.
The products of this work—including maps with 0.50

pixels, simulations, and auxiliary data—will be made
available on LAMBDA and NERSC.2 This paper is part of

a suite of ACT DR6 papers, which will include a dedicated
paper describing the single-frequency maps.
This paper is structured as follows: in Sec. II we briefly

describe the data used in this paper and in Sec. III we
provide the details of our component-separation pipeline.
We present the component-separated maps in Sec. IV and
discuss a few of their key properties in Sec. V. We then
conclude in Sec. VI. In Appendix A we describe the
simulations used to validate our tools and simulated
products that accompany this work and in Appendix B
we describe the harmonic ILC method used as a baseline,
comparison method. In Appendix C we provide a detailed
description of the ILC bias reduction method. Finally in
Appendix D we describe how we include instrumental
systematic effects into our analysis pipeline.

II. DATASETS

The single-frequency maps used in this work are
from the ACT DR4 and upcoming DR6 datasets and the
Planck NPIPE analysis. Tables I and II provide summaries
of the key properties of the ACT and Planck datasets,
respectively.
The Atacama Cosmology Telescope was a 6 m off-axis

Gregorian telescope [46] located at an elevation of 5190 m
in the Atacama Desert of Chile, used to measure the CMB
from 2007 to 2022 (e.g., [17,52–59]). The DR4 and DR6
data comprise multifrequency observations across ∼1=3

TABLE I. A summary of key properties of the ACT dataset
used in this analysis. The depth here refers to the white noise level
and does not include atmospheric contributions, which are
dominant at large scales. Note that the full width at half maximum
(FWHM) of the beams are from a Gaussian fit; however, we
use the full beam profiles in our analysis. In DR4, different
observation seasons and different detector arrays were mapped
separately. In DR6, different arrays and different frequencies
were mapped separately, but all the observation seasons were
combined. This leads to multiple datasets with similar footprints
and noise levels, but different passbands and beams. The number
of datasets for each patch is listed in the last column.

Patch
name

Area
(deg2)

Frequency
band

Typical depth
(μK arc min)

FWHM
(arc min)

Number of
datasets

Wide ∼12200 f090 20 2.1 2
Wide ∼12200 f150 20 1.4 3
Wide ∼12200 f220 65 1.0 1
D1 ∼60 f150 15 1.4 1
D5 ∼60 f150 12 1.4 1
D6 ∼60 f150 10 1.4 1
D56 ∼560 f150 20 1.4 5
D56 ∼560 f090 17 2.0 1
BN ∼1800 f150 35 1.4 3
BN ∼1800 f090 33 2.0 1
D8 ∼200 f150 25 1.4 3
D8 ∼200 f090 20 2.0 1

2The y-map products will be made available at publication of
this paper; the blackbody map products will be made available
alongside the release of the single-frequency DR6 maps.

WILLIAM COULTON et al. PHYS. REV. D 109, 063530 (2024)

063530-4



of the sky, measured by polarization-sensitive arrays
of feedhorn-coupled transition-edge sensor bolometers
[60–66]. The arrays were cooled to 100 mK in a receiver
providing separate optic chains (lenses and filters) for
each array [67]. We label the detectors according to the
approximate centers of their frequency responses in
gigahertz as follows: f090, f150, and f220. The ACT
maps are produced in the plate-carrée (hereafter abbre-
viated CAR) projection scheme. This scheme is used for
both the input maps and the needlet maps. The CAR maps
have a rectangular pixelization with the x and y axes
aligned with right ascension and declination, respectively.
The ACT DR4 data cover nighttime ACT observations3

over four observing seasons from 2013 to 2016 [17,68].
The DR4 dataset comprises a set of deep observations in the
regions labeled by D5, D6, D56, D1, D8, and BOSS north
(BN) in Fig. 1, as well as shallower observations of the
“wide” region. In this work, we only use the deep
observations from DR4 as the noise levels in its wide field
maps are too large to provide noticeable improvements in
our analysis. The DR4 data were collected by the three
arrays of the ACTPol camera [67]. The first two arrays,
called PA1 and PA2 (where PA is an abbreviation
for polarimeter array), were sensitive to the f150 band
(124–172 GHz)4 while the third array was dichroic,
observing in both the f090 (77–112 GHz) and f150 bands.
The DR6 datasets include observations from 2017

to 2022 at three frequency bands: f090, f150, and f220
(182–277 GHz). The observational program targeted the
wide field. For this work, we use only the nighttime portion
of the data taken in the first five observing seasons, up to
2021. The Advanced ACT camera, used for these obser-
vations, was equipped with three dichroic arrays: PA4 at

f150 and f220, and PA5 and PA6, each sensitive to both
f090 and f150 [63]. Each frequency band of each array was
mapped separately, but observations from different seasons
were combined. Each of these datasets (i.e., the separate
data from each frequency of each array) was further divided
into eight subportions, hereafter referred to as “splits,” with
independent instrumental and atmospheric noise. This
analysis uses the first science-grade version of the ACT
DR6 maps, labeled dr6.01. Since these single-frequency
maps were generated, some refinements have been made to
the ACT map making that improve the large-scale transfer
function and polarization noise levels. A second version of
the input maps is expected to be used for further science
analyses and for the DR6 public data release, and we will
update the derived products as those maps are produced and
released. More details of these maps will be provided in an
upcoming paper.
In addition to the frequency maps, we used the DR4 and

DR6 beams, point source catalogs, and passbands. The
DR4 products are described in Refs. [17,69–72]. The DR6
products are produced by similar methods, which will be
detailed in an upcoming publication. In Appendix D we
plot the DR6 passbands used in this work (Fig. 4 of
Ref. [31] shows the DR4 passbands); these are key inputs
for the component-separation pipeline. The ACT point
source catalogs are created for each frequency by applying
a matched filter to a map obtained from combining the
individual data splits [73].
For the Planck data, we use the NPIPE maps described

in [74]. These single-frequency maps cover the full sky,
though we only use the data within the ACTwide footprint
shown in Fig. 1. Planck has nine frequencies ranging from
30 to 857 GHz, with resolutions ranging from 32 to 4.2 arc
min. The data are provided in two splits that are inde-
pendently processed and largely statistically uncorrelated.
Unlike the other frequencies, the Planck 857 GHz chan-
nel is not calibrated on the orbital dipole and instead uses
a planetary absolute calibration. The challenges and
uncertainties associated with this can impact the compo-
nent separation; to avoid this, we do not use the 857 GHz
data. In addition to the frequency maps, we use
measurements of the Planck passbands [75–78] and
beams [79,80]. We compare our results to component-
separated maps produced by the Planck Collaboration,
specifically the MILCA Compton-y map, and the Planck
needlet frame internal linear combination (NILC)
Compton-y and CMB maps [9,25,35].

III. COMPONENT-SEPARATION PIPELINE

The component-separation pipeline used in this work is
composed of five main steps. We first outline these steps
before describing the details of each stage in the remainder
of this section.
(1) Preprocessing: Before we can analyze the input

frequency maps, we first perform a set of

TABLE II. A summary of key properties of the Planck dataset
used in this analysis, adapted from Table 4 of Ref. [47]. The
Planck maps cover the full sky and two splits are provided for
each frequency. Note that the typical depths are approximate as
we use the NPIPE Planck release, which has slightly lower white
noise levels.

Reference
name

Frequency
(GHz)

Typical depth
(μKarc min)

FWHM
(arc min)

P01 28.4 150 32
P02 44.1 162 28
P03 70.4 210 13
P04 100 77.4 9.7
P05 143 33 7.2
P06 217 46.8 4.9
P07 353 153 4.9
P08 545 1049 4.7

3Nighttime data are those data taken between 23 and 11 UTC.
4This range encompasses roughly 95% of the area under the

filter response curve; see Fig. 19.
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preprocessing steps. The aims of this step are (1) to
convolve the input maps to a common beam, (2) to
filter the maps to remove contaminants such as scan-
synchronous pickup, and (3) to remove bright
sources, which can pose challenges to component
separation and leave artifacts in the output maps.
These steps are very similar to those performed in
the lensing analysis, described in Ref. [81].

(2) Needlet decomposition: The next step is to transform
the input maps into the wavelet frame. In this work
we use the generalized “needlet” kernels [82,83];
hence we refer to this frame as the needlet frame.
The decomposition is achieved by “convolving” the
input maps with the needlet kernels [see Eq. (3)].
This is implemented as a series of spherical har-
monic transforms and filtering operations.

(3) Component separation: At each needlet scale we
apply our component-separation method—the NILC
method. This combines all the measurements at
each needlet scale into a map of the component
of interest. Using themethods developed in Ref. [84],
we additionally generate maps of specific compo-
nents that have other components removed (e.g.,
CMB temperature maps that are explicitly con-
structed to contain no tSZ anisotropies).

(4) Inverse needlet decomposition: We then transform
the ILC output from the needlet frame into the real-
space basis. This is achieved by “reconvolving” the
maps with the needlet kernels [see Eq. (22)].

(5) Correction for mode filtering: During the prepro-
cessing of the ACT maps we apply a filtering step
that removes a set of modes from the ACT maps.
The aim is to remove modes contaminated by scan-
synchronous pickup. While this filtering step is not
performed on the Planck maps, the absence of these
modes in the ACT maps means they are partially
missing from the output component-separated maps.

To account for this we perform a final correction
step. This step replaces the missing modes with
those from a component-separated map formed from
only the Planck maps.

A. Preprocessing

We preprocess the Planck and ACT maps in slightly
different manners that are detailed below. The methodology
for this closely follows that from Refs. [17,31].

1. Planck preprocessing

We perform five preprocessing steps: first we project the
Planck maps from their native HEALPix to CAR projec-
tion. While the component-separation pipeline does not
require CAR maps, this step simplifies various preprocess-
ing steps, such as the use of common masks. Next,
we subtract sources from the two NPIPE splits at each
frequency. For each data split we find the amplitudes of all
point sources present in either the ACT or the Planck point
source catalogs. As described in [81], the ACT catalogs are
made by running a matched filter on a version of the data
release 5 ACTþ Planck maps [59] updated to use the new
data in DR6, and objects detected at greater than 4σ are
added to the catalog for each frequency band. We use
sources detected at > 5σ in the Planck catalog. We account
for overlapping sources in this fit. We fit the amplitude to
each data split to partially account for source variability
(e.g., between the measured ACT flux and the brightness of
the source in the Planck maps). We then select all the point
sources whose refit amplitudes are detected at > 2σ in the
Planck data and subtract a model of these from each input
map. The model is given by the real-space beam profile
scaled by the appropriate amplitude. Second, we mask the
map; the mask we use for the Planck data is composed of
three parts: a Galactic mask (the Planck 70% mask that
masks the center of the Galaxy and leaves 70% of the sky

FIG. 1. Footprints of the different datasets used in this work. ACT DR4 primarily focused on observing the deep patches, denoted by
“D” and “BN.” Since 2016, ACT used upgraded detectors to observe significantly wider areas, denoted by “Wide,” to approximately
similar depth. We use the subset of Planck data that lies within this wide region. Note that the full ACT dataset extends into the Galactic
plane and in this work we adopt a smaller footprint to avoid contamination from bright Galactic emissions. The excised regions within
the main footprint correspond to extended sources that are also masked or inpainted.
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unmasked), a footprint mask that bounds the region
observed by ACT, and a mask that removes bright extended
sources from the maps, which otherwise can cause artifacts
in an analogous manner to the point sources. We masked
∼20 extended sources and we refer the reader to Ref. [81]
for more details on the construction of the mask. We coadd
the two splits in real space using an approximate inverse
variance noise weighting, based on the per-pixel inverse
variance maps.
The final preprocessing step is to transform the map to

harmonic space and convolve the map to a common
beam with a 1.6 arc min FWHM. We do this by applying
an l-dependent weight given by the ratio of the
harmonic transform of a 1.6 arc min FWHM Gaussian
beam to the harmonic transform of the NPIPE beams.
The 1.6 arc min FWHM is chosen to match the ACT
resolution and is much smaller than the Planck FWHM.
This means that on small scales this ratio can become
very large. To avoid numerical artifacts and reduce
the computational cost, we apply a small-scale cut that
excludes scales where this ratio is ≳50. These scales are
noise dominated and have no weight in the component-
separation pipeline. Thus, the results are insensitive to
the specific value of this cut.

2. ACT preprocessing

The preprocessing of the ACT maps consists of five key
steps: First, in a manner identical to the Planck maps,
we subtract models for all the bright sources from the input
map. The fit is performed for each split and, in this case,
we remove all sources detected at or above 5σ. A lower
threshold can be used for Planck as sources with SNR ≤ 5σ
in Planck are detected at much higher significance in the
ACT maps. Next we perform an inpainting step: at the
location of all the point sources detected above 70σ we
mask the region with a hole of radius 6 arc min and fill in
the masked region with a constrained realization [85]. The
aim of this is to remove large residuals that arise from
the imperfect source subtraction. We inpainted the masked
regions to mitigate ringing from the mask edges, which
occurs when transforming to the needlet basis, without
masking more pixels—as would happen if we apodized
the mask instead. A larger inpainting, 10 arc min radius, is
also performed for all the bright extended, non-SZ objects
(such as bright extended radio jets) that are detected at more
than 10σ. These objects, 1793 in total, are the same as those
masked in [81]. A mask is supplied so that these regions
can be removed in the final map. The Planck maps are not
inpainted for two reasons: (1) it is computationally expen-
sive; and 2) the scales where the residuals are nontrivial
have minimal weight in the output maps as those scales are
better measured by ACT. The masking associated with
these two inpainting operations reduce the total observed
area of the ACT maps by 0.3%. We then coadd the splits in
real space, using an approximate inverse noise weighting

constructed from the per-pixel inverse variance maps.
We apply a small harmonic-space correction to each split
to account for the small differences in the beams between
the splits.
As is described in detail in Refs. [68,86,87], data from

ACT typically are filtered at the map level with a Fourier-
space filter. This filter is used to remove noisy modes and,
most importantly, scan-synchronous pickup. The statistical
properties of the scan-synchronous pickup are hard to
model and so accurately understanding how they impact
analyses is not feasible. To avoid biases in many analyses,
these modes need to be filtered out. The scan-synchronous
pickup is approximately fixed with respect to the ground.
Through ACT’s constant-elevation scans, the scan-
synchronous pickup is then projected to horizontal stripes
in the CAR maps that are well described by a small number
of Fourier modes. In this work we remove the contaminated
modes using the following Fourier-space filter:

fðkÞ ¼ 1 − exp

�
−
1

2

�
kx
kfilterx

�
2
�

×

�
1þ exp

�jkyj − kcentraly Þ
kwidthy

��−1
; ð1Þ

where kfilterx controls the width of filtering in the kx
directions and kcentraly and kwidthy regulate the maximum
scale impacted by the filter. The values we use here are
kfilterx ¼ 5, kcentraly ¼ 1250, and kwidthy ¼ 50.
The filter applied here is different from that of previous

analyses of ACT data (e.g., [68,81,86]). Our filter removes
less small-scale power and tends to avoid large artifacts
around point sources and clusters. Our filter is not designed
to remove all contaminated modes; instead the primary aim
of this initial filtering is to mitigate the impact of the large
noise in these modes. These very noisy modes will result in
a suboptimal needlet ILC map, as the isotropic needlets
used here cannot deal with the Fourier-space anisotropy.
There are two key reasons why we do not attempt to
completely remove the contaminated modes: First, the
scan-synchronous pickup modes are naturally suppressed
as we are combining our data with external datasets; these
modes are not present in the Planck dataset and so are
treated like effective noise and therefore downweighted.
Second, these contaminated modes do not impact cross-
correlation-based analyses, which are anticipated to be one
of the main science applications of these maps. For cross-
correlations it is better to have maps with simple proper-
ties (e.g., without missing modes or strongly anisotropic
noise that can arise from the filtering). If contamination
from scan-synchronous pickup is a potential concern,
then the final NILC maps should be filtered more
aggressively. As discussed in Sec. III E, we apply a
correction for this filtering and replace the removed
modes with those from Planck.
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The final step is to then transform to harmonic space
and apply a series of harmonic-space weights. We first
convolve the maps to the common beam with 1.6 arc min
FWHM, where we use the harmonic transforms of the
frequency-dependent ACT beams at the central frequency.
Note that we will account for frequency-dependent beam
corrections at a later stage in the analysis. In Ref. [68] the
low-l temperature multipoles were removed from the
ACT maps due to an observed lack of power. It has been
found, for example, through a comparison with Planck
observations, that there is a scale-dependent loss of power
in the ACT maps. The full origin of this feature is not
known but Ref. [88] explored how modeling errors, such
as subpixel effects, can lead to similar biases. A second
effect, which is thought to contribute to the loss of power,
is from small inconsistencies in the individual detector
gains. We quantify this effect using “transfer functions,”
obtained from fitting smooth functions to the ratio of the
ACT auto- to ACT × Planck power spectra. We decon-
volve these from the ACT maps as the final preprocessing
step. Empirically, the transfer functions only appear on
large scales, where atmospheric noise becomes a major
contribution to the map’s autopower spectrum. To ensure
that we only use the maps where the fits to the transfer
function are accurate, we only include ACT data on scales
where the transfer function is measured to be > 95%. We
retain scales with l≳ 400, 600, and 1000 for f090, f150,
and f220, respectively, in temperature. Note that at higher
frequencies, where the atmospheric noise is larger, the
transfer function is important down to smaller scales.
A more detailed discussion of these transfer functions
will be provided in the upcoming power spectrum analysis
of these maps. As with Planck we exclude small scales
where the ratio of the common 1.6 arc min FWHM beam
to the map beam is ≳50. This primarily affects the
90 GHz data.

B. Needlet decomposition

Wavelets are a useful frame to represent the data as they
allow joint localization in real and harmonic space. These
properties mean wavelets are well suited for component
separation where the sky components vary significantly
both spatially and with scale. There are a wide range of
different types of wavelets and in this work we use the set
of axisymmetric wavelets known as needlets. Needlets
were developed in [82,83,89,90] and we refer the interested
reader to those papers for more details. An alternative set of
scale-discrete wavelets was used to model the ACT DR6
noise properties in [51].
Performing a needlet analysis involves convolving the

input map with a set of needlet kernels. Each needlet kernel
has finite support in harmonic space and can be defined
by its spectral function, hðiÞðlÞ. In this work we use the
following functional form:

hðiÞðlÞ¼

8>>>>><
>>>>>:

cos

�
π

lðiÞpeak−l

lðiÞpeak−l
ði−1Þ
peak

�
if lði−1Þ

peak ≤l<lðiÞ
peak

cos

�
π

l−lðiÞpeak
lðiþ1Þ
peak −lðiÞpeak

�
if lðiÞ

peak≤l<lðiþ1Þ
peak

0 otherwise:

ð2Þ

In Fig. 2 we show spectral functions defining the needlets
used in this work. The number and size of the needlet scales
is set by lpeak, defined in Eq. (2). We use lpeak ¼ 0, 100,
200, 300, 400, 600, 800, 1000, 1250, 1400, 1800, 2200,
2800, 3400, 4000, 4600, 5200, 6000, 7000, 8000, 9000,
10000, 11000, 13000, 15000, and 17000. These properties
were determined through combining our knowledge of the
key map signals with tests on simulations. Fewer and
broader, in harmonic space, needlets can be used at small
scales as the key signals—the tSZ effect, cosmic infrared
background (CIB), point sources, and noise—vary slowly
as a function of scale. At large scales the Galactic signals
vary rapidly with scale and spatial location, necessitating a
balance between narrow harmonic-space bands (to capture
the scale variation) with narrow spatial localization (to
capture spatial variation). The needlet scales are also
adjusted to match the cutoffs in the different frequencies
channels—as discussed in Sec. III A 1 we only include data
where the ratio of the instrumental beam to the output beam
is sufficiently small, i.e., we only include scales that are
well resolved by that channel. Through the convolution
operations we produce a set of maps encoding the spatial
variation of the modes within the harmonic band of that
needlet kernel.
In this work we implement the convolutions through

spherical harmonic transforms (SHTs). Thus, transforming

FIG. 2. Needlets allow signals to be localized in both real and
harmonic spaces. Here we plot the spectral bands used to define
our needlets. Wide harmonic-space bands provide better spatial
localization, while narrow harmonic-space bands enable better
separation of signals with different scale l dependence. We
balance these two aspects by tuning the width of the bands based
on the expected properties of the sky signals. The colors are to aid
differentiating one kernel from another. The dotted lines indicate
scales that only include Planck data.
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an input map dðnÞ into a map at needlet scale i,mðiÞðpÞ, can
be achieved via

mðiÞðpÞ ¼
X
lm

YlmðpÞhðiÞl
X
n

wðnÞY�
lmðnÞdðnÞ; ð3Þ

where YlmðnÞ are the spherical harmonic functions and
wðnÞ are the per-pixel integration weights, which are
proportional to the pixel areas. A key feature to note is
that the pixelations of the input map, denoted by n, and the
needlet map, denoted by p, do not need to be the same.
Likewise the pixel size can be different for each of the
different needlet scales. This is useful as it allows needlets
focused on large scales to have coarser pixelations, which
dramatically decreases the computation time and memory
footprint of the analysis. While the input maps are at 0.5 arc
min resolution, we use larger pixel scales for each of the
needlet maps. These are chosen to be the largest pixel size
that supports the band-limited signals at that needlet scale
and allows for the computation of variance maps, described
below, without aliasing effects.

C. Component separation

Once in the needlet frame we apply the internal linear
combination component-separation method. In this section
we briefly overview the ILC method and then describe the
details of our implementation including how we estimate
the empirical covariance matrix, how we mitigate ILC bias,
and how we account for the frequency dependence of
the beams.

1. Internal linear combination method

The ILC method is a highly versatile component-
separation method that has been applied to a wide range
of datasets [9,29–32,91,92]. The method works by model-
ing the data observed at a set of frequencies dνðxÞ as

dνðxÞ ¼ r0νsðxÞ þ nνðxÞ; ð4Þ

where r0ν is the response function that describes how the
signal sðxÞ contributes to the sky at frequency ν; and
nνðxÞ is the noise term, which contains both instrumental
noise and all other sky signals. The label x is a general
label indicating the indexing in the chosen base—thus x
could represent a spatial index for a pixel-space ILC, or
the l; m index for a harmonic ILC or, as in our case, the
needlet frame. The assumptions of the ILC are that the
response function is known perfectly, which is generally
the case for the signals discussed here, and that the signal
is uncorrelated with the noise terms.5 The ILC solution is

a linear combination of the observations to obtain a
reconstruction of the signal, i.e.,

ŝðxÞ ¼
X
i

wνiðxÞdνiðxÞ; ð5Þ

where the weights wνiðxÞ are obtained by minimizing
the reconstructed signal’s variance subject to the con-
dition that the ILC has unit response to the signal of
interest, i.e.,

X
i

wνi r
0
νi ¼ 1: ð6Þ

The solution for the weights is given by

w ¼ C−1r0

r0C−1r0
; ð7Þ

where C is the covariance matrix between observations
at the different frequencies and we introduce the vector
notation r0 for the vector of responses across frequencies.
A detailed description of how the covariance matrix is
computed is provided in Sec. III C 2.
While this solution minimizes the “noise” on the

reconstructed signal, it imposes no constraints on what
can contribute to this noise. In general this noise will be
composed of instrumental noise and residual contaminant
signals. These residual contaminants can potentially bias
inferences made with the reconstructed signal and thus it is
often of interest to impose additional constraints that force
specific contaminants to zero. This technique was devel-
oped in Refs. [84,93] and is known as the constrained ILC.
This method decomposes the noise term in Eq. (4) into a set
of N contaminants ciðxÞ, with known responses riν and a
residual noise term ñ. Thus the observations are given as

dðxÞ ¼ r0sðxÞ þ
X
i¼1;N

riciðxÞ þ ñðxÞ; ð8Þ

where the different frequencies are represented by the
vector notation. A linear combination of the data vector
is constructed as before; however, in addition to the
constraints of unit response and minimum variance,
N additional constraints are imposed such that there is
zero response to the contaminants, i.e.,

P
i wνi r

α
νi ¼ 0 for

α∈ f1…Ng. A compact form of the weights in this general
case is

w ¼ C−1
1

detQ

X
α

ð−1Þα det Qs
αrα; ð9Þ

where

Qij ¼ riνaC
−1rjνb ð10Þ

5For signals such as the tSZ effect, the latter assumption is only
approximately true as it is correlated with other sky signals. We
can account for this by explicitly modeling these terms.
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contains the mixing of the different components—note that
the zeroth component refers to the signal of interest—and
Qs

α is the matrix obtained after removing the αth row and
the zeroth column. This expression, from Ref. [94], is a
refactoring of the result given in Ref. [95].

2. ILC bias

To use the ILC method, an estimate of the frequency-
frequency covariance C is required. We estimate this locally
at every point in each of the needlet frames via

ĈðpÞij ¼
X
p0

Tðp0Þmiðpþ p0Þmjðpþ p0Þ; ð11Þ

where TðpÞ is the smoothing kernel. Hereafter we refer to
these as “covariance maps.”We choose a smoothed top-hat
smoothing function defined as

TðjθjÞ ¼ 1�
1þ jθj

Wi

�
6
: ð12Þ

The width Wi of the top hat at scale i is set to ensure that
we always have a sufficient number of modes so that the
covariance matrix is invertible. Wi is computed as

Wi ¼ 2 arccos

�
1 − 2

20Ni
elements

Ni
modes

�
; ð13Þ

where Ni
elements is the number of maps at that needlet scale

and Ni
modes is the number of harmonic modes selected by

the needlet spectral function, hðiÞðlÞ. See the Appendix of
Ref. [30] for details of this computation. This top-hat
smoothing kernel was used as it was found to produce
stable measurements of the covariance matrix, especially
near the edges of the maps.
When the covariance matrix is estimated from the data,

it is well known that a bias can be produced in the
component-separated maps [30,96–98]. This bias, known
as the ILC bias, arises due to chance correlations between
the noise and the signal. Modes where the signal and noise
cancel have lower variance. These modes are upweighted
in the ILC and this leads to a suppression of the signal.
We refer the reader to the Appendixes of Ref. [30] for a
thorough discussion of this effect. The size of this bias
depends on the number of independent modes used to
estimate the covariance matrix. When a small number of
modes is used, the bias is large. For harmonic ILC analyses,
where the empirical covariance matrix is estimated via the
standard power spectrum, this bias is only significant for
the largest scales since at larger l there are more m modes
to estimate the power spectrum and so a smaller bias.
However, for the needlet ILC presented in this work the
problem can affect all scales. To demonstrate this we
simulate a subset of the ACT and Planck observations

and compare the output ILC to the known input CMB map.
For computational speed we simulate a subset of the data:
two ACT DR4maps (at f150), two ACT DR6maps (at f150
and f220), and three Planck maps (at 100, 143, and
217 GHz); the results should be similar for the full dataset.
Figure 3 shows that the resulting map is biased on all scales.
This effect arises from one of the strengths of the needlets:
the ability to capture spatial variation across the map. In
order to maximally account for spatial variation it is best to
estimate the needlet covariance matrix on the smallest
possible patch of sky, i.e., using a small smoothing kernel
in Eq. (11). However, using a small patch of sky means that
only a small number of independent modes are used to
estimate the covariance matrix. Thus there is a large
ILC bias.6

In the literature there are a range of approaches to
minimize this bias: one could use sufficiently large smooth-
ing scales so the bias is small [30], at the possible cost
of a loss of the ability to capture spatial variation; the ILC
bias could be approximated analytically or computed via
simulations and removed [100]; or the ILC method could
be modified to minimize a different objective [24,25].

FIG. 3. The ILC method requires a frequency-frequency
covariance matrix, which is typically not known a priori and
therefore must be estimated from the data. This double use of the
data, in both the weights and maps in Eq. (5), leads to biases in
the ILC map. In simulations, this bias can be seen by computing
the cross-correlation of the ILC map with the input component
map. The orange line shows the size of this ILC bias in our
needlet pipeline when analyzing simulations of a subset of ACT
and Planck maps. The shaded contours denote the error on the
mean. In this work we introduce a novel mitigation strategy,
described in Sec. III C 2, and the results of including this in our
pipeline are shown in blue. This approach dramatically reduces
the ILC bias.

6There is analogous bias in measurements of cluster properties
with matched filter methods. There are parallels between our
method to mitigate the ILC bias and the method proposed in
Ref. [99] to mitigate matched filter biases.
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In this work we implement a simple alternative method that
is motivated by the ILC philosophy of minimal assump-
tions. Our new approach is to ensure the weights are
independent from the data vector by explicitly excluding
the data modes dνiðxÞ from the calculation of the weights at
x, wðxÞ, as detailed below. This approach never weights
any mode by itself and thereby removes the bias.
We trivially demonstrate this for the harmonic ILC

method. As is detailed in Appendix B, in the harmonic
ILC the weights are applied to the alm modes. The
covariance used to compute the weights is the empirical
power spectrum. In this case, we can estimate the power
spectra using all the m modes except the specific m mode
we are trying to reconstruct. This simple modification
mitigates the ILC bias. We develop an analogous approach
for the needlet ILC; however, isolating subsets of modes is
more expensive in the needlet frame. To ensure the method
is computationally feasible we use a slightly different
approach for the large and small scales—large scales here
correspond to l≲ 500. The approach for the large scales
exploits the needlet localization in harmonic space, while
the small scales exploits the localization in real space.
Large-scale strategy. This is very similar to the har-

monic ILC case. We can remove a small subset of alm
modes from the needlet map. The remaining modes can be
used to compute a covariance map, via Eq. (11), and a set of
ILC weights. These weights are then applied to the small
number of modes held out. As the weights are now
uncorrelated with the data, the ILC bias will be removed.
This procedure can be repeated on other subsets until
weights have been constructed for all the modes. We refer
to this as the “harmonic-space bias reduction method.”
A schematic of this is shown in Fig. 4. In the needlet frame,
this procedure requires four SHTs for each subset consid-
ered. As the majority of modes are used in the covariance
map calculation, we do not need to enlarge the smoothing
kernel in Eq. (11). In Appendix C we provide further details
of how the subsets are created.
Small-scale strategy. The computational cost of SHTs on

small scales motivates us to consider an alternative method
for these scales. For these scales we use that fact that the
needlets at scale i are spatially localized within some region
θi to construct uncorrelated weights. We use a “doughnut-
like” smoothing kernel to estimate the covariance maps,
given in Eq. (11). The hole of the doughnut is set so that the
weights will have minimal contribution from the region
within θi but, through the ring around it, still capture the
local map properties. This trivial change to the method can
be implemented in a computationally efficient manner—the
smoothing is performed with one pair of SHTs. However, it
requires slightly larger smoothing scales to ensure there are
still enough modes for a stable estimation of the covariance
matrix. On the smallest scales we can afford to have slightly
larger smoothing scales as the signals tend to vary over
scales larger than our smoothing scales. Note we do not use

this approach on large scales as we do not want to enlarge
the smoothing kernel. We refer to this as the “real-space
bias reduction method” and a schematic of this approach is
shown in Fig. 5.
In Fig. 3 we show the result of implementing these two

methods in our needlet ILC pipeline. These methods reduce
the ILC bias by an order of magnitude. The ILC bias is not
perfectly removed as neither method produces completely
uncorrelated weights: couplings between m modes,
induced by effects such as masking, mean that weights
from the harmonic-space method are not completely
independent from the data modes. For the real-space
method, the small overlap between modes in the doughnut
and the data modes leads to slight correlations between the
weights and data.

FIG. 4. A schematic demonstrating the large-scale ILC bias
mitigation strategy. The region bound by the blue lines denotes
the modes selected at one needlet scale in harmonic space. Radial
distance corresponds to l and azimuth to m. The crosshatched
region shows modes used to estimate the weights and the red
region shows the modes to which the weights are applied,
hereafter the data vector. In the standard method (a), the weights
are computed from all the modes within the needlet band. The
double use of each mode, in the weights and the data vector, leads
to the ILC bias. In our mitigation method (b), the weights are
computed from the majority of modes within the needlet band,
but we explicitly exclude the data vector modes.
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When computing the covariance matrix we use one
further simplification to reduce the computational cost. We
use coadded covariance maps to compute the off-diagonal
covariance matrix elements. In our dataset we have many
measurements of the same patch of sky, with approximately
similar noise levels but from different detectors. For
example, we have five maps of the D56 region in the
f150 band. For each such group of maps, we compute an
inverse noise variance weighted coadd and use this map for
the off-diagonal covariance matrix. This saves computa-
tional time because instead of computing the covariance
between each map in the group with every other map in the
dataset, we just need to compute the covariance between
the coadded map and the other maps. This assumes that
each map within the group has a similar correlation with the
remainder of the dataset, which is generally very accurate.
Note that this does not lead to biases in the ILC map as

generally a misestimation of the ILC covariance matrix
leads to suboptimal but unbiased ILC maps. Compared to
simply using this coadded map as the input to the ILC, this
approach has the advantage that we can easily account
for differences in the passbands, gains, and frequency-
dependent beams of the observations.

3. Frequency response functions

In addition to the covariance matrix, the ILC method
requires a response function that characterizes the strength
of each of the components of interest at the frequency of
each map. The maps used in this work are all converted to
“linearized differential thermodynamic units,” i.e., those in
which the response to the primary CMB anisotropies is
unity. Thus the frequency response function for the CMB
and kSZ effect, in Eq. (7), is simply

rCMB
ν ¼ 1: ð14Þ

For all other sky signals the response function requires
integrating the spectral function fXðνÞ against the instru-
ment passbands τðνÞ as

rXν;l ¼
R
dν fXðνÞdBðν;TÞdT

���
T¼TCMB

ν−2τðνÞ
R
dν dBðν;TÞ

dT

���
T¼TCMB

ν−2τðνÞ
; ð15Þ

where the derivative of the blackbody dBðν; TÞ=dT is the
conversion to the linearized differential thermodynamic
units. The ν−2 factors are there by convention: we assume
the passband τðνÞ quantifies the response to a Rayleigh-
Jeans (ν2) source.
In general, the spectral function for the tSZ effect

depends weakly on the temperature of the electrons Te
that scatter the CMB photons [101,102]. Given that the
temperature of electrons varies throughout the Universe, no
single temperature value will capture all of the tSZ signal.
In this work we consider two approaches: (1) to neglect the
temperature-dependent terms, as done in most previous
component-separation analyses and (2) to use the scale-
dependent temperature proposed in Ref. [103]. The
assumption that the temperature dependence can be ignored
is commonly used in the literature (see, e.g., [31,33,35]),
captures most of the signal, and has a simple analytic
form. The second case provides a more accurate
extraction of the tSZ anisotropies, at the cost of a more
complex analysis.
The temperature-dependent terms are important when

the electrons are relativistic, i.e., kBTe ∼mec2. The
assumption that we can ignore these terms is justified
as most electrons in the Universe are nonrelativistic, i.e.,
have temperatures Te ≪ mec2=kB where me is the electron
mass, c is the speed of light, and kB is Boltzmann’s
constant. In the nonrelativistic regime, the tSZ frequency

FIG. 5. A schematic demonstrating the small-scale ILC bias
mitigation strategy. These plots show the modes selected at one
needlet scale in real space. As in Fig. 4, the crosshatched region
shows modes used to estimate the weights and the red region
shows the modes to which the weights are applied, that is the data
vector. The double use of modes in the standard ILC (a), for the
weights and the data vector, again leads to the ILC bias. In our
mitigation strategy (b), we simply exclude modes within θi, the
localization scale of the needlet, from the weights.
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response function is independent of the electron temper-
ature and has the following analytic form:

ftSZðνÞ ¼
hν

kBTCMB

exp
h

hν
kBTCMB

i
þ 1

exp
h

hν
kBTCMB

i
− 1

− 4; ð16Þ

where h is Planck’s constant and TCMB ¼ 2.726 K is the
temperature of the CMB [104,105]. In keeping with past
work, this is our baseline choice for the tSZ spectrum.
For the second approach, we use SZPACK [106,107] to

compute the full tSZ frequency response, gðν; TeÞ. We refer
to the response in Eq. (16) as the nonrelativistic response
and to the response incorporating temperature dependence
as the relativistic tSZ response. In Fig. 6 we compare the
nonrelativistic frequency function to the relativistic one
at Te ¼ 8 keV. While the differences are generally small,
they can be important at the precision obtainable with
current data.
Following Ref. [103], we use a different temperature for

each l, denoted as T̄eðlÞ. The scale-dependent temperature
accounts for the fact that the largest-scale tSZ anisotropies
come from the most massive and hottest objects, while
smaller-scale anisotropies come from less massive and
cooler objects. The temperature is computed as a Compton-
y weighted expectation of galaxy cluster temperatures and
we refer the reader to Ref. [103] for more details. The
relativistic tSZ response is then

ftSZ−relativisticðν;lÞ ¼ gðν; T̄eðlÞÞ: ð17Þ

The expected temperatures range from ∼8 keV on large
angular scales to ∼2 keV on small scales. We discuss the
implications of this more extensively in Sec. V B.
One of the main contaminants for tSZ studies is the CIB.

We model the CIB frequency function as a modified
blackbody,

fCIBðνÞ ¼
Að νν0Þ3þβ

exp hν
kBTCIB

− 1

�
dBðν; TÞ

dT

����
T¼TCMB

�
−1
; ð18Þ

where β ¼ 1.7 and TCIB ¼ 10.70 K are the parameters
characterizing the approximate all-sky CIB modified black-
body SED, ν0 is an arbitrary normalization frequency, and
A is a normalization constant. These are obtained to fits of a
theoretically calculated CIB monopole at 217, 353, and
545 GHz, as calculated in [12] using a halo model fit to
observations of the CIB anisotropies [108].7

Completely removing the CIB is challenging for two
reasons: First, the spectral function is not well known; the
functional form used above is a theoretically motivated
empirical fit. Deprojecting an inaccurate template leaves
residual CIB. Second, the CIB anisotropies exhibit decor-
relation across frequencies—i.e., the anisotropies at one
frequency are not perfectly correlated with those at a
second [12,109]. This behavior can be understood with a
toy model: consider a case where the rest frame SED for
the CIB galaxies is the same for all sources. The observed
emission is then given by the sum of the redshifted
emission from sources over a wide redshift range. This
redshifting means that the observed emission at a single
frequency comes from many different source frequencies
or, equivalently, the observed SED of each galaxy is
different. Galaxies at different redshifts will then provide

FIG. 6. The frequency dependence of the sky signals considered
in this work, normalized by the magnitude of the response at
150 GHz. The CMB is shown in pink. The tSZ frequency response
depends upon the temperature of the electrons Te that scatter
the CMB photons. Here we compare two cases: first when the
temperature is sufficiently low that the electrons are nonrelativistic
(gold) and second when the temperature is Te ¼ 8 keV (blue). In
addition to producing a minimum-variance map of the signal of
interest, it is often necessary to ensure this map is not contaminated
with other sky signals, especially the CIB. To do this we explicitly
remove the CIB using the response shown in dot-dashed green. To
account for differences between the model CIB spectral energy
distribution (SED) and the true SED, we remove sky signals
consistent with a second SED, denoted CIB − δβ. This second
template is obtained from a Taylor expansion of the model SED
around the fiducial spectral index β. In gray and light green we
show a measure of the Planck and ACT passbands, respectively.
Note that the responses are in linearized differential thermody-
namic units, hence the unit response of the CMB at all frequencies.

7Over the range of frequencies probed β and TCIB are fairly
degenerate. This means that the SED used here is consistent with
that used in Ref. [31], despite the different values of β and TCIB.
Reference [31] fixes TCIB to a higher value TCIB ¼ 24 K, which
leads to a lower inferred value of β.

ATACAMA COSMOLOGY TELESCOPE: HIGH-RESOLUTION … PHYS. REV. D 109, 063530 (2024)

063530-13



a different relative contribution at different observational
frequencies. As different frequencies probe different red-
shift weightings of the sources, the spatial anisotropies will
not be perfectly correlated.
For many applications having a small level of residual

CIB will not produce any biases; however, for some
applications this can be critical. To mitigate the residual
CIB we use the method of Ref. [110], hereafter referred to
as the moment expansion method—we deproject a second
spectral template that represents a Taylor expansion about
the assumed CIB spectral index β. This model was shown
to better account for SEDs that are a sum of modified
blackbody spectra and consequently is a better approxi-
mation of the CIB [110]. For such studies we provide maps
that additionally deproject the derivative spectrum given by

fCIB−δβðνÞ ¼
A lnðν=ν0Þð νν0Þ3þβ

exp hν
kBTCIB

− 1

�
dBðν; TÞ

dT

����
T¼TCMB

�
−1
:

ð19Þ

Note that each additional deprojection comes at an addi-
tional noise cost in the final ILC map, as the additional
constraints lead to a less-minimal-variance solution.
To compute the responses with Eq. (15), we need the

instrument passbands. For ACT we use the Fourier trans-
form spectrometer measurements reported in Ref. [67] for
the DR4 data and an upcoming paper for the equivalent
DR6 data. For the Planck passbands we use those from
[75–77], and we additionally include central frequency
shifts as reported in Refs. [50,74].
As is discussed inAppendixA of Ref. [31], the finitewidth

of the passbandsmeans that there is a different effective beam
for each of the components on the sky. This arises from the
combination of two effects: First, each sky signal has a
different frequency dependence and thus is more important in
different parts of the instrumental passbands. Second, the
beam is different at different frequencies (for diffraction-
limited optics we have FWHM ∝ 1=ν). In this work we
follow the method of Ref. [31] and account for this using
scale-dependent “color corrections.”8 Scale-dependent color
corrections are changes to the frequency response functions
that account for the different effective beam seen by each
signal. At large scales this effect is negligible; however, the
color corrections can be ≳10% changes on small scales.
First we compute the scale-dependent responses as

rXν;l ¼
R
dνbðl; νÞfXðνÞdBðν;TÞdT

���
T¼TCMB

ν−2τðνÞ

bðl; ν0Þ
R
dνdBðν;TÞdT

���
T¼TCMB

ν−2τðνÞ
; ð20Þ

where bðl; νÞ is the frequency-dependent beam and ν0 is
the reference frequency. The details of the computation of
the frequency-dependent beams will be provided in an
upcoming ACT paper. Then we compute the weighted
average of this across the needlet band to get each
component’s response in that band as

rðiÞ;Xν ¼
P

lr
X
ν;lh

ðiÞ
lP

lh
ðiÞ
l

: ð21Þ

Again following Ref. [31] we do not apply scale-dependent
corrections to the lower resolution Planck data as the
investigations in Refs. [76,77] found no evidence for scale-
dependent color corrections.

D. Inverse needlet decomposition

The ILC method produces a set of component-separated
maps at each needlet scale ŝðiÞðpÞ. We then need to
recombine the maps into a single real-space map ŝðnÞ.
One of the key features of needlets is that this operation is
straightforward: one simply convolves each needlet map
with the needlet kernel associated with that scale and sums
all the resulting maps, i.e.,

ŝðnÞ ¼
X
lm

YlmðnÞ
X
i

hðiÞl
X
p

wðpÞY�
lmðpÞŝðiÞðpÞ: ð22Þ

Note that for this operation to not lose any information over
the scales of interest we require that the needlet spectral
functions satisfy

X
i

ðhðiÞl Þ2 ¼ 1: ð23Þ

E. Fourier-space filtering correction

The Fourier-space filtering performed on the ACT maps
corresponds to a highly complex operation in harmonic
space. This is especially true once the maps have been
combined in the needlet domain with satellite data, for
which this filtering is not performed. In the ILC, the filtered
modes in the satellite data are treated as noise, due to their
absence in the ACTmaps, and so are partially removed. For
applications that are driven by the smallest scales, such as
cluster stacking investigations, the effect of this filtering is
minimal as the filter only removes large-scale modes. Thus,
for studies on these scales the filtering can likely be safely
ignored. However, for applications that require modes with
l≲ 1500 this effect is nontrivial and extends beyond the
power spectrum in a complex and anisotropic manner.
To avoid having to model this complex, anisotropic

effect in future analyses we attempt to correct for it at the
map level. This is done by infilling the filtered modes using
the Planck observations. Specifically, we generate two
versions of the component-separated maps: one that uses

8We note that the scale-dependent color corrections discussed
here are related to, but distinct from, the color corrections
described in, e.g., Refs. [77,111]. This will be expanded upon
in a forthcoming paper.

WILLIAM COULTON et al. PHYS. REV. D 109, 063530 (2024)

063530-14



the complete dataset (map A) and another that only uses
Planck data (map B). We then filter map Awith a filter with
the same form as the initial filtering, Eq. (1), but with the
filtering parameters increased (kx is doubled while kcentraly is
increased to 1450). We then apply the inverse of the
Fourier-space filter to map B to isolate the removed modes.
Finally we add these isolated modes to the filtered version
of map A to obtain a corrected map. The purpose of
refiltering with an enlarged filter size is twofold: (1) to
ensure we better remove residual scan-synchronous pickup
and (2) to provide a well-defined set of filtered modes. The
ILC does not remove all the filtered modes from the Planck
dataset so the output, uncorrected maps have a complicated
effective filtering. Applying the larger filter simplifies the
effective filter. Even without the correction described here,
such a filter would likely still be needed to ensure that the
effective filter is well characterized. In Fig. 7 we see that
this procedure corrects the leading order effect of the
Fourier-space filtering. Note that the Fourier-space filter
only effects modes with l≳ 450, as below this only Planck
data are used, for which Fourier-space filtering is not
needed. This method has a cost: the modes added back into
the map typically have larger noise than the other modes.
This is because they are obtained from Planck maps that
have lower resolution and higher noise. While these maps
thus have anisotropic noise, this is a small effect and can be
ignored for most applications. We again note that the
filtering used in this work is less aggressive than that used
in other ACT analyses, e.g., Refs. [68,81], and thus the
maps will contain some residual scan-synchronous pickup.
For cross-correlations this is unimportant, however, for
analyses using only these maps, such as CMB lensing
reconstruction or primordial non-Gaussianity searches,
tests should be performed to see whether this residual
impacts the results. If needed, the output ILC maps can be
filtered again to remove any residual contamination, with
the cost of also removing some signal modes.
Figure 7 demonstrates that, with our k-space correction

and ILC bias reduction methods, our NILC pipeline
produces unbiased maps.

IV. COMPONENT-SEPARATED MAPS

Using this pipeline we produce the key results of this
work: component-separated CMB temperature and E-mode
polarization anisotropies and Compton-y maps with a
maximum scale of l ¼ 17000 (∼0.6 arc min). The full-
area maps are shown in Figs. 8 and 9.
In Fig. 10 we show a cutout of the maps of CMB

temperature, E-mode, and Compton-y anisotropies. There
are several interesting features: First, through combining
the Planck and ACT measurements, we obtain a CMB
temperature map that is dominated by CMB modes, rather
than instrumental and atmospheric noise, over a wide range
of scales. Without Planck we would not be able to resolve
the largest-scale modes and without ACT we would have

limited small-scale sensitivity. Second, while the power
spectrum of the Compton-y map is noise dominated on
almost all scales (as discussed in Sec. V B), we can clearly
see many bright compact objects. These objects are galaxy
clusters as the Compton-y anisotropies map out the
integrated electron pressure,

yðnÞ ¼ σT
mec2

Z
los

dl Peðn; lÞ; ð24Þ

where σT is the Thomson cross section, me is the electron
mass, c is the speed of light, and Pe is the thermal electron
pressure. They are visible above the noise due to the highly
non-Gaussian structure of the Compton-y signal. The
number of these visible by eye is significantly more than
can be seen in the individual frequency maps. Third, by
comparing the CMB temperature map and the Compton-y
map we can see that the separation of the components is not
perfect—the imprint of the brightest SZ clusters can still
be seen in the CMB temperature map. As was discussed
in Sec. III C 1, this arises as the standard ILC method
minimizes the total noise and not the contribution of any

FIG. 7. The ACT data are filtered to remove a set of bright
contaminants, such as scan-synchronous pickup—see Sec. III E
for more details. The orange points show the ratio of the cross-
correlation of the ILC map, including the final filter, and input
component map to the input map autopower spectrum. This
demonstrates that a nontrivial set of modes are impacted by the
Fourier-space filter. Using the correction method described in
Sec. III E we can correct for these missing modes, with the result
shown in blue. With the correction there are no significant biases
induced by the NILC pipeline. For reference the gray band shows
the 1σ error on the ILC output power spectrum. The blue and
orange error bars are the error on the mean. These errors are very
small on large scales as the sample variance cancels in the ratio.
For this analysis we use Gaussian simulations of the complete
ACT and Planck dataset. The largest scales, l ≲ 500, only use
Planck data, which does not need Fourier-space filtering. The
Fourier-space correction thus only impacts larger l, hence the
feature seen at l ≈ 500.
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FIG. 8. Maps of two sky components across the full footprint used in this work.Within each of theCMB temperature (a) andCMBE-mode
(b) anisotropymapswe can see large-scale CMB fluctuations. The variations in the ACT depth are visible as changes in the small-scale noise
in the E-modemap.Note that to aid visualization the color scale saturates. The gray scale image in the background is thePlanckCOMMANDER

dust map. Bright dusty star-forming galaxies and clumps of Galactic dust can be seen in many of the holes of the mask, see Fig. 1.
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individual foreground sky components. For some analyses
this residual extragalactic contamination can be problem-
atic. To alleviate this, we provide CMB temperature maps
that are explicitly constructed to have no contribution from
the tSZ signal. This comes at the cost of slightly higher
noise. These maps are further discussed in Sec. VA.
The next notable feature can be seen around right

ascension (RA) ∼ − 5.5°, where the noise to the left of this
line is noticeably lower. The region shown in this cutout
coincides with the edge of the ACT D8 field, as is seen in
Fig. 1, and the lower noise occurs through the inclusion of
this deep observation in the output map. This boundary
highlights a benefit of working in the needlet frame—we can
simply and almost optimally combine observations with
differing depths and footprints. This feature is only visible in
the noise-dominated tSZ map and not the signal-dominated
CMB. The continuity of the CMB signal across this
boundary provides a simple check of our method.
The E-mode map, like the temperature anisotropies, is

signal dominated over a wide range of scales. As expected,
the characteristic scale of the visible E-mode pattern is
significantly smaller than the ∼degree scale features in the
temperature maps.
The NILC pipeline does not return error estimates on the

maps. Simulations are thus a key means of characterizing

uncertainties in analyses using these maps. To facilitate this
we provide a suite of simulations of these maps. Two types
of simulations are provided: first a small suite of non-
Gaussian sky simulations—built with PySM and the Stein
et al. [112] and Sehgal et al. [113] simulations—and
second a set of Gaussian sky simulations. The former is
useful for validating analysis pipelines and checking for
biases, while the latter is best suited to characterizing
uncertainties. A detailed description of these simulations is
given in Appendix A.

V. MAP PROPERTIES

During the generation of these maps we investigate a
number of their properties that, when combined with the
simulation-based pipeline tests discussed in Appendix A,
help provide validation of our analysis methods.

A. Properties of the CMB maps

In Fig. 11(a), we show the power spectrum of the output
temperature map, where for comparison we also show the
power spectrum of the equivalent Planck SMICA [35] and
our harmonic ACT and Planck ILC maps. The power
spectra are computed using NaMaster [114]. We use bin
widths of δl ¼ 10 with uniform weight and the error bars

FIG. 9. A map of Compton-y across the full footprint used in this work. We can clearly see many galaxy clusters. As in Fig. 8, to aid
visualization the color scale saturates and the gray scale background image is the Planck COMMANDER dust map.
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are computed analytically with the Gaussian approximation
[115,116]. Over a broad range of scales, we see statistical
agreement between our ACT and Planck map with the
Planck SMICA map. On the largest angular scales, we find
strong agreement with the Planck SMICA results, as
expected as the data are very similar. On the smallest
scales we see the dramatic improvement gained by using

the small-scale ACT data—at l ∼ 2000 the noise, seen as
an upturn in the power spectra, is an order of magnitude
lower. Although difficult to determine from the figure,
the noise level in the harmonic ILC map is approximately
10% larger on the smallest scales.
As can be seen in Sec. IV, the CMB temperature

maps still have residual tSZ contamination. Following

FIG. 10. A ∼ 30 deg2 region of the component-separated maps for the CMB temperature, CMB E-mode polarization, and Compton-y
anisotropies. (a), (b) The CMB temperature and E-mode anisotropies are clearly visible across a broad range of scales, while in (c) we
can see numerous bright clusters picked out by the thermal Sunyaev-Zel’dovich effect. A comparison between the CMB temperature and
Compton-y maps shows that the separation of the two signals is not perfect—small imprints of tSZ clusters can be seen in the CMB
temperature map and we highlight three examples with black circles and their corresponding clusters in the Compton-y map. The
increase in noise seen at the right edge of the Compton-y map occurs due to changes in the depth of the ACT maps. Note that the maps
appear slightly horizontally stretched as the CAR projection is conformal only at the equator.
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Ref. [118], these residuals can be seen more explicitly by
stacking the CMB map at the locations of clusters detected
with ACT DR5 data [119]. Figure 12(a) shows the results
of this stacking and a large residual of the tSZ signal can be
seen. This residual tSZ signal can bias certain analyses
(e.g., [40,41]). Using the deprojected ILC, as detailed in
Sec. III C 1, we can create a CMB map with explicitly zero
contribution from the tSZ effect. We then perform the same

stacking operation and the results are shown in Fig. 12(b).
Here we see that the residual is almost completely removed
by this procedure. We do see a hint of a small residual
signal left at the center of the stack that indicates remaining
contamination. A possible source of this contamination is
the CIB. CIB galaxies are spatially correlated with the tSZ
effect and by stacking on the location of tSZ clusters we are

FIG. 11. The power spectrum of the (a) CMB temperature
power spectrum and (b) Compton-y power spectrum NILC maps
computed with NaMaster. We compare these with the correspond-
ing Planck SMICA CMB and NILC Compton-y maps, and
harmonic ILC (HILC) maps produced from the ACT and Planck
data. The large increase in power at high l (small scales) in the
Planck-only data is due to noise in the Planck ILC maps and is
significantly reduced in the ACT and Planck ILC maps. The
theoretical prediction for the Compton-y power spectrum was
computed with CLASS-SZ [117]. The Compton-y map is noise
dominated at all scales, hence all the data points lie above the
theoretical prediction. The vertical bars denote the errors and are
computed analytically via the Gaussian approximation. To aid
comparisons we have horizontally offset the points in the plot.

(a) Standard ILC

(b) ILC with tSZ deprojection

FIG. 12. Stacks of the CMB temperature anisotropies at the
location of tSZ-detected clusters. The stacks are performed on
30 × 30 arc min extracts at the location of clusters in the ACT
DR5 cluster catalog [119]. If the ILC perfectly removed all the
foregrounds from the CMB map we would expect just noise in
these stacks. (a) In the base ILC, a large signal caused by residual
tSZ contamination is visible. This can be mitigated through the
use of a constrained ILC, Sec. III C 1, as seen in (b).
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also stacking on CIB galaxies. Further, as is discussed in
Refs. [43,94,120,121], when deprojecting the tSZ effect
there is often an enhancement of the residual CIB con-
tamination. These two effects combined are thought to give
rise to the small residual signal.
ACT has undertaken a blinding procedure for several key

science products, detailed in an upcoming paper, including
a blinding of the E-mode power spectrum. This is to
minimize biases in the inferred cosmological parameters
from effects such as confirmation bias. As such we have
not yet performed a power spectrum comparison of the
CMB E-mode map to Planck data. As is visible in the
maps in Fig. 10(b), we have significant improvements in
the E-mode noise. A quantified version of the improvement
can be seen in Fig. 18 of Appendix A 2, where we show the
E-mode power spectra of simulated ILC maps. The data
are expected to show similar improvements and will be
assessed in a future paper.

B. Properties of the Compton-y map

The benefits of the high-resolution data and the
needlet basis can be most easily seen by examining
the Compton-y map as, unlike the CMB map, the
Compton-y map is noise dominated on all scales. This
is demonstrated in Fig. 11(b) where we plot the power
spectrum of the y map and, for comparison, the expected
theoretical thermal Sunyaev-Zel’dovich power spectrum
from CLASS-SZ [117], the Planck NILC tSZ map power
spectrum [9], and the harmonic ILC map power spectra.
The theoretical model is the same as that used in the
Websky simulations [112]. All the measurements lie
above the theoretical expectation due to the noise bias
in these autospectra. The ACT and Planck NILC map
shows lower noise on all scales compared to the Planck
NILC map. On large scales this difference arises as the
NPIPE maps have lower noise compared to the Planck
2015 maps used to compute the Planck NILC map.

FIG. 13. A comparison of (a) the Planck 2015 MILCA map, (b) the ACT and Planck NILC map, and (c) ACT and Planck Harmonic
ILC map of the Compton-y signal on a small ∼135 deg2 region of sky. To aid the interpretation of these maps we also show (d) the
Planck 545 GHz map in the same patch of sky. The comparison between the Planck MILCA and the ACT and Planck NILC maps
demonstrates both the consistency of our results and the benefits of the high-resolution ACT data. The comparison between the
harmonic ILC map, the NILC map, and the Planck 545 GHz map shows that working in the needlet frame helps remove the strongly
spatially varying Galactic foregrounds. Note that to aid visualization the color bar saturates.
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On smaller scales the noticeable improvement comes
from the small-scale ACT measurements.9

Even at the map level many of these benefits are visible,
as is demonstrated in Fig. 13. First, Figs. 13(a) and 13(b)
demonstrate the benefits of the high-resolution ACT data—
the clusters, visible as bright yellow, point-source-like
objects are both better localized and more numerous,
demonstrating the depth of the combined y map. Next, it
is beneficial to compare the needlet ILC, Fig. 13(b), to the
harmonic ILC, Fig. 13(c). In Sec. IV we saw that the
needlets easily accounted for spatial variations in the map
depth, and in the harmonic and needlet ILC comparison we
can explicitly see how the needlet frame aids the reduction
of spatially varying foregrounds. In the center of the
harmonic ILC patch, a bright extended structure is visible,
but it is suppressed in the needlet ILC maps. This structure
is the imprint of residual Galactic dust, as can be seen in
Fig. 13(d) where we show this region as observed by the
dust-dominated Planck 545 GHz channel. Through the
localization in real space the needlets are able to treat low
dust and high dust regions differently. In contrast, the
harmonic ILC can only operate on the sky-averaged
properties. Finally, we have tested to ensure that Planck-
only Compton-y maps produced with our pipeline accu-
rately reproduce those presented in Ref. [108].
Examining the profiles of the Compton-y clusters is a

powerful test of the Compton-y map. In Fig. 14 we
compare the average profile of tSZ clusters as measured
in the Compton-y map and in one of the input f090 maps,
stacked using the ACT DR5 cluster catalog [119]. We apply
a high-pass filter to remove modes with l < 2000, which
are noise dominated and contribute correlated noise to
the stack. We expect the profiles of the clusters at f090
to be similar to the clusters in the Compton-y map, after
accounting for the different units and beams. Thus the good
agreement seen here demonstrates that our pipeline is not
distorting the cluster profiles and amplitudes. Note that, as
ACT and Planck are not sensitive to the monopole, the
monopole of the Compton-y map is not physically mean-
ingful. Thus the Compton-y map is a map of the fluctua-
tions of the Compton-y field about the mean.
The high sensitivity and large area of these maps means

that we need to take particular care to account for potential
biases. A key bias in Compton-y maps is the cosmic
infrared background. The dusty star-forming galaxies,
which source the CIB, are spatially correlated with the
tSZ effect as some of these galaxies occupy the massive
halos that source the tSZ effect. Hints of CIB contamination
have been seen in previous tSZ analyses (see, e.g.,
[45,123,124]). As discussed in Sec. III C we can minimize

the impact of the CIB by explicitly removing any signal
with a specified modified blackbody spectrum and, for
cases that are especially sensitive to CIB biases, imple-
menting an additional correction for deviations around this
modified blackbody, as described in Sec. III C 3. The cost
of this additional removal is increased noise that can be
seen in Fig. 15, where we compare the power spectra of
the base Compton-y map to maps with these different
deprojections.
Generally, each additional component deprojected

results in a further increase of the noise in the ILC map.
This is seen as an increase in power in the power spectrum
as the maps are noise dominated. There are several note-
worthy features in the deprojected maps: First the noise
penalty of the deprojections is highest on scales where
only ACT data contribute (the smallest scales). This arises
because ACT lacks the very high Planck frequency
channels that have strong sensitivity to the CIB. Without
these channels it is difficult to separate the tSZ and CIB,
hence the large noise increase. The noise starts to increase
around l ∼ 3000 as this is where the high frequency Planck
data become noise dominated. This increase is more
significant when more components are deprojected.

FIG. 14. 1D profiles from high-pass filtered stacks of the
Compton-y map at the location of tSZ-detected clusters. We
perform this stacking operation on four maps: the f090 maps from
the PA6 detector array, the Compton-y map produced with the
nonrelativistic tSZ response, the Compton-y map produced with
the nonrelativistic tSZ response and with the CIB deprojected,
and the Compton-y map produced with the relativistic tSZ
response. The points with and without the CIB deprojection
lie on top of each other, indicating the measurement is unlikely to
be contaminated by CIB emission. Note that the PA5 f090 maps
has been rescaled into Compton-y units. See Sec. III C 3 for a
detailed discussion of the relativistic and nonrelativistic re-
sponses. We apply a high-pass filter to remove correlated noise,
as described in Sec. V B. To guide the eye, in dashed black we
show the scale of the y-map beam (1.6 arc min FWHM) filtered in
the same manner as the data. For visualization purposes we have
offset the horizontal points.

9The conservative Galactic mask used in this work means that
the HILC noise is comparable to the NILC noise. If a larger sky
fraction were considered the HILC noise would be dramatically
larger, as demonstrated in [122].
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Interestingly, on the scales with 1400≲ l≲ 2500, there is
no noise penalty for deprojecting just the CIB and, in a
smaller range of scales, no cost for deprojecting both the
CIB and the correction term. This occurs on scales where
the noise in the ILC map is dominated by non-CIB
contributions. In this regime, noise in the CIB-deprojected
ILC maps is not set by the ability to separate the CIB and
tSZ components, but instead the noise arising from the
other components (in this case atmospheric noise and
residual CMB).
As an example of how these maps can be used in an

analysis, we highlight the workflow used in an upcoming
cross-correlation analysis of ACT and unWISE galaxies
[125]. A component of this analysis is the cross-power
spectrum between the ACTand Planck Compton-y map and
the unWISE galaxy catalog [126–129]. The unWISE gal-
axies are highly correlated with the CIB [94]. To test the
sensitivity of this analysis to the CIB, we compare power
spectra measurements from the base NILC y map with the
CIB-deprojected ymap. As can be seen in Fig. 16, where we
show the results from [125] for the unWISE “blue” sub-
sample (of mean redshift z ¼ 0.6), deprojecting the CIB
leads to a significant shift in the measurement. Further, when
different spectral indices β are assumed for the deprojected
CIB, statistically significant shifts are observed. This sug-
gests that this analysis is strongly sensitive to contamination
from CIB such that the CIB SED needs to be carefully
modeled. One means of mitigating this is to use the moment
expansion method, discussed in Sec. III C 3, and deproject

the derivative term as well. As can be seen in Fig. 16, the
use of the moment expansion leads to results that are more
robust to the choice of CIB parameters. The small
differences between the true CIB SED and the assumed
model are absorbed by the correction term, and all curves
with the moment expansion deprojection, the solid lines in
Fig. 16, converge around the same values for l≲ 2500.
The efficacy of the moment expansion method in accounting
for uncertainties in the spectral properties of a contaminant
has also been seen in Ref. [130], where they use the same
approach to remove Galactic dust emission. As a second
example, consider the stacked profiles shown in Fig. 14. We
can minimize any potential bias by performing the stack on a
CIB-deprojected map. However, the points are essentially
unchanged, as seen in Fig. 14, and this result is stable to
variations in the CIB spectral index. This suggests that for
that analysis CIB contamination is less severe and there is no
need to deproject the CIB or the derivative. The difference in
sensitivity arises as these two example analyses are sensitive
to halos of very different mass and redshift.
Finally we compare the results of using the nonrelativ-

istic and relativistic tSZ responses. Using the nonrelativistic

FIG. 15. Power spectra of three different versions of the
Compton-y ILC map: the base ILC, a map with a fiducial
CIB spectrum explicitly removed, and a map where both a
fiducial CIB spectrum and a term to account for uncertainties
in the CIB SED, labeled by δβ and described by Eq. (19), are
removed. Removing these signals provides increasing levels
of robustness to contamination but at a cost of increasing
noise, seen here as the increase in power on most scales. The
power spectra and error bars are computed in the same
manner as those in Fig. 11.

FIG. 16. A preview of preliminary results from Ref. [125]—an
upcoming analysis of correlations between the tSZ effect and the
unWISE galaxies. Here we show the cross-correlation of the
Compton-y map with the unWISE blue subsample, of mean
redshift z ¼ 0.6. The measured Compton-y–unWISE power
spectrum shows evidence of CIB contamination, as seen in the
difference between the measurement on ILC maps with and
without CIB deprojection. Due to the strong physical correlation
between the unWISE and CIB galaxies, this analysis is also
sensitive to how the CIB is removed and choosing different
parameters for the CIB spectral index leads to different results.
One method of mitigating this is to also deproject a correction to
the CIB SED, given in Eq. (19). This term helps correct for any
mismatch between the true SED and the assumed model. As
shown by the solid lines, this approach leads to results that are
more robust to modeling choices. Note both the unWISE and
Compton-y maps are dimensionless.
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response can bias the resulting y map as is discussed in
Refs. [95,131,132]. The importance of this difference can
be most directly seen in the tSZ cluster stacks—in Fig. 14
we compare stacks of detected galaxy clusters in a
Compton-ymap made using the nonrelativistic temperature
response, Eq. (16), and the average temperature response,
Eq. (17). We see that the profiles in the latter case are ∼5%
larger, with the difference arising as the standard tSZ map is
biased low by the ignored relativistic SZ contributions.

VI. CONCLUSIONS

We have presented component-separated CMB temper-
ature, CMB E-mode polarization, and Compton-y maps
that trace the integrated gas pressure. These maps were
produced with a needlet ILC pipeline, designed to take
advantage of the different localization of key map proper-
ties. To mitigate the well-known ILC bias we developed a
simple scheme that helps ensure that the resulting ILC
maps have no significant loss of the signal.
In addition to the ILC bias, we explored biases arising

from residual foreground contamination in the cleaned ILC
maps. These residuals are left from the imperfect separation
of sky signals. The importance of these residuals depends
on the analysis in question, but for many analyses these
residuals can cause important biases in cosmological and
astrophysical inferences. For such analyses we have created
a set of constrained ILC maps, as described in Ref. [34],
that have one or more foregrounds explicitly removed—at
the cost of extra noise. The derived products with different
deprojections are summarized in Table III. It is important to
note that the Fourier-space filtering used in this work
removes fewer modes than previous ACT analyses. This
means that there may be small scan-synchronous pickup
residuals in the maps. For cross-correlation studies this can
be safely ignored, but other analyses should perform tests
to ensure their results are not impacted by residual scan-
synchronous pickup. Further, the Fourier-space correction
introduces a small amount of anisotropic noise. For most
analyses this can be ignored, but if it is important, then

optimal filtering routines (e.g., [133,134]) that incorporate
the anisotropic structure of the noise can be used to
maximally utilize these maps.
Finally, there are additional observational systematic

effects that can impact this analysis. As discussed in
Refs. [31,135], atmospheric transmission, calibration
errors, and passband uncertainties can alter the signal seen
at each frequency. The passband and gain uncertainties for
ACT result in ∼1.5% variations in the amplitude of the tSZ
signal in each channel (note that f220 has larger variations,
which is partly driven by the null of the tSZ effect at
217 GHz and partly by the larger uncertainty). In
Appendix D we explore the impact of these systematic
effects in detail and find that the uncertainties in the
passbands, beams, and calibrations lead to negligible
changes to stacked cluster profiles from the Compton-y
map. While this result cannot easily be related to the precise
impact of these instrumental effects on other scientific
analyses, it suggests the size of these effects in the
Compton-y map are small.
The NILC maps isolate the component of interest while

minimizing noise and, particularly when using deprojec-
tions, contaminants. This makes these ideal for a broad set
of science cases; previous component-separated ACT maps
have been used for analyses ranging from detailed studies
of individual clusters and filaments [136] to studies of
galaxy group and cluster astrophysics with large ensembles
[39,45,137–139] to studies of the distribution of matter
with lensing [140]. The maps presented here will enable the
statistical power of such analyses to be significantly
increased—the noise in the Compton-y map presented
here is similar to that of the deeper D56 map from
Ref. [31] but over an area of sky that is ∼25 × larger.
Likewise, the large improvement in resolution over the
Planck component-separated maps, seen in Fig. 11, would
be highly beneficial to the many analyses based on these
maps (e.g., [123,141–145]).
It is important to note that there are classes of analysis

for which the individual frequency maps would be
more appropriate to use; this includes those that require

TABLE III. A summary of the maps to be delivered. In addition to the minimum-variance ILC map, we produce
CMB temperature and Compton-ymaps that deproject one or more components. All maps are convolved to a 1.6 arc
min FWHM Gaussian beam.

Sky component Deprojected components Notes

CMB temperature and kinetic Sunyaev-Zel’dovich tSZ lmax ¼ 17000
CIB (TCIB ¼ 10.7 K, β ¼ 1.7)

tSZ and CIB

CMB E-mode None lmax ¼ 4000

Compton-y relativistic and nonrelativistic CIB
lmax ¼ 17000

aCIB and CIB correction
CIB and CMB

aThe lmax of maps with two deprojections is reduced to lmax ¼ 11000.
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high-precision characterization of the NILC noise. For
example, analyses of the power spectrum of the primary
CMB anisotropies are likely best done with the frequency
maps as modeling the foregrounds with a parametric model
enables explicit marginalization over the foregrounds.
Furthermore, that approach facilitates fine-grained model-
ing of instrumental systematics and noise. Precisely mod-
eling the power spectrum of the NILC noise and
propagating the associated uncertainties, which would be
necessary to robustly extract the primary CMB contribution
from the maps presented here, would be equivalent to
modeling the frequency channels separately, with the
added complication of propagating these components
through the NILC pipeline. Thus, the analysis of the power
spectrum of the primary CMB anisotropies for ACT DR6 is
expected to be done with the frequency maps. Similarly,
these maps were not used in the recent ACT DR6 lensing
analysis. While component-separated maps have been
used in past lensing analyses [145,146], the challenges
in dealing with the complex ACT noise (discussed in
Refs. [51,81]) motivated a simpler analysis of the individ-
ual frequency maps.
Finally, these maps overlap with numerous ongoing

surveys, such as the Dark Energy Survey [147], Hyper
Suprime-Cam [148] survey, and Dark Energy Spectroscopic
Instrument [149] survey, and therefore are very well suited
for a range of cross-correlation studies. The pipeline
developed in this work is highly versatile and can be used
to map other sky signals or be applied to other datasets,
including upcoming CMB missions such as the Simons
Observatory [150] or CMB-S4 [151].

This work made use of the NumPy [152], SciPy [153],
Healpy [154], Astropy [155], H5PY [156], pyFFTW [157],
LIBSHARP [158] and Matplotlib [159] libraries. The DR4
products are publicly available at LAMBDA [72].
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APPENDIX A: SIMULATIONS

Simulations are a key part of many analyses and so we
also provide simulated component-separated maps. We
provide two main simulation products: simulated non-
Gaussian sky maps and Gaussian simulations, using the
methods developed in Ref. [51]. These two products allow
tests of different aspects of analysis pipelines: the non-
Gaussian simulations are ideal for studying the properties
of fields like the Compton-y maps, where signal non-
Gaussianity is highly important, while the Gaussian sim-
ulations are useful for computing ensemble quantities that
require large numbers of simulations.
Specifically, the available products are:
(i) Four different non-Gaussian realizations of the ACT

region of the sky (two from the Websky and two
from the Sehgal et al. [113] simulation suites). Each
sky realization is provided with instrumental and
atmospheric noise simulated via two complementary
models—a wavelet model and a tiled model.

(ii) Wavelet and tiled noise models, with associated
code, that can be used to generate Gaussian simu-
lations of the “ILC” noise in the blackbody and
Compton-y maps.

(iii) A small number of end-to-end Gaussian simulations
of the blackbody and Compton-y maps—ten each
for the tiled and wavelet models. These are the
products of processing Gaussian simulations of the
input datasets through the NILC pipeline.

All of these products are produced with lmax ¼ 10000.

1. Non-Gaussian simulations

These simulations are composed of three components:
Galactic signals, extragalactic signals, and instrumental and
atmospheric noise. We generate a non-Gaussian realization
of the Galactic sky signals using PYSM; we include free-
free, synchrotron, thermal dust, and anomalous microwave
emission in temperature and the thermal dust and synchro-
tron signals in polarization [160,161].10

For the extragalactic signals we use two different suites
of simulations: the Websky simulations and the Sehgal
et al. simulations [112,113,162]. These two suites both
provide one full-sky realization of the lensed CMB sky, the
thermal and kinetic Sunyaev-Zel’dovich effects, the CIB,
and radio galaxies. The two suites of simulations assume
different physical models for each of the components.
We refer the reader to Refs. [112,113] for the detailed
differences of the modeling. When compared, these sim-
ulations provide some measure of the importance of our
modeling uncertainties. Unfortunately each simulation only
has a single realization, which can limit some studies.
However, as the ACT footprint covers only∼1=3 of the sky,
we can rotate the sky and construct a second simulation of

the ACT footprint from these simulations. Specifically, we
generate the first realization by cutting out the ACT footprint
from the full-sky simulation and generate the second
realization by first rotating the simulations by 90° and then
cutting out the ACT footprint. Note that this cannot easily be
done for the Galaxy due to its spatial anisotropy.
The final component is simulations of the noise. For

Planck we use the end-to-end NPIPE noise simulations
[163]. For ACT we generate simulations using the models
described in Ref. [51]; one set using the tiled noise model
and a second set using the wavelet noise model. By
providing simulations from both of the noise models, it
will be possible to test how the uncertainties in our noise
modeling impact each analysis.
Bringing these pieces together, for each map in our

dataset we generate a simulated sky by combining the
PYSM Galaxy with either the Websky or Sehgal et al.
simulations at the same frequency. These maps are then
convolved with the appropriate instrument beam. Next,
we add instrumental noise to this to complete the mock
observation. We repeat this operation for each map and
then input these maps into the needlet ILC pipeline. Note
that in these simulations we use Dirac δ function pass-
bands, i.e., the simulations are evaluated at each single
frequency, and the ACT maps here have no simulated
transfer function.
As a first use case of these simulations, we compare the

stacked profile of tSZ clusters in the input map to those in
the output needlet ILC Compton-y map, with the results
shown in Fig. 17. We find very good agreement between
the two sets of stacked profiles and thereby validate this
aspect of our pipeline. A benefit of having simulations is
that we can analyze each component of the map separately,

FIG. 17. A validation of the Compton-y map with the Websky
simulations. We compare the stacked NILC Compton-ymap with
the true input Compton-y map. The stack is performed on all
halos with M > 5 × 1014M⊙=h and these maps are high-pass
filtered in the same manner as the data in Fig. 14.10We use models d1, s1, a1, and f1.
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exploiting the linearity of the ILC method. Thus, we can
explore how just the CIB component contributes to the final
tSZ map. These maps are useful for understanding residual
signals in the maps and for assessing potential biases.
These simulations have a few key limitations: First, we

only have four sky realizations, given by the two rotations
of the two simulations. Second, the sky power of these
simulations does not match the data—while the Websky
and Sehgal et al. simulations are sophisticated models of
the sky, they do not perfectly capture all the components,
leading to differences in the size of each sky component.
For example, the small-scale power arising from the
discrete nature of the CIB and radio galaxies is not
accurate. Additionally, there are minor limitations (e.g.,
δ function passbands and simple beam treatments) that
prevent tests of certain systematic effects. Despite these
limitations, they are invaluable for analyses of non-
Gaussian aspects of the sky.

2. Gaussian simulations

To complement the non-Gaussian simulations we pro-
vide noise models as described in Ref. [51]. These allow the
fast generation of many realizations of the noise in the
needlet ILC maps and are ideal for investigating ensemble
properties of the ILC map’s noise.
We generate these noise models using a two stage

process: First, we obtain a model of the sky components
present in the input maps. For this purpose we use the
Ref. [164] model, extended to include power laws for
the Galactic dust, synchrotron, anomalous microwave
emission, and free-free, and a white noise component of
arbitrary amplitude and correlation across the maps to
account for the Poisson contribution of point sources. The
latter component is necessary as we remove all detected
sources in each map, rather than those down to a specific
flux cut, and this results in each map having a slightly
different level of Poisson power. The strength of this
correlation across the input maps varies due to the different
ratio of radio to dusty sources in each map. Further, we
modulate the Galactic dust components by a smoothed
version of the Planck dust intensity map. Without this
modulation the large-scale power in the component-
separated maps is significantly below that of the data,
highlighting how the spatial variations of the Galaxy
complicate component separation.
Second, we use this sky model to simulate observations

of the sky. We use the same methods as in Appendix A 1
to simulate the instrumental noise and beams. We then
process these simulations with the needlet ILC pipeline.
From the resulting needlet ILC maps, we subtract the input
realization of the signal of interest, e.g., for the CMB ILC
maps we subtract the CMB power; this gives a map of the
NILC noise. Using the tools developed in Ref. [51] we then
construct tiled and wavelet noise models. These noise
models allow arbitrary numbers of realizations of the NILC

noise to be generated. The noise realizations can then be
combined with realizations of the signal to provide a
simulated map.
The end-to-end Gaussian simulations produced in gen-

erating the noise model allow further tests of potential
biases in our pipeline. As discussed in Sec. III E and seen in
Fig. 3, these simulations can be used to assess the level of
bias in our ILC maps. We find no significant biases across
the full range of scales. In Fig. 18 we compare the power
spectra of simulated Planck-only to Planck and ACT ILC
E-mode maps. This demonstrates the value of combining
the ACT data with Planck.

APPENDIX B: HARMONIC ILC

Instead of working in the needlet domain, the ILC
method can be applied in the harmonic domain—hereafter
the harmonic ILC. In this work we use the harmonic ILC as
a baseline to compare against the NILC results and to build
intuition for the bias reduction methods, as the harmonic
frame is conceptually simpler. In this appendix we outline
the harmonic ILC method and describe the harmonic-
domain implementation of our ILC bias mitigation method.
For the harmonic ILC we have

ŝlm ¼
X
i

wiailm; ðB1Þ

where the weights are defined in Eq. (7). The empirical
covariance matrix Ĉ required to compute the weights is
simply the estimated power spectra

Ĉij ¼
1

Nmodes

X
L−δl<l≤Lþδl

X
m

ailma
j�
lm; ðB2Þ

FIG. 18. The E-mode auto power spectrum of a simulated
Planck-only ILC map and a simulated Planck and ACT ILC map.
It can clearly be seen that the ACT data allow the E-modes to be
probed to significantly smaller scales.
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where we compute the power spectrum over a range of l,
quantified by 2δl and Nmodes is the number of modes in
each bin. We average over a small range of l to improve the
estimate of the covariance matrix and minimize the ILC
bias. To further minimize ILC bias we introduce an ILC
bias reduction method, in a similar manner to those
discussed in Sec. III C 2. When computing the ILC weights
for mode m, we exclude that m mode from the covariance
matrix estimation, Eq. (B2). To avoid the computational
cost of estimating the covariance matrix l times per scale,
we instead split the modes into N ¼ 10 subsets (e.g., the
first l=N m modes are assigned to subset 1, etc.) and, for
each subset, estimate the covariance matrix with all modes
not in that subset. This allows the ILC bias to be mitigated
with reduced computational overhead, at the cost of a slight
increase in the resulting ILC map’s noise. In fact, while the
standard method of estimating the covariance matrix has
lower noise, it is biased low. When we correct for this bias,
by dividing out a transfer function, we tend to find almost
identical noise levels to those of our method.
When computing harmonic ILC maps we use the same

steps as the needlet ILC pipeline, described in Sec. III,
including the frequency-dependent responses.

APPENDIX C: MITIGATING THE
LARGE-SCALE ILC BIAS

As described in Sec. III C 2, we mitigate the large-scale
ILC bias by isolating a subset of the modes from the
needlet band and using the remainder to compute the ILC
weights. In detail this isolation can be performed as
follows: Starting from the map of anisotropies at a given
needlet scale, we perform a SHT. We apply a filter that
selects a subset of alm modes and then we perform a
second SHT to transform these modes back to the needlet
frame; we call this the “data map.” This data map is then
subtracted from the original needlet map.11 This new map
contains all the modes except the held out modes and we
use this map to compute the covariance maps and ILC
weights. The ILC weights are then applied to the data
maps. This procedure is repeated with the next subset of
alm modes, etc. The resulting ILC maps from the subsets
are then added back together to obtain the ILC solution
for that needlet scale.
While the approach of removing a subset of alm modes

is very similar to the harmonic ILC, described in
Appendix B, there is a slight additional subtlety in the
needlet frame. When we remove alm modes from the
needlet band, the localization of the needlets is altered. If
we were to systematically remove each single alm mode,
the change in the localization of the covariance matrix
would be negligible. In practice this would not be effective

as effects such as masking and non-Gaussianities mean that
each alm mode is not independent. Thus this would only
reduce, but not eliminate, the ILC bias. Further, removing
modes from the needlet basis requires spherical harmonic
transforms, and so this operation comes at a significantly
increased computational cost. Hence, this motivates our
choice to remove small subsets of alm modes across
the band.
The decision of how many subsets to use, Nsubset, and

how to divide the modes into these subsets was made by
ensuring the localization of the covariance matrix is not
strongly altered. This is balanced by computational time
(more subsets is slower) and stability (changing masks and
power spectra in simulations should not dramatically
change the ILC maps). We use Nsubset ¼ 5. For our foot-
print the strong correlations from the mask led us to assign
l < 4 to subset 1, 4 < l < 8 to subset 2, etc., up to l ¼ 20.
Beyond l ¼ 20, the assignment is based on the m mode at
each l. Modes with 0 ≤ m < l=Nsubset are assigned to
subset l=20 Mathematical Operator Modulo (MOD)
Nsubset. Modes with l=Nsubset ≤ m < 2l=Nsubset are
assigned to subset 1þ l=20 MOD Nsubset, etc. The
adjacent m modes are assigned to the same subset as these
are most tightly coupled by effects such as masking.
Further, by removing different m modes for each l we
ensure that the localization of the new covariance matrix
closely approximates the original covariance matrix.
This is additionally aided by our smoothing operation
and the fact that we remove only a small subset of the
total modes in the needlet band. One might worry that the
small set of modes that the covariance matrix is applied to
correspond to some highly nonlocal feature in the maps.
However, this is not an issue due to the linearity of the
ILC method: in the standard ILC, identical results are
obtained if the ILC weights are applied mode by mode or
applied to all modes simultaneously. Instead, it is impor-
tant that the covariance matrix, and hence the weights,
remains highly localized and we ensure this with the
choices described above.

APPENDIX D: INSTRUMENTAL
SYSTEMATIC EFFECTS

The key instrumental systematic effects that impact our
analyses arise from the miscalibration of the input maps
and uncertainties in the passbands and beams. All of these
effects can be expressed as changes to the ILC responses, rν
in Sec. III C 1, and are important as they control how maps
are combined to extract the signal of interest. If these are
misestimated, the resulting ILC map can be biased. In this
section we investigate how significant these biases can be.
The impact of a miscalibrated map is simply a rescaling

of the ILC responses rν → ð1þ δcÞrν, where δc is the
amplitude of the miscalibration. Note that the miscalibra-
tion factor is the same for every signal on the sky. The
passband misestimation affects each sky component

11For computational efficiency we combined these two steps
with the initial transformation into the needlet frame. This saves
one SHT.
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differently. The impact on each of the responses can be
assessed by recomputing them with altered passbands, i.e.,
changing τðνÞ in Eq. (20). Beam uncertainty has two
impacts: First, it acts as a scale-dependent miscalibration,
given by the ratio of the estimated beam to the true beam.
Second, it alters the color correction to the response, given
in Eq. (20).
To assess the importance of these terms we sample

calibration factors, passbands, and beams within their
uncertainties. For the Planck passbands we shift the
central frequencies based on the uncertainties reported
in Ref. [74] and use the calibration errors reported in
Ref. [74]. The Planck beam errors have been shown to be
negligible [165] and so are neglected here. For ACT DR4
we use the same calibration and beam uncertainties as are
included in the power spectrum analyses [68,71,86] and
use the passband errors from Ref. [31]. For DR6 errors
we use similar procedures to compute the equivalent

errors, with the details of this provided in an upcoming
ACT paper. The passbands used in this work, with their
errors, are shown in Fig. 19.
In Fig. 20 we show the impact these effects have on the

stacked Compton-y profiles. No systematic shift is observed
and the spread caused by these effects is negligible.
This result does not ensure that instrumental systematic

effects are negligible for other science use cases. In
particular, the beam uncertainties are scale dependent
(and are generally larger on small scales) and the passband
uncertainties will likely become more important in analyses
that require multiple deprojections. Instead, if instrumental
effects are a concern, this analysis should be repeated.
Despite these limitations, these results can be used to
estimate the size of the effect.
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