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We present results of a follow-up search for continuous gravitational waves (CWs) associated with
subthreshold candidates from the LIGO-Virgo-KAGRA (LVK) all-sky all-frequency (ASAF) directed
radiometer analysis, using Advanced LIGO data from the third observing run (O3). Each ASAF candidate
corresponds to a 1=32 Hz frequency band and ∼13 deg2 sky pixel. Assuming they represent possible CW
sources, we analyze all 515 ASAF candidates using a semi-coherent, F -statistic-based matched filter
search. The search algorithm incorporates a hidden Markov model (HMM), expanding the signal model to
allow frequency spin-wandering, as well as unmodeled frequency evolution of less than 10−5 Hz per day
that is not captured by the searched range of �10−9 Hz=s in frequency derivative. Significance thresholds
with a 5% probability of false alarm per ASAF candidate are determined empirically by searching detector
noise at various off-target sky positions. We obtain 14 outliers surviving a set of vetoes designed to
eliminate instrumental artifacts. Upon further investigation, these outliers are deemed unlikely to represent
astrophysical signals. We estimate the sensitivity of our search to both isolated and binary sources with
orbital period greater than one year by recovering simulated signals added to detector data. The minimum
detectable strain amplitude at 95% confidence for isolated (long-period binary) sources is h95%0 ¼
8.8 × 10−26 (9.4 × 10−26) at a frequency of 222.6 Hz. While this study focuses on ASAF subthreshold
candidates, the method presented could be applied to follow up candidates from future all-sky CW
searches, complementing currently existing methods.

DOI: 10.1103/PhysRevD.109.062008

I. INTRODUCTION

Continuous gravitational waves (CWs) are an as-yet
undiscovered class of persistent, quasimonochromatic
gravitational waves (GWs) [1–4]. The canonical sources
of CWs in the observing band of ground-based GW
detectors are rapidly spinning, nonaxisymmetric neutron
stars, which may be isolated or part of binary systems.
Possible emission mechanisms include small deforma-
tions of the neutron star crust created by thermoelastic [5–
8], magnetic [9–11], or tectonic [12–15] stresses, fluid
oscillation modes (e.g., r-modes) that are unstable to
gravitational radiation [16–18], and pulsar spin-up
glitches [19,20]. A confirmed CW detection would offer
novel insight into the physics of ultra-dense matter,
allowing for new probes of the nuclear equation-of-state,
measurements of neutron star ellipticities, and strong-field
tests of gravity.

Current GW detectors, such as the Advanced Laser
Interferometer Gravitational-wave Observatory (LIGO)
[21], Advanced Virgo [22], and KAGRA [23], may be
sensitive enough to detect CW sources within our galaxy.
Searches for CW signals in detector data have targeted
known young or millisecond pulsars [24–31], young
supernova remnants [32–35], low-mass x-ray binaries
[36–38], and the galactic center [39,40]. Various all-sky
searches have also been carried out, scanning for CW
emission from unknown neutron stars in isolated [41–45]
or binary [46,47] configurations. Although there have been
no CW detections reported thus far, improvements in
detector sensitivity are allowing searches to probe deeper
into the physically interesting regions of parameter space.
In this work, we carry out a search for CWs by following

up subthreshold candidates identified by the LIGO-Virgo-
KAGRA (LVK) all-sky all-frequency (ASAF) radiometer

PHYSICAL REVIEW D 109, 062008 (2024)

2470-0010=2024=109(6)=062008(20) 062008-1 © 2024 American Physical Society

https://orcid.org/0000-0003-0703-947X
https://orcid.org/0009-0002-9113-8293
https://orcid.org/0000-0003-2666-721X
https://orcid.org/0000-0003-0316-1355
https://orcid.org/0000-0001-5694-0809
https://orcid.org/0000-0001-7959-892X
https://orcid.org/0000-0002-1769-6097
https://orcid.org/0000-0001-7834-9235
https://orcid.org/0000-0001-5532-3622
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevD.109.062008&domain=pdf&date_stamp=2024-03-27
https://doi.org/10.1103/PhysRevD.109.062008
https://doi.org/10.1103/PhysRevD.109.062008
https://doi.org/10.1103/PhysRevD.109.062008
https://doi.org/10.1103/PhysRevD.109.062008


analysis [48] (hereafter the “ASAF analysis”). While all-
sky CW searches typically assume a deterministic signal
coherent over ∼103 s at minimum, and extending to even
longer coherence times in the later follow-up stages [e.g.,
[44]], the ASAF analysis is an unmodeled search with
comparatively weaker phase-coherence constraints. In the
ASAF method, 192 s data chunks from pairs of detectors
are frequency-binned and cross-correlated with sky-depen-
dent phase and amplitude modulations, allowing one to
search for a directional, narrowband stochastic signal.
Adopting an equal-area tiling of the sky with 3072 pixels
(≈13.43 deg2 per pixel) and a coarse-grained 1=32 Hz
frequency resolution, the ASAF analysis searched every
frequency subband and sky-pixel pair from 20 Hz to
1726 Hz using LIGO-Virgo data from the first three
observing runs (with the exception of a few bands excluded
due to noise contamination). The ASAF analysis assumed
a global signal-to-noise ratio (SNR) threshold with a 5%
probability of false alarm over the full band. Although no
candidates were found above this threshold, the ASAF
analysis identified 515 subthreshold candidates (hereafter
called “candidates”) with SNRs exceeding the 99th SNR
percentile averaged over 10 Hz frequency bins [49]. Each
candidate thus comprises a frequency subband and sky-
pixel pairing, making it possible to conduct outlier follow-
up with a CW search algorithm. The candidate SNRs
and central subband frequencies are shown in Fig. 1. As
the ASAF analysis can potentially detect coherent, qua-
simonochromatic signals, these candidates represent inter-
esting targets for CW follow-up with more sensitive
matched-filtering techniques. If any candidates are CW
sources, then a matched-filter search with more demand-
ing coherence requirements will improve the probability
of detecting a signal. This is the first time CW analysis

techniques have been used to follow up candidates from a
stochastic GW search.
Due to the model-agnostic approach of the ASAF

analysis, the candidates could exhibit complicated or
unpredictable frequency evolution, deviating from the
canonical signal model assumed in many CW analyses.
Several phenomena can give rise to such behavior, includ-
ing stochastic spin-wandering, also known as timing noise
[50–56], spin-up glitches [19,20], and long-period binary
motion [57], all of which may degrade the SNR if left
unaccounted for, though we leave a quantitative assessment
of their impact on CW searches to future work. A signal of
this kind could be missed in an all-sky CW search while
being marginally detected in a stochastic search, where the
assumption of a deterministic phase is relaxed. Motivated
by the need for a more flexible signal model, we follow up
the 515 ASAF candidates using a search algorithm which
combines the semi-coherent F -statistic [58,59] with a
hidden Markov model (HMM), adapted from the method
described in Refs. [60,61] and applied to various CW
targets to date [e.g., [34–38,62–66]]. The HMM can track a
signal as it wanders in frequency over the course of the
observing period, broadening the CW signal model to
include a wide variety of possible frequency evolution. We
carry out this search on publicly available Advanced LIGO
data from the third observing run (O3) [67–70].
This paper is organized as follows: The dataset used is

described in Sec. II; in Sec. III, we review the implemen-
tation of our search algorithm; in Sec. IV, we describe our
procedure for identifying CW outliers and screening likely
instrumental artifacts; in Sec. V, we present the results of
our follow-up searches and estimate the sensitivity; finally,
we conclude in Sec. VI.

II. DATASET

We perform the search on O3 data [67] from the two
Advanced LIGO detectors: LIGO Hanford (H1), and LIGO
Livingston (L1). The O3 run began on April 1, 2019, 15:00
UTC (GPS time 1238166018.0), and ended on March 27,
2020, 17:00 UTC (GPS time 1269363618.0). The run was
split into two parts, O3a and O3b, separated by a month-
long commissioning period lasting from October 1 to
November 1, 2019, when the detectors were nominally
not in observing mode. During O3, the LIGO detectors
operated at higher sensitivity and with a higher duty cycle
than the previous O1 and O2 runs [71]. As including O1
and O2 data would increase the computational demands of
the search without providing a significant enhancement of
sensitivity, these data are not used. Similarly, we do not
include data from Advanced Virgo or KAGRA due to their
lower sensitivities [72,73].
The search algorithmprocesses a set of Tukey-windowed,

short Fourier transforms (SFTs) from both detectors, taken
over 1800 s of calibrated strain data [68–70,74]. We use the
C01 calibration version O3 dataset [75,76], with loud noise

FIG. 1. SNR, ρðf0; n̂Þ, versus central subband frequency, f0 of
the 515 subthreshold candidates from the LVK ASAF analysis,
which are followed up in this work. The SNR is a function of f0
and sky position, n̂, where the latter symbol denotes a unit vector
pointing at the candidate sky pixel. The bands around 500, 1000,
and 1500 Hz are affected by optic suspension harmonics and have
been notched out in the ASAF analysis.
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transients removed via a self-gating procedure [68] and
60 Hz power harmonics subtracted out [77]. Time segments
determined to have serious data quality issues (Category 1
data quality vetoes) are not analyzed [69,78]. Any SFTs
generated from segments with significant deadtime due to
gating (30 s or longer) are also not used by our analysis.With
these criteria, the total number of SFTs processed by our
search is 11025 for H1 and 10133 for L1, covering 69.6%
and 64.0% of the O3 run, respectively.

III. SEARCH METHOD

The search algorithm used to follow up each of the
ASAF candidates consists of two main analysis steps. First,
we filter the O3 data against a set of waveform templates
covering the candidate subband and sky pixel, using the
F -statistic as the matched filter statistic. We then use the
HMM formalism to reconstruct the optimal frequency path
for each search template. We review the F -statistic and
HMM tracking technique in Secs. III A and III B, respec-
tively. We construct template grids empirically for every
candidate, as described in Sec. III C.

A. Semicoherent F -statistic

The first step in our analysis is a matched filter search
using a frequency domain estimator known as the F -
statistic. The F -statistic is a maximum likelihood statistic
for detecting CW emission from spinning neutron stars,
modeled as triaxial ellipsoids which rotate about one of
their principal axes [58,59]. It is denoted by 2F ðxjλÞ, where
x represents the strain data, and λ ¼ fα; δ; f; ḟg are the
phase parameters of the filter template, consisting of a right
ascension, α, declination, δ, GW frequency, f, and fre-
quency derivative, ḟ ≡ df=dt. We do not include frequency
derivatives beyond ḟ within the F -statistic, but higher
derivatives can be absorbed to some extent into the stochas-
tic variations allowed by the HMM (see Sec. III B).
Modulations of the signal frequency, caused by a nonzero
ḟ as well as the motion of the Earth relative to the
source, are accounted for within the F -statistic calculation
by demodulating the data with respect to the search
template. Our pipeline leverages the lalpulsar_
ComputeFstatistic_v2 implementation of the
multi-detector F -statistic [70,79], which processes a set
of SFTs as input and evaluates the matched filter on a grid
of templates. The placement of templates for the ASAF
candidates is described in Sec. III C.
We divide the O3 observing period into NT ¼ 361

contiguous intervals of duration Tcoh ¼ 86400 s ¼ 1 d,
and evaluate the F -statistic coherently over each of these
intervals. Phase information is thus preserved within each
interval, but is otherwise not tracked between them, i.e., our
search is semi-coherent. The choice of Tcoh used in
our search improves upon the 192 s coherence of the
ASAF analysis, achieving a reasonable trade-off between

computational cost and sensitivity. Note that there are a
total of 32 one-day segments from O3 with no SFTs from
either detector, all but one being due to the O3 commis-
sioning break. For days where no data are available, we
substitute 2F ¼ 4 uniformly for all frequencies [80],
consistent with the expectation value of the F -statistic in
pure Gaussian noise. This procedure allows the HMM,
described next in Sec. III B, to traverse data gaps in an
unbiased manner, following previous CW HMM searches
[e.g., [34,37]].

B. HMM tracking

The next step in our analysis is to find the optimal
frequency path for each grid template ðα; δ; ḟÞ by means of
HMM tracking [60,61]. HMMs are statistical models for
inferring the behavior of an unobserved (“hidden”) state
variable, qðtÞ, based on an observed state variable, oðtÞ,
under the assumption that the observed state is influenced
by the hidden state. Both states take on a sequence of values
at NT discrete epochs, tn ∈ ft1;…; tNT

g. The hidden state is
modeled as a stochastic Markov process, jumping between
NQ discrete values qðtÞ∈ fq1;…; qNQ

g with some tran-
sition probability matrix Aqjqi ¼ PðqðtnÞ ¼ qjjqðtn−1Þ ¼
qiÞ. At each epoch tn, the observed state oðtnÞ is related
to qðtnÞ through the emission probability, LoðtnÞqi ¼
PðoðtnÞjqðtnÞ ¼ qiÞ.
Applied to CW analyses, qðtÞ represents the heretofore

unknown frequency of a CW signal, fðtÞ, which occupies
one frequency bin qi at any given epoch. The observed
states, oðtÞ, represent the strain data collected in each of the
NT coherent intervals of a semicoherent search, where the
interval duration is fixed by the coherence time, Tcoh ¼ 1 d,
of the matched filter. We use the F -statistic, conditional on
a ðα; δ; ḟÞ template, to map oðtÞ onto qðtÞ, i.e., it is the
emission probability for the HMM. The spin-wandering
model is specified through the transition probability matrix,
Aqjqi . As in previous HMM CW searches [34–38,60], we
define the transition matrix as

Aqjqi ¼
1

3
ðδqjqi−1 þ δqjqi þ δqjqiþ1

Þ; ð1Þ

which restricts qðtÞ to jump by 0 or �1 frequency bins
Δf ¼ qi − qi−1 over each epoch with equal probability.
Since qðtÞ can jump by no more than one frequency bin per
coherent interval, the maximum amount of spin-wandering
allowed by the HMM is limited to

jq̇jmax ¼ Δf=Tcoh: ð2Þ

The probability that the signal follows some frequency
path,Q ¼ fqðt1Þ;…; qðtNT

Þg, conditioned on the observed
data, O ¼ foðt1Þ;…; oðtNT

Þg, is given by
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PðQjOÞ ¼ Πqðt0Þ
YNT

n¼1

LoðtnÞqðtnÞAqðtnÞqðtn−1Þ; ð3Þ

where Πqðt0Þ is a prior probability on the initial frequency,
qðt0Þ, taken to be a uniform function of frequency within
the search band, Πqðt0Þ ∝ N−1

Q .
The objective of the HMM is to determine the optimal

frequency path, Q ¼ Q�, that maximizes PðQjOÞ. This is
accomplished using the Viterbi algorithm—a dynamic
programming algorithm which efficiently solves the
HMM by strategically discarding suboptimal paths [81].
The detection statistic associated with Q� (the Viterbi path)
is the log-likelihood,

L≡ logPðQ�jOÞ; ð4Þ

which is equivalent to incoherently summing F -statistics
along the frequency path, up to a linear offset. Although the
Viterbi algorithm outputs NQ optimal paths, each one
terminating in a different frequency bin, we maximize
over all such paths and report only the globally optimal path
for each ðα; δ; ḟÞ template. In Fig. 2, we show an example
of using the Viterbi algorithm, paired with the F -statistic,
to recover a simulated signal injected into O3-era detector
noise. In this example, the source lies in long-period binary
system, resulting in a slow Doppler modulation of
the signal frequency which is successfully tracked by the
Viterbi algorithm. We refer the reader interested in the full
mathematical details of the Viterbi algorithm and HMMs
to Ref. [60].
We have chosen to use Tcoh ¼ 1 d, which prevents us

from tracking any frequency evolution happening on
shorter scales. For reference, the low-mass x-ray binary
Scorpius X-1 [82] is thought to exhibit relatively high
amounts of spin-wandering, in which Tcoh ¼ 10 d has been

the typical spin-wandering timescale adopted by past
Viterbi searches [36–38,80,83]. Thus, our Viterbi imple-
mentation has enough flexibility to capture the spin-
wandering behavior of most known neutron stars.

C. Template grids

We search every ASAF candidate using a rectilinear grid
of ðα; δ; ḟÞ templates spanning the candidate subband and
sky pixel. This 1=32 Hz subband is further subdivided into
smaller frequency binsΔf. We then evaluate the F -statistic
for each grid template and Δf bin using the semi-coherent
algorithm summarized previously in Sec. III A. We derive
fixed grid resolutions empirically for each candidate, as
described in Secs. III C 1 and III C 2 for frequency tem-
plates and sky templates, respectively. We opt to not use the
standard parameter-space metric [59], as the spin-wander-
ing allowed by the HMM signal model introduces addi-
tional correlations between ḟ and sky position templates.
We verify that our template grid appropriately covers the
required search space for each candidate in Sec. III C 3.

1. Frequency resolution

We divide each 1=32 Hz candidate subband, centered on
a frequency f0, into bins of width Δf ¼ 10−5 Hz. We
search over various ḟ templates covering a �10−9 Hz=s
range, with a spacing of Δḟ ¼ 2 × 10−10 Hz=s between
templates. The bounds on the ḟ range correspond roughly
to the maximum spin-down/up a signal could have and still
be contained within one 1=32 Hz ASAF subband. By
searching over ḟ, the F -statistic demodulation can correct
for secular, long-term frequency trends over the observing
period, leaving the HMM to track residual drifts occurring
on timescales of order Tcoh. Without including ḟ in the F -
statistic, the maximum frequency derivative recoverable by
the HMM would be jq̇jmax, requiring one to either decrease

FIG. 2. Recovery of a simulated signal from a long-period binary system injected into three months of Advanced LIGO data from O3,
using the search algorithm employed in this work to follow-up the ASAF candidates. The pixel colors indicate the value of the F -
statistic (i.e., emission probabilities) in each Tcoh ¼ 1 d interval (horizontal axis) and Δf ¼ 10−5 Hz frequency bin (vertical axis) after
demodulating by the template ḟ and sky position. The frequency path recovered by the Viterbi algorithm is shown by the red curve. The
binary orbit has eccentricity e ¼ 0.4 with period Pb ¼ 10 yr. The signal is circularly polarized with strain amplitude h0 ¼ 8 × 10−26.
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Tcoh or increase Δf to accommodate faster ḟ, either of
which would make the search less sensitive. Combining
the HMM with ḟ demodulation alleviates this restriction.
We found that setting Δḟ ≪ 2Δf=Tcoh introduced corre-
lations between adjacent ḟ templates, and hence chose
Δḟ ¼ 2 × 10−10 Hz=s to mitigate these correlations.
Finally, the ḟ values are defined with respect to a reference
time, which we take to be the midpoint of O3 (GPS time
1253764818.0).

2. Sky resolution

The resolution of the sky grid depends primarily on the
frequency and secondarily on the sky position of the ASAF
candidate. We calibrate the sky grids by running the search
algorithm on simulated signals and then examining the
distribution of signal power around the injection point. We
first estimate fiducial grid resolutions, ðΔαfidi ;Δδfidi Þ, across
the entire sky for a fixed 1=32 Hz frequency band centered
at 1 kHz, where i denotes the sky pixel index. We adopt the
same HEALPix

1 [84,85] pixel basis as the ASAF analysis,
so the pixel indices range from i∈ f1;…; 3072g. After
selecting a subset of 386 pixels uniformly spaced across
the sky, we simulate a signal at the origin of each sample
pixel with phase parameters ðf; ḟÞ ¼ ð1 kHz; 0 Hz=sÞ,
injecting into synthetic Gaussian noise SFTs created with
lalpulsar_Makefakedata_v5 [70] for H1 and L1.
The generated SFTs include the same time gaps as the real
O3 dataset, which is done to make the analysis as similar as
possible to our O3 search. To ensure the signals can be
confidently recovered, we fix

ffiffiffiffiffi
Sn

p
=h0 ¼ 1, where h0 is the

signal amplitude and Sn is the one-sided power spectral
density (PSD) of the detector noise. We search each pixel
on a dense sky grid with Δα ¼ Δδ ¼ 0.002 rad using the
search algorithm described in Secs. III A and III B. For
these injections, we use the same frequency spacing given
in Sec. III C 1 but do not search over ḟ, which is fixed at
ḟ ¼ 0. We compute the mismatch for each sky template as

μ ¼ 1 − L=L0; ð5Þ
where L is the Viterbi log-likelihood statistic [Eq. (4)] for
the template and L0 is the log-likelihood of a template with
identical parameters to the injection.
Figure 3 shows the mismatch contours surrounding an

example injection, which lies at the origin of the diamond-
shaped sky pixel. Contours corresponding to different
mismatch levels are shown by the white curves. We
calculate the fiducial sky resolutions ðΔαfidi ;Δδfidi Þ for each
sample pixel as follows:

Δγfidi ¼ 1

2
ðmax
μ<0.2

γ − min
μ<0.2

γÞ; ð6Þ

where γ ∈ fα; δg, i.e., we estimate the α and δ ranges of the
sky region enclosed by the μ ¼ 0.2 contour, and take half
those ranges as the sky resolution. This yields a coarser
search grid, as shown by the green crosses in Fig. 3, which
is built starting from the pixel origin such that a template
always lands on the origin. The ðΔαfidi ;Δδfidi Þ values are
then interpolated over all 3072 possible sky pixels. The sky
grid for a particular ASAF candidate located at pixel i and
central frequency f0 is found through a simple scaling of
this fiducial grid,

Δγi ¼ Δγfidi

�
1 kHz
f0

�
: ð7Þ

The computational cost of the search scales with the square
of the frequency, owing to the greater number of sky
templates needed to guarantee a reasonable mismatch. The
number of searched sky templates, Nsky, for all ASAF
candidates is shown in Fig. 4, and ranges from a single sky
position for f0 < 120 Hz, up to Nsky ∼ 103 for the highest-
frequency candidates.

3. Mismatches

We verify that our template grids provide an acceptable
range of mismatches by simulating the search on 200 mock
ASAF candidates with random sky pixels and 1=32 Hz
frequency subbands. For each mock candidate, we perform
20 separate injection-recovery tests, in which a signal is
injected into synthetic Gaussian noise in H1 and L1 (fixing

FIG. 3. Example of a fiducial sky grid constructed using a
simulated signal at f0 ¼ 1 kHz, α0 ¼ 0.442 rad, δ0 ¼ 0.524 rad.
The diamond-shaped search region is the sky pixel. The mis-
match as a function of sky position, μ, is indicated by the color
scale. The μ ¼ 0.2, 0.5, and 0.8 contours are shown by the white
outlines. The green crosses show the resulting sky grid estimated
from the μ ¼ 0.2 contour.

1http://healpix.sourceforge.net.
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h0=
ffiffiffiffiffi
Sn

p ¼ 1) with frequency and sky position sampled
uniformly within the subband and sky pixel, and ḟ sampled
uniformly from �10−9 Hz=s. We analyze the simulated
data twice—first by searching with the empirical template
grid, and then searching at a template with identical
parameters to the injection, which lets us compute a
mismatch via Eq. (5). To reduce the computational burden,
we only search templates within one parameter grid step
from the injection.2 The probability distribution function of
the mismatch, pðμÞ, between the most significant grid
template and the injection-matching template is shown in
Fig. 5. The median is μ ¼ 0.135, and is constrained below
μ ¼ 0.386 at the 95th percentile. Although the sky grids are
constructed via the μ ¼ 0.2 mismatch contour, the empiri-
cal mismatch distribution extends to μ > 0.2 at the tail,
which is due to the additional parameter space complexity
induced by searching over both ḟ and sky position.

IV. OUTLIER IDENTIFICATION

In this section, we outline our procedure for identifying
interesting outliers resulting from our ASAF follow-up. We
set empirically derived thresholds for every ASAF candi-
date by searching detector data at numerous sky positions
shifted off-target from the ASAF sky pixel, following the
procedures in Refs. [37,38]. Shifting the search off-target
allows one to sample the distribution of the detection
statistic, pðLÞ, in noise, i.e., not in the presence of a

putative signal. The thresholds, Lth, are calculated based on
a pre-determined false alarm probability, which we set at
5% per ASAF candidate, i.e., each candidate has a 5%
chance of yielding on outlier due to random noise. For each
candidate, we record the loudest log-likelihood template,
L� ≡maxL, and compare it to the threshold. If L� > Lth,
then the template is deemed an “outlier” and is flagged for
further investigation.

A. Thresholds

Historically, HMM CW searches have set thresholds
using one of two methods: a parametric approach, where an
exponential model is fitted to the tail of the noise distri-
bution [80,86], and a nonparametric approach, where the
threshold is defined to be some percentile of the distribution
[e.g., [38]]. While the latter method is more robust to
template correlations and non-Gaussian data, it generally
requires a much larger number of off-target simulations
to guarantee an accurate percentile. Due to the large
computational cost of the number of trials required for
the percentile method, we employ the parametric approach,
which reduces the computational burden.
Following Ref. [37], we model the tail of the off-target

distribution as

pðLÞ ¼ kλe−λðL−LtailÞ; L > Ltail; ð8Þ

where λ and Ltail are the slope and location parameters,
respectively, and k is a normalization factor. Because the
detector sensitivity varies as a function of frequency and
sky position, we expect the thresholds to vary depending
on the location of the ASAF candidate. Thus, we sample
and fit [using Eq. (8)] the off-target distributions for all
ASAF candidates, deriving for each candidate an indepen-
dent threshold. In order to obtain samples from the off-
target distribution, we search at Noff ¼ 4000 off-target
positions from a disjoint sky region around each ASAF
candidate,

α∈ ½αmin − 20°; αmin − 5°� ∪ ½αmax þ 5°; αmax þ 20°�;
δ∈ ½δmin; δmax�; ð9Þ

where αmin, αmax (δmin, δmax) are the minimum and
maximum right ascension (declination) values of the
template grid. A buffer of 5° in right ascension is included
to mitigate contamination of the off-target samples by a
possible signal in the on-target sky pixel. Every off-target
point is searched with the same frequency binning and ḟ
grid as the on-target search. With Noff ¼ 4000 off-target
points, we obtain M ¼ NoffNḟ ¼ 44000 sample statistics,
Li, per candidate. The cutoff for the start of the tail, Ltail, is
defined as the 96th percentile of the off-target distribution,
by which point the tails consistently appear exponential as
long as the candidate subband does not contain any loud

FIG. 4. Number of searched sky templates, Nsky, versus central
subband frequency for all ASAF candidates. The number of
templates scales with frequency squared, but also varies with the
sky position. The total number of ðα; δ; ḟÞ templates is given by
Ntot ¼ NskyNḟ , where Nḟ ¼ 11 for all candidates.

2Rarely, when the candidate is at low frequency (f0 ≲ 100 Hz)
and located near the celestial poles, and a signal is injected near
the edge of the sky pixel (inclusive), there are no templates within
one grid step of the injection. This occurs because of the peculiar
pixel shapes near the poles and down-scaled template density
from searching at low frequency. In such cases, we expand the
search to include templates within two grid steps from the
injection.
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non-Gaussian disturbances.3 This leaves Ntail ¼ 0.04M ¼
1760 samples in the tail to estimate λ (k ¼ 0.04 is already
fixed by the tail cutoff), for which we use the maximum
likelihood estimator

λ̂ ¼ NtailPNtail
i¼1 ðLi − LtailÞ

: ð10Þ

An example fit to the off-target distribution using Eq. (10)
is shown in Fig. 6. In the Gaussian limit, the expected 2σ

relative error in λ̂ is 2N−1=2
tail ∼ 4.7%, which is also shown in

Fig. 6 by the shaded region around the best-fit line. This is
in agreement with Monte Carlo simulations, which show
that Ntail ¼ 1760 guarantees that λ̂ is within 5% of the true
value at the 95% confidence level. Note that systematic
biases could also arise if, for instance, the tail of the off-
target distribution is not well modeled by Eq. (8), which
could happen if the frequency band is polluted by an
detector artifact or other non-Gaussianities. We do not try
to correct for such biases here, and instead rely on
subsequent follow-up (e.g., vetoes) to eliminate outliers
arising from non-Gaussian noise.
After fitting the off-target distribution for a given ASAF

candidate, we calculate the false alarm probability per

template, i.e., the probability that any single template is
above-threshold, as

α ¼
Z

∞

Lth

pðLÞdL ¼ ke−λ̂ðLth−LtailÞ: ð11Þ

Individual templates are required to reach a higher log-
likelihood threshold due to a trials factor caused by
searching multiple templates per candidate. The false alarm
probability over a search involving Ntot ¼ NskyNḟ sta-
tistically independent templates is related to the single-
template false alarm probability by

αNtot
¼ 1 − ð1 − αÞNtot : ð12Þ

We adopt αNtot
¼ 0.05 as the target false alarm threshold per

candidate in our analysis, meaning we should expect to
accumulate 0.05 × 515 ∼ 26 false alarms resulting from
random noise across all ASAF candidates. In practice, we
invert Eq. (12) to solve for α, and then compute4 Lth via
Eq. (11),

FIG. 5. Probability distribution function (PDF), pðμÞ, and
cumulative distribution function (CDF) of the mismatch, obtained
using 4000 injection-recovery tests to validate the template grids.
The PDF is represented by the gray histogram bins with the scale
given on the left axis, while the CDF is the solid black curve with
the scale on the right axis. The solid and dashed vertical lines
indicate the median and 95th percentile mismatch values,
respectively. The tail of larger mismatches is due to circumstances
in which the injected signal simultaneously falls far from both a ḟ
and sky position template.

FIG. 6. Tail distribution of the log-likelihood statistic, pðLÞ,
obtained from off-target simulations around the ASAF candidate
at f0 ¼ 708.65625 Hz, α0 ¼ 4.28 rad, δ0 ¼ −1.11 rad. The off-
target samples are shown by the blue histogram. The solid red line
is the maximum likelihood fit using an exponential function. The
shaded red region represents the 2σ fit confidence band. The
black dashed line is the threshold calculated using the method in
Sec. IVA.

3Looking ahead to Sec. VA, there are at least 11 candidates
where the subband contains excessive non-Gaussian noise,
causing the off-target distributions to be poorly fit by an
exponential model.

4Since the threshold depends on a fit parameter (λ̂), one could
ask whether the threshold itself has some uncertainty. Ultimately,
the log-likelihood threshold that one uses to discriminate between
“interesting” and “uninteresting” outliers is a cutoff with no
uncertainty. What is uncertain is the false alarm probability that
one believes their threshold corresponds to. That is, the chosen
threshold corresponds to a false alarm probability close to, but not
exactly the same as the target false alarm probability, αNtot

.
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Lth ¼ −
1

λ̂
logðα=kÞ þ Ltail: ð13Þ

Given an outlier with log-likelihood L� from a search with
Ntot templates, we can also calculate the probability of
obtaining a higher log-likelihood L > L� due to random
noise as

pnoise ¼ 1 − ½1 − ke−λ̂ðL�−LtailÞ�Ntot : ð14Þ

The quantity pnoise is convenient for comparing results from
different ASAF candidates, is it takes into account the trials
factor, Ntot, which differs between candidates. Note that
Eq. (12) assumes the templates are uncorrelated. However,
some template correlations are expected, as the template
grid has been deliberately tuned to prevent large mis-
matches (Sec. III C). The effective number of independent
templates is difficult to compute, owing to the large number
of candidates to follow-up and wide parameter ranges, and
is not done here. Future studies are needed to develop ways
of mitigating or correcting for correlated templates in the
context of HMM CW searches, e.g., by following the
method of Ref. [87].
Because our targets in this search are informed by the

results of the ASAF analysis, our search is not a blind
search, which incurs an additional trials penalty. The
problem of rigorously quantifying how each stage of a
hierarchical analysis affects CW detection confidence is
challenging to address either empirically (due to computa-
tional limitations) or analytically (due to each analysis
employing different detection statistics). This is ultimately
outside the scope of this work, so we report trials factors
separately from the ASAF analysis. In Appendix C, we
examine whether the ASAF detection statistic is correlated
with L� or pnoise. In summary, we find no correlation with
L� and a possible correlation with pnoise.

B. Veto procedure

We apply three separate vetoes to any outliers resulting
from our search: the known lines veto, single interferometer
veto, and DM-off veto. These vetoes compare the observed
properties of an outlier to those expected of non-Gaussian
detector artifacts, and have commonly been used in
HMM CW searches [e.g., [36–38,80,83]]. Outliers which
do not pass any of the vetoes are likely to be of instrumental
origin and are discarded. We briefly summarize the three
vetoes here.

1. Known lines veto

The sensitive band of the Advanced LIGO detectors
contains numerous documented spectral artifacts of instru-
mental origin [78]. These artifacts can introduce excess
power in the data that is not always well modeled by
background/off-target estimates, resulting in spurious sig-
nals. The known lines veto [83] checks whether the

frequency path of the outlier, f�ðtÞ, overlaps with any
of the vetted5 lines compiled in Ref. [88], after accounting
for Doppler line broadening due to the Earth’s motion.
Specifically, the outlier is vetoed if its frequency path
satisfies

jf�ðtnÞ − flinej <
v⊕
c
fline; ð15Þ

for any time tn, where fline is the line frequency,
6 and v⊕ is

the Earth’s average orbital speed.

2. Single interferometer veto

Outliers representing true astrophysical signals should be
present at both detectors. Thus, repeating the search on data
from just one detector should naturally decrease its detec-
tion statistic. On the other hand, if the outlier arises from an
instrumental artifact affecting one of the detectors, then a
single-detector analysis should increase the outlier’s detec-
tion statistic in the detector where it is present, while
decreasing it in the detector where it is absent. This
motivates the single interferometer veto, where the outlier
template is searched at each detector individually, giving
two new log-likelihoods La < Lb. As in Ref. [83], the
outlier is vetoed if the following conditions are all true:
(a) the smaller single-detector statistic is subthreshold,
La < Lth, (b) the other is above the (two-detector) log-
likelihood, Lb > L�, and (c) the frequency path associated
with Lb overlaps with the outlier frequency path, i.e.

jfbðtnÞ − f�ðtnÞj <
v⊕
c
f�ðtnÞ; ð16Þ

for any tn. If the outlier satisfies Eq. (16), then it is likely
associated with noise at one of the detectors and is vetoed.
Otherwise, the behavior is consistent with either a weak
signal, or a noise artifact common to both detectors, and
cannot be vetoed.

3. DM-off veto

Instrumental artifacts are not expected to follow the
Doppler modulation patterns of real signals originating
from a particular point on the sky. The DM-off veto checks
how disabling sky demodulation within the F -statistic
computation affects the log-likelihood of the outlier
[89,90]. If the log-likelihood increases, LDM-off > L�,
and the recovered frequency path is still overlapping with
the original, DM-on frequency path [as determined by
Eq. (16)], then the outlier is likely noise and is vetoed.

5“Vetted” means the line is most likely nonastrophysical,
whether or not an exact cause has been identified.

6The vetted lines also have intrinsic widths, which are some-
times asymmetric about fline. These widths are simply added to
the left or right bounds of Eq. (15).
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V. SEARCH RESULTS

We present the results of our follow-up of all 515 ASAF
candidates in Sec. VA. Our searches yield 14 outliers that
survive all vetoes. In Sec. V B, we perform deeper follow-
up of these outliers by searching with a Tcoh ¼ 2d coher-
ence time, ultimately finding no strong evidence that these
outliers represent astrophysical signals. We remind the
reader that, as discussed in Sec. VA, our chosen probability
of false alarm per ASAF candidate is 5%. Thus, 14 outliers
from 515 candidates is statistically congruent with all of
them being false alarms. We also present sensitivity
estimates with respect to isolated and long-period binary
sources in Sec. V C.

A. ASAF candidates

Figure 7 summarizes our search results; for each ASAF
candidate, we show the maximum log-likelihood template,
highlighting 15 outliers which pass the log-likelihood
threshold corresponding to a 5% false alarm probability
per candidate. Table I lists the outliers and their properties.
All but one of these outliers pass the three vetoes listed in
Sec. IV B. The single vetoed outlier terminating at
910.0801 Hz overlaps with the third harmonic of a H1
beam splitter violin mode.
Both Fig. 7 and Table I include the values of pnoise

calculated with Eq. (14). We obtain the smallest pnoise value
for the outlier terminating at 561.67839 Hz, for which we

estimate the false alarm probability at pnoise ¼ 0.006. Given
that we search 515 candidates, we already expect to see ∼3
outliers at this level of significance. If we set a global
threshold at 5% across all candidates, then the per-candidate
false alarm probability would be 1−ð1−0.05Þ1=515¼
9.96×10−5. As we have no outliers with pnoise less than
this threshold, we determine that none of the outliers are
statistically significant. Nonetheless, the 14 surviving
outliers are subjected to further signal consistency tests
in Sec. V B. The optimal frequency evolution recovered
by the Viterbi algorithm is shown for each outlier in
Appendix A.
Note that 11 of the subthreshold points are off-scale in

Fig. 7, all of which correspond to low-frequency subbands
polluted by non-Gaussian instrument noise. In these cases,
the tail of the off-target distribution is poorly fit by an
exponential function, and the resulting threshold is
unreliable.
There are six subthreshold templates where the 2σ

statistical uncertainty in pnoise includes the per-candidate
false alarm threshold, even though they are not considered
outliers by our L� > Lth cutoff. The uncertainty in pnoise is
propagated from the uncertainty in λ̂, and reflects the fact
that we cannot know exactly what threshold value corre-
sponds to the target false alarm probability αNtot

based on a
fit to the off-target distribution. While it is arguable that
these six barely subthreshold templates should be treated as
outliers, we do not consider it worthwhile to do so, owing

FIG. 7. Follow-up search results for the ASAF candidates. The scatter points correspond to the maximum log-likelihood template
obtained for each ASAF candidate. In the left panel, we show the log-likelihood difference L� − Lth on the vertical axis, where L� is the
template log-likelihood and Lth is the threshold. The central frequency of the ASAF candidate is given on the horizontal axis. Templates
which surpass the threshold, indicated by the cyan triangles, are identified as outliers and flagged for further follow-up. Sub-threshold
templates are in gray. There are a total of 15 outliers, of which one (red square at ≈910 Hz) is vetoed. In the right panel, the vertical axis
is replaced with pnoise for each template, with error bars indicating the 2σ statistical uncertainty propagated from the fit to the off-target
distribution, i.e. they do not include systematics related to template correlations or data calibration. The dashed horizontal line is the 5%
false alarm threshold. Note that the left panel does not include error bars, as log-likelihood statistics (and the thresholds) are exact
quantities.
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to their doubly subthreshold status (a subthreshold outlier
associated with a subthreshold ASAF candidate).

B. Outlier analysis

We further investigate the 14 post-veto surviving outliers
by reanalyzing each ASAF candidate that yielded an outlier
with twice the original coherence time, Tcoh ¼ 2d. In
accordance with the Tcoh scaling laws [4], we also double
the number of frequency bins and increase the number of
ðα; δ; ḟÞ templates by a factor of 16.7 It is worth noting that
increasing Tcoh unavoidably changes the signal model by
limiting the allowed amount of spin-wandering. However,
given that Tcoh ¼ 1d is already much shorter than the
expected spin-wandering timescale of known neutron stars
(see Sec. III B), there is some allowance for doubling Tcoh
from an astrophysical standpoint. For each outlier, we
check whether the maximum log-likelihood template from
the Tcoh ¼ 2d search is no more than one grid step away (in
sky position or ḟ) from the loudest Tcoh ¼ 1d template,
where the grid step size corresponds to the Tcoh ¼ 1d
template spacing. None of the outliers satisfy this closeness

criterion; for 12 of them, the sky positions differ by more
than one grid step, and, for the other two, the template ḟ
values differ.
Simply comparing the loudest templates does not con-

clusively rule out these outliers as noise, especially at
marginal significance, as the Tcoh ¼ 2d search could reveal
a noise fluctuation which shifts the maximum likelihood to
a different template. Thus, it is useful to examine the Viterbi
scores, defined as [38,80]

S ¼ Lq� − μL
σL

; ð17Þ

where μL and σ2L denote the log-likelihood mean and
variance over all NQ terminating paths for a single ðα; δ; ḟÞ
template,

μL ¼ 1

NQ

XNQ

i¼1

Lqi ;

σ2L ¼ 1

NQ

XNQ

i¼1

ðLqi − μLÞ2: ð18Þ

Here, Lqi is the log-likelihood of the path ending in
frequency bin qi, and Lq� is the maximum log-likelihood
path [Eq. (4)]. Unlike the log-likelihood, which depends on
the number of steps NT in the HMM, the score measures
the significance of a given path relative to all other

TABLE I. Properties of the 15 outliers recovered by our search. The first three columns pertain to the ASAF candidate: the central
frequency of the 1=32 Hz subband, f0, and the central right ascension and declination coordinates of the sky pixel, ðα0; δ0Þ. The fourth
column gives the total number of ðα; δ; ḟÞ templates searched for that candidate, Ntot, and the fifth column is the log-likelihood
threshold, Lth. The next six columns give the properties of the maximum log-likelihood search template: sky position, ðα; δÞ; frequency
derivative, ḟ; terminating frequency of the demodulated Viterbi path, fðtNT

Þ, Viterbi log-likelihood, L�, and the probability that a search
of the ASAF candidate produces an outlier with L� > Lth from noise, pnoise. The last column shows whether (Y) or not (N) the outlier is
vetoed. All numerical ðα; δ; ḟÞ values are rounded to the first significant digit of the grid spacing.

f0 [Hz] α0 [rad] δ0 [rad] Ntot Lth α [rad] δ [rad] ḟ [10−10 Hz=s] fðtNT
Þ [Hz] L� pnoise Vetoed

76.1875 0.88 0.48 11 2634.7 0.88 0.48 4 76.20042 2635.4 0.047 N
175.59375 0.44 0.17 33 2650.3 0.41 0.17 −6 175.58405 2652.8 0.04 N
227.0625 2.65 −0.30 55 2652.2 2.60 −0.30 −8 227.07017 2657.3 0.032 N
264.0 0.83 0.08 55 2657.9 0.80 0.08 −2 263.98836 2660.1 0.042 N
282.3125 4.81 −0.68 88 2655.7 4.79 −0.70 −6 282.30154 2659.0 0.037 N
307.65625 3.93 −1.21 286 2738.5 3.89 −1.24 0 307.66895 2750.9 0.017 N
393.28125 0.93 1.00 330 2717.1 0.99 1.00 6 393.27929 2721.8 0.035 N
561.6875 5.30 1.366 1892 2782.7 5.34 1.383 −2 561.67839 2806.2 0.006 N
725.8125 4.173 −0.43 429 2659.5 4.180 −0.46 −6 725.8251 2664.2 0.032 N
798.25 1.10 −1.315 3124 2782.0 1.22 −1.339 −10 798.26468 2789.9 0.024 N
879.75 3.75 1.107 2453 2741.1 3.77 1.091 −10 879.75653 2744.8 0.036 N
893.78125 0.246 −0.623 1023 2673.9 0.246 −0.582 8 893.78092 2678.2 0.035 N
910.09375 4.566 0.524 1243 3470.2 4.546 0.537 10 910.0801 3477.7 0.042 Y
1162.34375 3.780 −0.524 1309 2672.6 3.763 −0.533 −2 1162.3295 2680.7 0.024 N
1612.21875 2.649 −0.572 3498 2686.8 2.646 −0.563 −2 1612.21734 2688.1 0.045 N

7The ḟ spacing goes as Δḟ ¼ Δf=Tcoh, so doubling the
coherence time and number of frequency bins leads to a factor
of four increase in the number of ḟ templates. Similarly, the
spacing in each sky coordinate scales inversely with Tcoh, leading
to a factor of four increase in the number of sky grid points. Thus,
doubling the coherence time results in a factor of 16 more
ðα; δ; ḟÞ templates.
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frequency paths in the same band, giving a normalized
quantity that can be directly compared between searches
with different Tcoh. For Tcoh ¼ 1d, we record the score
corresponding to the maximum log-likelihood template,
S1d, as before. For Tcoh ¼ 2d, we select the score of the
maximum log-likelihood template, considering only tem-
plates which lie within on grid step from the loudest Tcoh ¼
1d template, where again the grid step size corresponds to
the Tcoh ¼ 1d search. If the original Tcoh ¼ 1d template
represents a real signal that is loud enough to be detected,
then we expect a more sensitive search over the nearby
parameter space to recover the same signal at higher
significance, i.e. with larger Viterbi score.
As a baseline comparison, we perform Tcoh ¼ 1d and

Tcoh ¼ 2d analyses on synthetic data consisting of either
Gaussian noise with injected signals or pure Gaussian
noise. For these synthetic data searches, we select a
1=32 Hz band centered at f0 ¼ 800 Hz and a sky pixel
with origin ðα0; δ0Þ ¼ ð4.271 rad;−0.34 radÞ, and search it
exactly as done for the ASAF candidates. We generate 200
datasets for each scenario (Gaussian noise, Gaussian noise
with an injection) with different realizations of Gaussian
noise and injection parameters. The injected signals are
sampled similarly to the mismatch study in Sec. III C 3, i.e.
the injections are randomly injected into the sky pixel and
subband with ḟ sampled uniformly between �10−9 Hz=s.

The amplitudes, h0, are sampled uniformly around the
Tcoh ¼ 1d detection limit,

ffiffiffiffiffi
Sn

p
=h0 ∈ ½35; 60�, as informed

by our sensitivity calculations in Sec. V C.
We show the results for our injection studies alongside

the ASAF follow-up outliers in Fig. 8, where we observe
how the scores tend to cluster around different S2d=S1d
ratios depending on whether a signal is detected or not.
When the data contain an injected signal, the scores cluster
around larger ratios compared to the pure Gaussian noise
scenario, as the SNR is amplified relative to the back-
ground. We observe that the scores for the follow-up
outliers cluster in the same region as the Gaussian noise
simulations, suggesting their behavior is more consistent
with Gaussian noise than an astrophysical signal. Taken
with their low significance, and the fact that the Tcoh ¼ 2d
analyses recover different maximum log-likelihood tem-
plates, we conclude that there is no strong evidence in
support of the outliers being genuine astrophysical signals.

C. Sensitivity

We derive empirical sensitivity estimates for our search
by recovering simulated signals injected into O3 detector
data. The sensitivity is defined as the minimum strain
amplitude, h95%0 , at which 95% of all injected signals are
recovered above the log-likelihood threshold. Another
commonly used metric is the sensitivity depth, which
measures the sensitivity relative to the noise level of the
detectors [91,92]:

D95% ¼
ffiffiffiffiffi
Sn

p
h95%0

; ð19Þ

where Sn is the inverse-squared average, running-median
PSD for both detectors. We estimate both h95%0 and D95% at
100 ASAF candidates that contain no outliers or instrument
lines. This lets us reuse the previously calculated thresholds
for those candidates, without the need for additional off-
target simulations.

1. Injection campaign

We characterize our sensitivity against two types of
signals: isolated sources, and sources in long-period binary
systems with orbital period Pb > 1 yr. For each candidate
and source type, we generate Ninj ¼ 800 injections within
the candidate sky pixel and subband. We further stipulate
that the signal frequency must be contained within the
1=32 Hz band. For the binary injections, we thus fix the
signal frequency (at the reference time) to the central
frequency of the subband, and apply a crude Doppler
amplitude cut of 2Δforb < 1=32 Hz, where

Δforb ¼
2πap
Pb

�
1þ e
1 − e

�
1=2

; ð20Þ

FIG. 8. Comparison of the Viterbi scores between the Tcoh ¼
1d (S1d, horizontal axis) and Tcoh ¼ 2d (S2d, vertical axis)
searches. The dashed line marks where S1d ¼ S2d. We show
results for the 14 surviving outliers (cyan triangles), and for
synthetic data containing either pure Gaussian noise (red rhom-
buses) or Gaussian noise with injected signals (blue squares).
Orange circles mark injections which are “detected” by both
searches, i.e., the maximum log-likelihood template is within one
parameter grid step (assuming the Tcoh ¼ 1d template spacing)
from the injection parameters. The outliers are broadly consistent
with the Gaussian noise scenario. When an injection is too weak
to be detected, the scores fall into the Gaussian noise region, as
shown by the blue squares which are not circled.
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is the maximum possible Doppler shift caused by the binary
orbital motion of the source. This ensures the frequency
path of the injected signal does not drift outside the
subband. In Eq. (20), ap is the projected semimajor axis
along the line-of-sight in units of light-seconds (ls), and e is
the orbital eccentricity. The remaining parameters are
drawn uniformly in the same manner for both source types:
frequency derivative, ḟ∈ ½−10−9 Hz=s; 10−9 Hz=s�, strain
amplitude, h0=10−25 ∈ ½0.2; 4�, cosine inclination angle,
cos ι∈ ½−1; 1�, polarization angle, ψ ∈ ½−π=2; π=2�, and
reference phase, ϕ0 ∈ ½0; 2π�. For the binary injections,
we also sample log-uniformly over the projected semi-
major axis, ap ∈ ½10 ls; 105 ls�, binary orbital period,
Pb ∈ ½1 yr; 103 yr�, eccentricity, e∈ ½10−7; 0.95�, and uni-
formly over the time of passage of the ascending node (in
GPS time), tasc ∈ ½t0 − 108 s; t0 þ 108 s�, where t0 ¼
1253764818.0 is the midpoint GPS time of O3. We run
our search algorithm on each injection, searching only the
templates which are within one grid step in sky position and
ḟ from the injection parameters. We do not search over any
binary parameters, instead letting the HMM and Viterbi
algorithm accommodate the frequency variation induced by
the binary motion.

2. Sensitivity estimates

The fraction of detected signals at a given strain
amplitude, known as the detection efficiency, Eðh0Þ, is
modeled as a logistic function,

Eðh0Þ ¼
1

1þ e−β0−β1h0
; ð21Þ

where β0;1 are fit parameters. We seek the amplitude h95%0

such that Eðh95%0 Þ ¼ 0.95. First, Eq. (21) must be fitted
using the injection search results. This can be done by
either binning the injections by h0 and counting the number
of detections in each bin, or using binary logistic regres-
sion, which avoids the need for binning. We opt for the
latter approach, finding the fit parameters which maximize
the log-likelihood function:

lðβ0; β1Þ ¼
XNinj

i¼1

½di logðEiÞ þ ð1 − diÞ logð1 − EiÞ�; ð22Þ

where hi is the strain amplitude of the ith injection, di ¼ 1
if the injection is detected8 (di ¼ 0 otherwise), and
Ei ¼ EðhiÞ. We determine the best fit parameters numeri-
cally using Markov chain Monte Carlo (MCMC) sampling,
and then transform the joint posterior distribution for β0;1 to
the posterior distribution for h95%0 using Eq. (21), assuming

flat priors on β0;1. Figure 9 shows an example of using this
logistic regression technique to estimate h95%0 .
In Fig. 10, we report sensitivity limits for a representative

sample of 100 ASAF candidates, marginalized over all
other source parameters. The highest sensitivity is achieved
around 222.6 Hz, where the minimum detectable strain
amplitude is h95%0 ¼ 8.8 × 10−26 for isolated sources and
h95%0 ¼ 9.4 × 10−26 for long-period binaries, correspond-
ing to sensitive depths of 55 and 51, respectively. We
observe that the depth decreases slightly at higher frequen-
cies. Since the number of templates scales with the square
of the frequency, the thresholds are higher due to the trials
penalty, which reduces the sensitivity of the search. The
sensitivity to long-period binaries is consistently below that
of isolated sources. This is not unexpected given that we
only considered isolated signals when calibrating the
mismatch in Sec. III C 3. Overall, our limits are competitive
with previous directed HMM CW searches which used
comparable coherence times [34], as well as the minimum
upper limits set by O3 all-sky CW searches [44,45] and the
ASAF analysis [48]. However, we caution that these
sensitivities/upper limits are conditional on the assumed
signal model and false alarm threshold, and are not directly
comparable with each other.
We note that the long-period binary sensitivities reported

in this work rely on the signal remaining mostly contained
inside the frequency search band. If the amplitude cut
[Eq. (20)] or frequency centering assumptions are relaxed,
our sensitivity worsens by a factor between 2–3, as the
binary motion-induced Doppler modulation can easily shift
the signal out of band for CW frequencies≳100 Hz. Future
studies interested in optimizing Viterbi for use in

FIG. 9. Example sensitivity estimate for an ASAF candidate.
Each black cross corresponds to a simulated signal injected into
O3 data, which is assigned a value of “1” if it was detected above
threshold, and “0” otherwise. The binary data are fitted with a
logistic regression, letting us estimate where the detection
efficiency crosses the 95% threshold (gray line). The solid blue
curve is the median posterior fit, with the 95% credible interval
(CI) shown by the shaded blue region. The constraint on the
sensitivity, h95%0 , is shown by the red square, with error bars
corresponding to the 95% CI.

8An injection is considered “detected” if any of the templates
in the vicinity of the injection, defined as being within one grid
step in ḟ and sky position, pass the log-likelihood threshold.
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long-period binary searches should consider using larger
frequency bands to accommodate the binary Doppler shift,
and/or include long-period binary templates in the matched
filter search.

VI. CONCLUSIONS

In this study, we performed a triggered CW search by
following up subthreshold stochastic GW candidates. Our
CW search uses a HMM framework, combined with the F -
statistic, to achieve a flexible signal model that is sensitive
to a wide range of frequency evolution [34–38,60–66].
Using Advanced LIGO data from O3, we have applied this
method to follow-up all 515 subthreshold candidates
identified in the LVK O1–O3 ASAF analysis [48], marking
the first time a CW search has targeted stochastic candi-
dates. Our search used a coherence time of 24 hr and
10−5 Hz frequency bins, providing robustness to signals
whose frequency changes by at most 10−5 Hz per day after

correcting for secular spin-down/up, which is enough to
capture the spin-wandering behavior of most known
neutron stars (e.g., Scorpius X-1 [36]).
Of the 515 ASAF candidates, we obtain 15 outliers of

marginal significance passing a threshold corresponding to a
5% false alarm probability per candidate. Applying a set of
vetoes eliminates one outlier, leaving 14 surviving outliers.
We then subjected these outliers to additional follow-up by
repeating the search with double the coherence time (48 hr).
None of our outliers are recovered by this more sensitive,
longer-coherence search, nor do they exhibit the increase in
log-likelihood expected of CW signals, suggesting the
outliers are more consistent with random noise. These
investigations lead us to conclude that our outliers are
unlikely to represent true astrophysical signals. Data from
future observing runs may reveal whether any of the outliers
persist, or disappear into the noise background.
The sensitivity of our search to isolated and long-period

binary sources is investigated with injection studies. We
obtain sensitivity limits comparable with current all-sky
CWupper limits and the ASAF upper limits. The minimum
detectable strain for isolated sources with no spin-wander-
ing is 8.8 × 10−26, achieved at a frequency of 222.6 Hz, and
the corresponding sensitivity to long-period binary systems
with orbital periods greater than 1 yr is 9.4 × 10−26. The
HMM approach allows one to search for long-period
binaries without having to search over any binary orbital
templates, reducing the required number of search tem-
plates and associated computational cost.
Our search method has broad applicability beyond

following up stochastic candidates, and could be used to
follow up high-priority candidates identified by all-sky CW
searches. As we assume an alternative, spin-wandering
signal model, our method should prove generally flexible to
follow up outliers with poor signal phase constraints, and is
complementary to currently existing, fully coherent follow-
up procedures which assume a constant or secularly
evolving signal frequency.
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FIG. 10. Sensitivity limits for our search, estimated for 100 of
the 515 total ASAF candidates. The color indicates the sensitivity
to isolated sources (red squares) or long-period binaries (cyan
rhombuses). In the top panel, we show the minimum strain
amplitude, h95%0 , at which we detect 95% of the injections,
marginalized over all other source parameters. The horizontal
axis gives the central frequency of the candidate. The black curve
shows an O3 run-averaged Advanced LIGO noise spectrum,
which has been scaled to match the general shape of the
sensitivities. In the bottom panel, we show the sensitivity depth
for the same set of ASAF candidates. The error bars on the
estimated sensitivities correspond to the 95% credible interval
from the logistic regression.
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FIG. 11. Detailed search results for the 15 ASAF candidates which yielded an outlier. Left panels show the log-likelihood statistics for
every searched template, with the threshold indicated by the vertical dashed line. Each template is associated with a frequency path
terminating at a specific bin (after template demodulation), which is given on the vertical axis. Subthreshold templates are shown by the
gray points, and the above-threshold outlier is marked as a cyan triangle. Right panels show the optimal frequency path of the outlier
template. The gray vertical bands indicate where no data is available; the large gap near the middle is the O3 commissioning break.
The parameters of the outlier template, ðα; δ; ḟÞ, are stated in the caption of each subfigure, with sky positions in units of radians.
Templates (a) α¼0.88;δ¼0.48;f

.
¼4× 10−10Hz=s, (b) α¼ 0.41; δ ¼ 0.17; f

.
¼ −6 × 10−10 Hz=s, (c) α¼ 2:60 ;δ ¼−0.30;

f
.
¼−8×10−10 Hz=s, (d) α¼0.80;δ¼0.08;f

.
¼−2×10−10Hz=s, (e) α¼ 4.79; δ ¼ −0.70; f. ¼ − 6× 10−10 Hz=s, (f) α¼3.89;

δ¼−1.24;f. ¼0×Hz=s, (g) α¼0.99;δ¼1.00;f
.
¼6×10−10Hz=s, (h) α¼ 5.34; δ ¼ 1.383; f

.
¼−2× 10−10 Hz=s, (i) α¼4.180;

δ¼−0.46;f. ¼−6×10−10Hz=s, (j) α¼ 1.22; δ ¼−1.339; f. ¼−1×10−9 Hz=s, (k) α ¼ 3.77; δ ¼ 1.091; f
.
¼ −1 × 10−9 Hz=s,

(l) α¼0.246;δ¼−0.582;f. ¼8×10−10Hz=s, (m) (Vetoed) α ¼ 4.546; δ ¼ 0.537; f
.
¼ 1 × 10−9 Hz=s, (n) α¼ 3.763;δ ¼−0.533;

f
.
¼−2× 10−10 Hz=s, (o) α¼ 2.646; δ ¼−0.563;f. ¼−2× 10−10 Hz=s.
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APPENDIX A: OUTLIER SEARCH RESULTS

More detailed search results for the 15 outliers, including
the Viterbi frequency paths, are reported in Fig. 11. Note
that the outlier in Fig. 11(m) is vetoed. Visually inspecting
the Viterbi paths, the majority of the outliers exhibit large
jumps in frequency before and after the O3 commissioning
break [Figs. 11(a), 11(d)–11(j), 11(k)–11(m), and 11(o)].
The sizes of these jumps ranges between 25–30 frequency

FIG. 11. (Continued)
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bins, implying the frequency track moved almost exclu-
sively upward or downward for many consecutive days.
While a frequency jump of this nature is technically
allowed by the random walk signal model, the coincidence
with the O3 break is certainly suspicious. We ultimately
discard all of these outliers based on our investigations in
Sec. V B.

APPENDIX B: NUMBER OF OUTLIERS

Assuming all 14 surviving outliers represent false
alarms, we obtain fewer false alarms from our search than
expected, given we targeted a 5% false alarm probability
per-candidate. There are a variety of possible causes for a
lack of false alarms, such as a large fluctuation of the
background, template correlations (which would result in

FIG. 11. (Continued)
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an overestimate of the trials factor), or inaccuracy or bias in
the fits to the off-target distributions. Regarding the fitting,
we remind that reader that since we are following up ASAF
candidates, we are in effect searching “hotspots” in the
data, which may be biased toward containing unusual, non-
Gaussian features. We could attempt calculating the thresh-
olds on simulated Gaussian noise instead of using detector
data, thereby avoiding complications from non-Gaussian
data. Unfortunately, this is not ideal either since real
detector noise is not perfectly stationary and Gaussian,
and thresholds based on Gaussian noise would not reflect
the true character of the data. As mentioned at the
beginning of Sec. IVA, nonparametric methods for thresh-
old estimation relax the assumption of an exponential tail,
but are computationally unfeasible in a search such as ours.
Given that 14 outliers is roughly half the mean expected

number of false alarms, we might estimate that our pnoise
values are a factor of two larger than they should be. Even
if we halved pnoise for all outliers, none would be below a
global false alarm probability corresponding to 5% across
all 515 candidates, and therefore our earlier conclusion
that no outliers are statistically significant remains
unchanged.

APPENDIX C: CORRELATION WITH ASAF SNR

Figure 12 shows pnoise plotted against the ASAF SNR
statistic for each ASAF candidate. To test for any corre-
lation, we compute the Pearson and Spearman’s correlation
coefficients between pnoise and ASAF SNR, and between
L� and ASAF SNR, for every ASAF candidate. For the L�
and ASAF SNR comparison, the Pearson coefficient is
0.007 with (two-sided) p-value 0.877, and the Spearman’s
coefficient is 0.027 with p-value 0.542, indicating no

evidence for a linear or monotonic correlation between
the variates. For pnoise and ASAF SNR, the Pearson
coefficient is 0.128 with p-value 0.004, and the
Spearman’s coefficient of 0.119 with p-value 0.007,
suggesting that higher pnoise is positively correlated with
higher ASAF SNR. This result is nonintuitive, as it
suggests higher significance in the ASAF analysis is
correlated with lower significance in our CW search, after
accounting for trials factors in the CW search. Future
studies may seek to investigate the correlation between CW
and ASAF detection statistics when CW signals are
injected upstream of both the ASAF and CW analyses.
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