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#### Abstract

In this paper we establish a connection between segmented strings propagating in $\mathrm{AdS}_{d+1}$ and $\mathrm{CFT}_{d}$ subsystems in Minkowski spacetime characterized by quantum information theoretic quantities calculated for the vacuum state. We show that the area of the world sheet of a string segment on the AdS side can be connected to fidelity susceptibility (the real part of the quantum geometric tensor) on the CFT side. This quantity has another interpretation as the computational complexity for infinitesimally separated states corresponding to causal diamonds that are displaced in a spacelike manner according to the metric of kinematic space. These displaced causal diamonds encode information for a unique reconstruction of the string world sheet segments in a holographic manner. Dually the bulk segments are representing causally ordered sets of consecutive boundary events in boosted inertial frames or in noninertial ones proceeding with constant acceleration. For the special case of $\mathrm{AdS}_{3}$ one can also see the segmented stringy area in units of $4 G L$ ( $G$ is Newton's constant and $L$ is the AdS length) as the conditional mutual information $I(A, C \mid B)$ calculated for a trapezoid configuration arising from boosted spacelike intervals $A, B$ and $C$. In this special case the variation of the discretized Nambu-Goto action leads to an equation for entanglement entropies in the boundary theory of the form of a Toda equation. For arbitrary $d$ the string world sheet patches are living in the modular slices of the entanglement wedge. They seem to provide some sort of tomography of the entanglement wedge where the patches are linked together by the interpolation ansatz, i.e., the discretized version of the equations of motion for the Nambu-Goto action.
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## I. INTRODUCTION

The AdS/CFT correspondence [1] makes it possible to understand quantum theories of gravity in terms of dual nongravitational theories. The interesting feature of this correspondence is that in this framework spacetime and gravitational physics emerge from ordinary nongravitational quantum systems. The correspondence employs the holographic principle [2,3]. This states that the quantum gravitational theories are defined in terms of ordinary nongravitational quantum theories (typically quantum field theories) on a fixed lower-dimensional spacetime. Recent elaborations on this correspondence have also uncovered connections between quantum information theory and quantum gravity. Such ideas culminated in the discovery [4-6] that even classical spacetime geometry is an emergent entity encoded into the entanglement

[^0]structure of the quantum states of the underlying nongravitational quantum mechanical degrees of freedom. An especially nice manifestation of this idea is the RyuTakayanagi formula [4] and its covariant generalizations [7,8] which are telling us that spacetime could be a geometrical representation of the entanglement structure of certain CFT states.

The basic question underlying all of these considerations is that precisely how a classical spacetime geometry $M$ is encoded into a particular CFT state? Of course in order to study such a question one should restrict to states which have sensible dual classical descriptions. Then according to the covariant holographic entanglement entropy proposal [7] in principle one should be able to recover the dual spacetime geometry by calculating entanglement entropies for many different regions and then searching for a geometry with extremal surface areas matching with the entropies. This appears to be a highly overconstrained problem, due to the fact that entanglement entropies give us some function on the space of causal diamonds [9] associated to subsets. On the other hand the dual geometries are specified by the much smaller space of a small number of functions of a few coordinates [6].

In order to remedy this situation in this paper we propose that for a consistent recovery for an $M$ one should take it together with its propagating strings. As is well-known, unlike pointlike objects, the quantization of extended ones like strings puts nontrivial constraints on $M$. Moreover, taking strings into account there are much more degrees of freedom to be considered than in the point-particle limit. These degrees of freedom are naively expected to be the ones that should somehow be connected to subsystems and their causal diamonds in a holographic manner. Finally we note that entertaining this idea seems natural since after all it was string theory as a consistent quantum gravity theory which produced the first successful implementation for the idea of holography. Then it is time to put strings back into the mixture of ideas on quantum entanglement and emergent spacetime.

Looking at the space of subsystems or more precisely on the moduli space of causal diamonds for ball-shaped regions [9] (or kinematic space) regarded as the space of extremal surfaces [10], amounts to discretization of the boundary into causal sets. If we would like to relate them to stringy information on the bulk side, then one should consider a discretized version of string theory. Luckily a discretization of that kind already exists under the name as the theory of segmented strings [11-14].

In this paper we are establishing a connection between segmented strings of the bulk and causal diamonds of the boundary by studying the simplest example of a quantum state which has a classical holographic dual namely the $\mathrm{CFT}_{d}$ vacuum in $d$-dimensional Minkowski space $\mathbb{R}^{d-1,1}$. As is well-known this state is dual to pure $\operatorname{AdS}_{d+1}$.

We consider the propagation of string segments in $\mathrm{AdS}_{d+1}$. The rectangular world sheet of such segments is bounded by four lightlike vectors. This means that the neighboring four vertices of the world sheet are lightlike separated, or in other words the edges are labeled by the lightlike vectors $p_{i}, i=1,2,3,4$ satisfying the conservation law $p_{1}+p_{2}=p_{3}+p_{4}$. This equation shows that the dynamics of string segments can also be regarded as the scattering problem of lightlike objects; kinks [11-13]. The string segments defined in this manner have constant normal vectors. Given a vertex $V_{1}$ and two lightlike vectors $p_{1}$ and $p_{4}$ starting from it the remaining vertices can be calculated from the so called interpolation ansatz [13]. This ansatz satisfies the discretized version of the equation of motion for the string derived from the Nambu-Goto action. One can then argue that we can patch together the individual world sheets of a segmented string consistently [11-13].

The aim of this paper is to relate data characterizing segmented strings in the bulk to quantum information theoretic data associated to causal diamonds in the boundary patch $\mathbb{R}^{d-1,1}$. For this purpose we establish a connection between extremal surfaces of $\mathrm{AdS}_{d+1}$ anchored to boundary subregions and the vertices of the world sheets of segmented strings in a holographic manner. Our main result
for $d$ even is a formula explicitly relating the areas of rectangular world sheets of bulk string segments and a combination of entanglement entropies reminiscent of conditional mutual information for boundary causal diamonds. For $d=2$ we indeed manage to show that the segmented stringy area in units of $4 G L$ ( $G$ is Newton's constant and $L$ is the AdS length) is just the conditional mutual information $I(A, C \mid B)$ calculated for a trapezoid configuration arising from suitable boosted spacelike intervals $\mathrm{A}, \mathrm{B}$, and C . For $d>2$ and even $d$ we did not manage to arrive at a similar interpretation. However, one can arrive at another quantum information theoretic understanding of this combination as fidelity susceptibility. More precisely we prove that for $d$ even the area of an infinitesimal string world sheet segment multiplied by the volume of a $(d-2)$ dimensional Euclidean ball with radius L, is dual to the fidelity susceptibility calculated from the real part of the quantum geometric tensor [15]. For $d$ odd this fidelity susceptibility interpretation still holds, though the area of the string world sheet in this case is not related to the area of extremal surfaces. It turns out that one can arrive at yet another interpretation for the world sheet area as the computational complexity for infinitesimally separated states corresponding to causal diamonds that are displaced in a spacelike manner according to the metric of kinematic space. This interpretation based on quantum complexity holds for arbitrary $d$, however the one based on a special combination of entanglement entropies is valid only for $d$ even. We then point out that this result is reminiscent in form to the "complexity equals volume" proposal [16,17] where unlike complexity entanglement is not enough to account for all the properties of spacetime structures in a holographic manner. This observation is deserving further elaboration.

The organization of this paper is as follows. In order to present our ideas in the simplest way the first half of the paper is a detailed case study of the $d=2$ i.e., $\operatorname{AdS}_{3}$ case. The second half is devoted to generalizations for $\operatorname{AdS}_{d+1}$. In Sec. II we recall basic information on $\mathrm{AdS}_{3}$ and its extremal surfaces (geodesics). In Sec. III A we introduce segmented strings in $\mathrm{AdS}_{3}$ and consider an illustrative example. In Sec. III B we show how lightlike geodesics emanating from the vertices of the world sheet of the string segment give rise to a causally ordered set of boundary points. Section III C. is devoted to a very detailed investigation on the issue of how string segments can be reconstructed in a unique manner from causally ordered sets of boundary points. The conclusion is that a string world sheet segment is emerging as a holographic image from an ordered set of boundary data provided by the geometry of future and past tips of causal diamonds. The boundary points are causally ordered in the sense that they are representing consecutive events in boosted inertial frames or in noninertial ones proceeding with constant acceleration, i.e., exhibiting hyperbolic motion in $\mathbb{R}^{1,1}$. The acceleration of such frames is related to the normal vector
of the world sheet of the corresponding string segment. It turns out that amusingly the reconstruction of the world sheets in the bulk from boundary data is communicated, precisely as in holography in optics, via the use of lightlike geodesics i.e., light rays.

In Sec. III D we calculate the area of the world sheet of a segment, and then in Sec. III E for a special arrangement we prove that it is related in a holographic manner to the wellknown combination of entanglement entropies showing up in strong subadditivity. It then turns out that the nonnegativity of area measured in units of $4 G L$ is directly related to the non-negativity of conditional mutual information for suitable combinations of boundary regions. In order to prove this claim we invoke the trapezoid configuration of boosted boundary regions used in $[18,19]$ for checking the strong subadditivity for the covariant holographic entanglement entropy proposal [7]. In order to generalize the results of the previous sections for the most general segmented string arrangements in Secs. III. F. and III. G. we use the helicity formalism. Here we make use of the fact that by using this formalism and the $\operatorname{SO}(2,2)$ symmetry as decomposed into left mover and right mover $S L(2, \mathbb{R})$ parts our special case can be transformed to the general one. This means that our main result of displaying the connection between the area and the conditional mutual information still holds.

In Sec. IIIH the physical meaning of the trapezoid configurations is clarified. They are needed to make it possible to relate the special entanglement entropy combinations to conditional mutual informations. The key result here is the observation that displaced causal diamonds by timelike vectors and spacelike ones are dual ones both of them can be related to areas of world sheets of string segments. One of the situations is related to flow lines in modular time, and the other (related to trapezoids) to flow lines in varying acceleration. In Sec. III I it is shown that the variation of the discretized Nambu-Goto action leads to an equation for entanglement entropies in the boundary theory in the form of a Toda equation.

In Sec. IV. we turn to the higher-dimensional cases and show that a similar correspondence holds in the $\mathrm{AdS}_{d+1} / \mathrm{CFT}_{d}$ scenario when $d$ is even. In order to do this in Secs. IV A and IV B we summarize some basics on $\operatorname{AdS}_{d+1}$, and its extremal surfaces. Using a convenient parametrization in Sec. IV C we calculate the regularized area of such surfaces. Here we derive for $\operatorname{AdS}_{d+1}$ with $d$ even a formula connecting the area of the world sheet of a string segment with a combination of entanglement entropies. It turns out that this combination from the boundary side, equals the area of a string world sheet segment multiplied by the volume of a $(d-2)$-dimensional Euclidean ball with radius $L$, calculated in units $4 G^{(d+1)} L$ on the bulk side. The boundary side of this formula (just like in the $\mathrm{AdS}_{3}$ case) is again reminiscent of conditional mutual information for suitable boundary regions.

Section IV D is devoted to a detailed study on the issue of how to interpret this boundary combination in terms of some quantity of quantum information theoretic meaning. In the first half of this subsection we show that the analogue of considering trapezoids as in the $\mathrm{AdS}_{3} / \mathrm{CFT}_{2}$ case is giving some valuable new insight for regarding this combination as conditional mutual information, but unfortunately this interpretation runs out of steam due to a lack of explicit results in the literature.

In the second half of this subsection however, armed with this insight, we manage to show that there is yet another striking possibility for understanding this combination. Indeed, for $d \geq 2$ and $d$ even we demonstrate that the area of an infinitesimal string world sheet segment multiplied by the volume of a $(d-2)$-dimensional Euclidean ball with radius L , is dual to the fidelity susceptibility calculated from the real part of the quantum geometric tensor. This quantity has another interpretation as the computational complexity for infinitesimally separated states corresponding to causal diamonds that are displaced in a spacelike manner according to the metric of kinematic space. For $d$ odd this fidelity susceptibility interpretation of the area of world sheet segments for strings still holds. However, in this case the area is not related to extremal surfaces, hence to any simple universal combination of entanglement entropies. However, for $d$ arbitrary we observe that the area of string world sheet segments is naturally related to quantum complexity. This result gives rise to a surprising connection with the complexity equals volume proposal $[16,17]$.

Concluding Sec. IV we point out that the string world sheet patches are living in the modular slices of the entanglement wedge. They seem to provide some sort of tomography of the entanglement wedge where the patches are linked together by the interpolation ansatz, i.e., the discretized version of the equations of motion for the Nambu-Goto action. This interpretation is valid for $d$ arbitrary. Hence, for the special case explored in this paper segmented strings in the bulk seem to be holographically related not to quantum entanglement but rather to quantum complexity properties of boundary subsystems in a natural manner. The conclusions and comments are left for Sec. V. Some calculational details can be found in Appendixes A, B , and C .

## II. AdS $_{3}$ AND ITS EXTREMAL SURFACES

## A. The $\mathrm{AdS}_{3}$ space and its Poincaré patch

The three-dimensional anti-de Sitter space $\mathrm{AdS}_{3}$ is the locus of points $X \in \mathbb{R}^{2,2}$ whose coordinates $X^{a}, a=-1,0$, 1,2 satisfy the constraint

$$
\begin{align*}
X \cdot X & :=\eta_{a b} X^{a} X^{b}:=-\left(X^{-1}\right)^{2}-\left(X^{0}\right)^{2}+\left(X^{1}\right)^{2}+\left(X^{2}\right)^{2} \\
& =-X \bar{X}+X^{+} X^{-}=-L^{2}, \tag{1}
\end{align*}
$$

where

$$
\begin{equation*}
X^{ \pm}=X^{1} \pm X^{-1} \quad X=X^{0}+X^{2}, \quad \bar{X}=X^{0}-X^{2} \tag{2}
\end{equation*}
$$

and $L$ is the AdS radius. The two-dimensional asymptotic boundary of the $\mathrm{AdS}_{3}$ space is defined by the set

$$
\begin{equation*}
\partial_{\infty} \operatorname{AdS}_{3}:=\mathbb{P}\left\{U \in \mathbb{R}^{2,2} \mid U \cdot U=0\right\}, \tag{3}
\end{equation*}
$$

where $\mathbb{P}$ means projectivization.
Following the convention of [12] one can define the Poincaré patch representation of the $\mathrm{AdS}_{3}$ space
$X=\left(\frac{t^{2}-z^{2}-x^{2}-L^{2}}{2 z}, L \frac{t}{z}, \frac{t^{2}-z^{2}-x^{2}+L^{2}}{2 z}, L \frac{x}{z}\right)$.
The line element in these coordinates $x^{\hat{\mu}}=\left(x^{0}, x^{1}, x^{2}\right)=$ $(t, x, z), x^{\mu}=\left(x^{0}, x^{1}\right)$ is

$$
\begin{equation*}
d s^{2}=g_{\hat{\mu} \hat{\nu}} d x^{\hat{\jmath}} d x^{\hat{\nu}}=L^{2} \frac{d z^{2}-d t^{2}+d x^{2}}{z^{2}} . \tag{5}
\end{equation*}
$$

The Poincaré patch coordinates $x$ of an $\mathrm{AdS}_{3}$ point can be expressed by the global coordinates $X$ in the following way:
$x^{0}:=t=L \frac{X^{0}}{X^{-}}, \quad x^{1}:=x=L \frac{X^{2}}{X^{-}}, \quad x^{2}:=z=\frac{L^{2}}{X^{-}}$.
The boundary of the AdS space in the Poincaré patch is obtained by taking the $z \rightarrow 0$ limit. Notice that in this limit the metric is conformally equivalent to the $d=2$ dimensional Minkowki space. The $\mathbb{R}^{2,2}$ null vectors $U$ representing boundary points have coordinates,

$$
\begin{equation*}
x_{u}^{\mu}=\left(x_{u}^{0}, x_{u}^{1}\right):=\left(t_{u}, x_{u}\right)=\frac{L}{U^{-}}\left(U^{0}, U^{2}\right) . \tag{7}
\end{equation*}
$$

Since the conformal boundary is $d=2$-dimensional Minkowski space it is useful to introduce the product of two vectors $x, y \in \mathbb{R}^{1,1}$ with components $x^{\mu}, y^{\mu}$

$$
\begin{equation*}
x \bullet y=\eta_{\mu \nu} x^{\mu} y^{\nu}=-x^{0} y^{0}+x^{1} y^{1} . \tag{8}
\end{equation*}
$$

In particular for two null vectors $U$ and $V$ representing boundary points $x_{u}$ and $x_{v}$ we have

$$
\begin{align*}
\left(x_{u}-x_{v}\right)^{2} & :=\left(x_{u}-x_{v}\right) \cdot\left(x_{u}-x_{v}\right) \\
& =-\left(t_{u}-t_{v}\right)^{2}+\left(x_{u}-x_{v}\right)^{2} . \tag{9}
\end{align*}
$$

Notice that since for an arbitrary vector $K \in \mathbb{R}^{2,2}$ one has $K \cdot K=K \cdot K+K^{+} K^{-}$, then for a special vector with the property $K^{-}=0$ one has $K \cdot K=K \cdot K$. As an example for a vector of that kind we take $K \equiv U V^{-}-V U^{-}$, with $U$ and $V$ null. Then one has

$$
\begin{aligned}
& \left(U V^{-}-V U^{-}\right) \cdot\left(U V^{-}-V U^{-}\right) \\
& =\left(U V^{-}-V U^{-}\right) \cdot\left(U V^{-}-V U^{-}\right)=-2(U \cdot V)\left(U^{-} V^{-}\right)
\end{aligned}
$$

Dividing this equation by $\left(U^{-} V^{-}\right)^{2}$ and using (7) one arrives at the important formula

$$
\begin{equation*}
\left(x_{u}-x_{v}\right) \cdot\left(x_{u}-x_{v}\right)=-2 L^{2} \frac{U \cdot V}{U^{-} V^{-}} \tag{10}
\end{equation*}
$$

## B. Extremal surfaces of $\mathrm{AdS}_{3}$

In section we wish to work with a special set of codimension two spacelike extremal surfaces of the $\mathrm{AdS}_{3}$ space. These surfaces (curves) will be chosen to be homologous to boundary regions with end points spacelike separated. The surfaces are extremal, meaning that they give rise to stationary points of the area (length) functional. The elements of this set will be surfaces (geodesics) homologous to spacelike regions not necessarily lying on the same time slices (hyperplanes). These geodesics are on totally geodesic hyperplanes then according to the covariant holographic entropy proposal [7] the constructions based on the extremal surfaces and light sheets yield the same result, and boils down to the usual calculation of spacelike geodesics on boosted time slices.

A particular surface from this set is defined by null vectors $U$ and $V$ with components $\left(U^{-1}, U^{0}, U^{1}, U^{2}\right)$ and $V=\left(V^{-1}, V^{0}, V^{1}, V^{2}\right)$ such that

$$
\begin{equation*}
U \cdot U=V \cdot V=0 \tag{11}
\end{equation*}
$$

also satisfying the extra constraints

$$
\begin{equation*}
U \cdot V<0, \quad U^{-} V^{-}<0, \tag{12}
\end{equation*}
$$

where $U^{ \pm}=U^{1} \pm U^{-1}$ and $V^{ \pm}=V^{1} \pm V^{-1}$. Then the surface in question is the intersection of the following two hypersurfaces

$$
\begin{equation*}
U \cdot X=0, \quad V \cdot X=0, \tag{13}
\end{equation*}
$$

where $X \in \operatorname{AdS}_{3}$ so that $X \cdot X=-L^{2}$.
Such points $X \in \mathrm{AdS}_{3}$ can alternatively be represented in the Poincaré patch coordinates given by Eq. (6). The null vectors $U$ and $V$ then will represent boundary points, with their corresponding coordinates given by

$$
\begin{align*}
& x_{u}^{\mu}=\left(x_{u}^{0}, x_{u}^{1}\right):=\left(t_{u}, x_{u}\right)=\frac{L}{U^{-}}\left(U^{0}, U^{2}\right), \\
& x_{v}^{\mu}=\left(x_{v}^{0}, x_{v}^{1}\right):=\left(t_{v}, x_{v}\right)=\frac{L}{V^{-}}\left(V^{0}, V^{2}\right) . \tag{14}
\end{align*}
$$

By virtue of the identity in (10) the constraints $U \cdot V<0$ and $U^{-} V^{-}<0$ show that $x_{u}$ and $x_{v}$ are timelike separated. These two points will serve as the past and future tips of a


FIG. 1. The spacelike minimal surface $X_{\mathcal{R}}$, a spacelike geodesic (red), defined by the intersection of the cones $U \cdot X=0, V \cdot X=$ 0 in the Poincaré patch. In the figure the $x_{u}=x_{v}=x_{0}=0, t=$ $t_{0}=\frac{1}{2}\left(t_{u}+t_{v}\right)$ case is shown. On the boundary (the gray plane with $z=0$ ) the cones give rise to a causal diamond (black) of the blue region $\mathcal{R}$. Note that both the blue region and the red minimal surface is on a $t=t_{0}=$ const hypersurface (Cauchy slice) given by first equation in (19).
causal diamond of a boundary subregion (linear segment) $\mathcal{R}$ with end points spacelike separated. See Fig. 1.

In the Poincare patch the equations of the cones $U \cdot X=0$ and $V \cdot X=0$ can be written in the form

$$
\begin{align*}
& z^{2}-\left(t-t_{u}\right)^{2}+\left(x-x_{u}\right)^{2}=0  \tag{15}\\
& z^{2}-\left(t-t_{v}\right)^{2}+\left(x-x_{v}\right)^{2}=0 \tag{16}
\end{align*}
$$

These cones are having centers $(z, t, x)=\left(0, t_{u}, x_{u}\right)$ and $(z, t, x)=\left(0, t_{v}, x_{v}\right)$. Moreover, after introducing the notation

$$
\begin{align*}
\Delta^{\mu}=\left(\Delta^{0}, \Delta^{1}\right) & =\left(\Delta_{t}, \Delta_{x}\right)=\left(t_{u}-t_{v}, x_{u}-x_{v}\right),  \tag{17}\\
x_{0}^{\mu} & =\frac{1}{2}\left(t_{u}+t_{v}, x_{u}+x_{v}\right) \tag{18}
\end{align*}
$$

one observes that the intersection of the cones, which is our extremal surface $X_{R}$, is given by the two equations,
$\Delta_{t}\left(t-t_{0}\right)=\Delta_{x}\left(x-x_{0}\right),-\left(t-t_{0}\right)^{2}+\left(x-x_{0}\right)^{2}+z^{2}=r^{2}$,
where

$$
\begin{equation*}
r^{2}=\frac{1}{4}\left(\Delta_{t}^{2}-\Delta_{x}^{2}\right)>0 \tag{20}
\end{equation*}
$$

due to Eq. (10). The first of Eq. (19) having the form $\Delta \bullet$ $\left(x-x_{0}\right)=0$ defines a spacelike hyperplane with timelike normal vector having components $\left(\Delta_{t}, \Delta_{x}, 0\right)$, and the second is a hyperboloid. Their intersection gives rise to half of an ellipse situated in the hyperplane.

Indeed, let us notice that the intersection of the cones with the boundary gives rise to a causal diamond of the
region $\mathcal{R}$. The past, future, right and left tips of this diamond are having the light cone coordinates $\left(x^{ \pm}=x \pm t\right)$ as follows:

$$
\begin{array}{ll}
x_{u}=\left(x_{u}^{+}, x_{u}^{-}\right), & x_{v}=\left(x_{v}^{+}, x_{v}^{-}\right), \\
x_{2}=\left(x_{v}^{+}, x_{u}^{-}\right), & x_{1}=\left(x_{u}^{+}, x_{v}^{-}\right) . \tag{21}
\end{array}
$$

Now writing

$$
\begin{equation*}
x^{\mu}(s)=\frac{1}{2} w^{\mu} s+x_{0}^{\mu}, \quad s \in[-1,1] \tag{22}
\end{equation*}
$$

one can get $x^{\mu}(-1)=x_{1}^{\mu}$ and $x^{\mu}(1)=x_{2}^{\mu}$ for the left and right tips. Then one can verify that the vector $w^{\mu}$ is having the explicit form $w^{\mu}=\left(\Delta_{x}, \Delta_{t}\right)$ hence it is Minkowski orthogonal to $\Delta^{\mu}$ and having the property $w^{2}=-\Delta^{2}=4 R^{2}$. One then obtains from the second of (19) the constraint

$$
\begin{equation*}
\frac{4 \xi^{2}}{\|w\|^{2}}+\frac{4 z^{2}}{w^{2}}=1 \tag{23}
\end{equation*}
$$

where $\xi=\|w\| s / 2$. Hence, our extremal surface is just half of an ellipse lying in the hyperplane with coordinate axes $(\xi, z)$ and eccentricity

$$
\begin{equation*}
\epsilon=\sqrt{1-\frac{w^{2}}{\|w\|^{2}}}=\sqrt{1-\frac{\left(t_{u}-t_{v}\right)^{2}-\left(x_{u}-x_{v}\right)^{2}}{\left(t_{u}-t_{v}\right)^{2}+\left(x_{u}-x_{v}\right)^{2}}} \tag{24}
\end{equation*}
$$

As an illustration let us consider the familiar $t=$ const case. From the first of Eq. (19) one can see that for the existence of such a surface the constraint $x_{u}=x_{v}$ is required. Then we should have $t=t_{0}$, the eccentricity of (24) is zero and the equation for the extremal surface is

$$
\begin{equation*}
z^{2}+\left(x-x_{0}\right)^{2}=r^{2}, \quad r=\frac{1}{2}\left|t_{u}-t_{v}\right| \tag{25}
\end{equation*}
$$

Therefore, the bulk surface is a circular arc with origin $x_{0}$ and radius $r$ and the corresponding boundary region $\mathcal{R}$ is a line segment. Due to the translational invariance in the spatial direction as a further specification one can consider $x_{0}=0$. Of course our extremal surface $X_{\mathcal{R}}$ is now a minimal one which is just a spacelike geodesic of $\mathrm{AdS}_{3}$. This is illustrated in Fig. 1.

Let us reproduce the well known area formula (geodesic length) of our special surface. One can parametrize our surface by the parameter $y=z / r$. Hence, the induced metric on the surface is

$$
\begin{equation*}
h=L^{2} \frac{\partial_{y} z \partial_{y} z+\partial_{y} x \partial_{y} x}{z^{2}}=L^{2} \frac{1}{y^{2}\left(1-y^{2}\right)} . \tag{26}
\end{equation*}
$$

The area (length) of the surface $X_{R}$ can be calculated by evaluating the following integral:


FIG. 2. The static subregion $R$ (blue) with its causal diamond. For the extremal surface homologous to it see Fig. 1.

$$
\begin{equation*}
\mathcal{A}\left(X_{R}\right)=\int d S \sqrt{h}=2 L \int_{\delta / r}^{1} d y \frac{\left(1-y^{2}\right)^{-1 / 2}}{y} . \tag{27}
\end{equation*}
$$

Due to the infinite area (length) a UV cutoff $\delta \ll r$ was introduced. This leads to the familiar result that the area (length) of the $\mathrm{AdS}_{3}$ static minimal surface (geodesic) is determined by the data provided by the null vectors $U$ and $V$ in the following manner:

$$
\begin{align*}
\mathcal{A}\left(X_{R}\right) & =2 L \log \frac{2 r}{\delta}=2 L \log \frac{L}{\delta}\left|\frac{U^{0}}{U^{-}}-\frac{V^{0}}{V^{-}}\right| \\
& =2 L \log \frac{\left|t_{u}-t_{v}\right|}{\delta} \tag{28}
\end{align*}
$$

Notice the slightly unusual parametrization of this wellknown formula. Indeed, for $x_{0}=0$ it is parametrized by the time coordinates of the future and past tips of the corresponding causal diamonds in the boundary. Explicitly we have the corresponding past, future, right, and left tips of this diamond as follows: $x_{v}=\left(t_{v}, 0\right), x_{u}=\left(t_{u}, 0\right)$, $x_{2}=\frac{1}{2}\left(t_{v}+t_{u}, t_{u}-t_{v}\right), x_{1}=\frac{1}{2}\left(t_{v}+t_{u}, t_{v}-t_{u}\right)$. Since the spacelike separated end points of the subregion (interval) $\mathcal{R}$ are $x_{2}$ and $x_{1}$ the length of the geodesic $X_{\mathcal{R}}$ homologous to $\mathcal{R}$ is proportional to $\log \left(\sqrt{\left(x_{2}-x_{1}\right)^{2}} / \delta\right)=$ $\log \left(\left|t_{u}-t_{v}\right| / \delta\right)$. This is of course the well-known result. For the corresponding causal diamond of $\mathcal{R}$ see Fig. 2.

## III. AdS $_{3}$ STRING SEGMENTS

## A. Definition of the string segments

Two-dimensional strings embedded into $\mathrm{AdS}_{3}$ are determined by the following equation of motion [20]:

$$
\begin{equation*}
\partial_{+} \partial_{-} X-\frac{1}{L^{2}}\left(\partial_{-} X \cdot \partial_{+} X\right) X=0 \tag{29}
\end{equation*}
$$

which can be derived via the variation of the Nambu-Goto action. We have parametrized the string by the parameters $\sigma^{-}$and $\sigma^{+}$. The Virasoro constraints for the string are

$$
\begin{equation*}
\partial_{-} X \cdot \partial_{-} X=\partial_{+} X \cdot \partial_{+} X=0 \tag{30}
\end{equation*}
$$



FIG. 3. A static world sheet of a string segment (green rectangle) in the $x=0$ plane of the Poincaré patch. The vertices of the segment are defined by the Poincaré representatives $V_{i}^{\hat{\mu}}$ of the vectors $V_{i} \in \mathrm{AdS}_{3} \subset \mathbb{R}^{2,2}$ represented by black dots with the respective numbering. On the other hand the edges are labeled by the null vectors $p_{1}, p_{2}, p_{3}, p_{4}$. The edges define light rays (dashed lines) intersecting the boundary (for the static configuration the $t$ axis) in the points $t_{1}, t_{2}, t_{3}, t_{4}$.

A normal vector of the string can be defined by

$$
\begin{equation*}
N_{a}=\frac{\epsilon_{a b c d} X^{b} \partial_{-} X^{c} \partial_{+} X^{d}}{\partial_{-} X \cdot \partial_{+} X} \tag{31}
\end{equation*}
$$

The most basic solution for the equation of motion is a one that has a constant normal vector. We call a string segmented, if its world sheet is build up from segments with constant normal vectors. In the following we examine such segments.

Let us define the rectangular world sheet of a string segment in $\mathrm{AdS}_{3}$ by the four vectors $V_{i}$ with $i=1,2,3,4$ with the property that its neighboring vertices are lightlike separated. This means that we have

$$
\begin{align*}
V_{i}^{2} & =-L^{2}, \quad V_{i} \cdot V_{j}=-L^{2} \\
(i j) & =(12),(23),(34),(14) \tag{32}
\end{align*}
$$

The lightlike vectors of the edges of the world sheet are labeled in the following way [12]:

$$
\begin{array}{ll}
p_{1}=V_{2}-V_{1}, & p_{2}=V_{3}-V_{2} \\
p_{3}=V_{3}-V_{4}, & p_{4}=V_{4}-V_{1}, \tag{34}
\end{array}
$$

where $\left(p_{i}\right)^{2}=0$ and $p_{1}+p_{2}=p_{3}+p_{4}$. See Fig. 3 for an illustration.

Notice that the constraint $V_{i} \cdot V_{j}=-L^{2}$ for neighboring vertices can also be written to the form

$$
\begin{array}{ll}
p_{1} \cdot V_{2}=p_{1} \cdot V_{1}=0, & p_{2} \cdot V_{3}=p_{2} \cdot V_{2}=0 \\
p_{3} \cdot V_{3}=p_{3} \cdot V_{4}=0, & p_{4} \cdot V_{4}=p_{4} \cdot V_{1}=0 . \tag{36}
\end{array}
$$

The string segments defined this way have got a constant normal vector $N$ which is given by

$$
\begin{equation*}
N_{a}=\frac{\epsilon_{a b c d} V_{1}^{b} p_{1}^{c} p_{4}^{d}}{p_{1} \cdot p_{4}} \tag{37}
\end{equation*}
$$

Defining string segments this way is insightful, however a string segment can uniquely defined by the initial data: an $\mathrm{AdS}_{3}$ vector $V_{1}$ and two null vectors $p_{1}$ and $p_{4}$, and one can prescribe the following initial condition

$$
\begin{align*}
& X\left(\sigma^{-}, 0\right)=V_{1}+\sigma^{-} p_{1}  \tag{38}\\
& X\left(0, \sigma^{+}\right)=V_{1}+\sigma^{+} p_{4} \tag{39}
\end{align*}
$$

where $\sigma^{ \pm} \in[0,1]$. In the following we also assume that $p_{1} \cdot p_{4}<0$.

According to the interpolation ansatz [13] points on the surface are given by the equation

$$
\begin{align*}
X\left(\sigma^{-}, \sigma^{+}\right)= & \frac{L^{2}+\sigma^{-} \sigma^{+} \frac{1}{2} p_{1} \cdot p_{4}}{L^{2}-\sigma^{-} \sigma^{+} \frac{1}{2} p_{1} \cdot p_{4}} V_{1} \\
& +L^{2} \frac{\sigma^{-} p_{1}+\sigma^{+} p_{4}}{L^{2}-\sigma^{-} \sigma^{+} \frac{1}{2} p_{1} \cdot p_{4}} \tag{40}
\end{align*}
$$

This expression is satisfying the equation of motion (29) and for the vertices $V_{2}, V_{3}, V_{4}$ of the string we obtain

$$
\begin{gather*}
V_{2}=X(1,0)=V_{1}+p_{1}  \tag{41}\\
V_{4}=X(0,1)=V_{1}+p_{4}  \tag{42}\\
V_{3}=X(1,1)=\frac{L^{2}+\frac{1}{2} p_{1} \cdot p_{4}}{L^{2}-\frac{1}{2} p_{1} \cdot p_{4}} V_{1} \\
+\frac{L^{2}}{L^{2}-\frac{1}{2} p_{1} \cdot p_{4}}\left(p_{1}+p_{4}\right) \tag{43}
\end{gather*}
$$

and for the null vectors $p_{2}, p_{3}$
$p_{2}=V_{3}-V_{2}=\frac{\frac{1}{2} p_{1} \cdot p_{4}}{L^{2}-\frac{1}{2} p_{1} \cdot p_{4}}\left(2 V_{1}+p_{1}+\frac{2 L^{2}}{p_{1} \cdot p_{4}} p_{4}\right)$,
$p_{3}=V_{3}-V_{4}=\frac{\frac{1}{2} p_{1} \cdot p_{4}}{L^{2}-\frac{1}{2} p_{1} \cdot p_{4}}\left(2 V_{1}+\frac{2 L^{2}}{p_{1} \cdot p_{4}} p_{1}+p_{4}\right)$.

Note that the "momentum conservation" formula

$$
\begin{equation*}
p_{1}+p_{2}=p_{3}+p_{4} \tag{46}
\end{equation*}
$$

holds. Moreover, having calculated $V_{2}$ and $V_{4}$ from the initial triple $\left(V_{1}, p_{1}, p_{4}\right)$ the expression for $V_{3}$ is given by

$$
\begin{equation*}
V_{3}=-V_{1}-4 L^{2} \frac{V_{2}+V_{4}}{\left(V_{2}+V_{4}\right)^{2}} \tag{47}
\end{equation*}
$$

## 1. Example and causality conditions

We can start with the following initial data [14]:

$$
\begin{align*}
V_{1} & =L(-1,0,0,0), \\
p_{1} & =L(0, c,-c, 0), \\
p_{4} & =L(0, \tilde{c}, \tilde{c}, 0), \tag{48}
\end{align*}
$$

where

$$
\begin{equation*}
c \in(0,1), \quad \tilde{c} \in \mathbb{R}^{+} \tag{49}
\end{equation*}
$$

All other string segments can be generated from this situation by a global $S O(2,2)$ transformation. It can be shown that the other two null vectors are the following:

$$
\begin{align*}
p_{2} & =-L \frac{c \tilde{c}}{1+c \tilde{c}}\left(-2,-\frac{1}{c}+c,-\frac{1}{c}-c, 0\right),  \tag{50}\\
p_{3} & =-L \frac{c \tilde{c}}{1+c \tilde{c}}\left(-2,-\frac{1}{\tilde{c}}+\tilde{c}, \frac{1}{\tilde{c}}+\tilde{c}, 0\right) \tag{51}
\end{align*}
$$

Therefore, the four centers of the null cones $p_{i} \cdot X=0$ are
$t_{1}=-L, t_{2}=L \frac{1+c}{1-c}, \quad t_{3}=L \frac{\tilde{c}-1}{\tilde{c}+1}, \quad t_{4}=L$,
and $x_{j}=0, j=1,2,3,4$. Notice that $t_{1}<t_{3}<t_{4}<t_{2}$.
Now the four time slices of the minimal surfaces $14,23,12,34$ are given by $t_{i j}=\frac{1}{2}\left(t_{i}+t_{j}\right)$

$$
\begin{align*}
& t_{14}=0, \quad t_{23}=L \frac{c+\tilde{c}}{(1-c)(1+\tilde{c})} \\
& t_{12}=L \frac{c}{1-c}, \quad t_{34}=L \frac{\tilde{c}}{1+\tilde{c}} \tag{53}
\end{align*}
$$

And similarly the radii of the minimal surfaces are given by $r_{i j}=\frac{1}{2}\left|t_{i}-t_{j}\right|$. These are the following:

$$
\begin{align*}
& r_{14}=L, r_{23}=L \frac{1+\tilde{c} c}{(1-c)(1+\tilde{c})} \\
& r_{12}=L \frac{1}{1-c}, \quad r_{34}=L \frac{1}{1+\tilde{c}} \tag{54}
\end{align*}
$$

Therefore all of the minimal surfaces and CFT subsystems are determined by the initial data $V_{1}, p_{1}, p_{4}$ and the interpolation ansatz.

In Section III C we will conduct a detailed study to show that the same argument holds for the other direction of the duality as well. Namely we will prove that given the four tips of the causal diamonds one can explicitly construct the world sheet of the corresponding string segment.

For the time being let us summarize the causal constraints needed for our family of string segments. The defining AdS
vectors $V_{1}, V_{2}, V_{3}, V_{4}$ and the null vectors $p_{1}, p_{2}, p_{3}, p_{4}$ need to satisfy:
(1) $V_{i}^{-}>0$ for all $i=1,2,3,4$;
(2) These vectors satisfy the previously assumed boundary conditions and the interpolation ansatz;
(3) $p_{i} \cdot p_{j}<0$ and $p_{i}^{-} p_{j}^{-}<0$ for neighboring null vectors;
(4) $p_{i} \cdot p_{j}>0$ and $p_{i}^{-} p_{j}^{-}>0$ for antipodal null vectors;
(5) And finally $p_{1}^{0} / p_{1}^{-}<p_{3}^{0} / p_{3}^{-}<p_{4}^{0} / p_{4}^{-}<p_{2}^{0} / p_{2}^{-}$.

The first assumption is necessary to be able to represent the vertices in the Poincare patch. The motivation behind the first two conditions are clear. The third condition is a matter of choice, because the sign of $p_{1} \cdot p_{4}$ can be arbitrary. We have choosen it to be negative to be consistent with the literature. Condition three and four provides a set of pairwise timelike separated boundary points $x_{i}^{\mu}$ via (10). The final condition gives an ordering of these boundary points.

However some of these conditions are not independent and we can rewrite them to a physically more motivated form with the minimal number of assumptions. If we introduce the boundary points $x_{1}^{\mu}, x_{2}^{\mu}, x_{3}^{\mu}, x_{4}^{\mu}$ which are expressed from the original null vectors $p_{i}$ via (7), these conditions are the following:
(1) $V_{i}^{-}>0$ for all $i=1,2,3,4$;
(2) These vectors satisfy the previously assumed boundary conditions and the interpolation ansatz;
(3) $p_{1} \cdot p_{4}<0$;
(4) $\left(x_{i}-x_{j}\right) \cdot\left(x_{i}-x_{j}\right)<0$ for all neighboring $i$, $j$ edges;
(5) $t_{1}<t_{3}<t_{4}<t_{2}$.

These are equivalent with our previous assumptions. For conditions one two and five the equivalence is obvious. For the other two it is not so evident.

The third condition is motivated by the reason that in the following we will connect the segment area and entanglement entropies of spacelike boundary CFT subsystems. These subsystems being spacelike they are surrounded by the cones $p_{i} \cdot X=0$ whose tips $x_{i}^{\mu}$ are timelike separated. It is not hard to see that taking into account conditions two to four actually not only the boundary points of neighboring edges are timelike separated from each other but all of them pairwise. This can be seen by calculating the inner products $p_{1} \cdot p_{2}, p_{3} \cdot p_{4}, p_{2} \cdot p_{3}, p_{1} \cdot p_{3}$ and $p_{4} \cdot p_{2}$ and assuming that $p_{1} \cdot p_{4}<0$ :

$$
\begin{gather*}
p_{1} \cdot p_{2}=\frac{p_{1} \cdot p_{4}}{L^{2}-\frac{1}{2} p_{1} \cdot p_{4}}<0,  \tag{55}\\
p_{3} \cdot p_{4}=\frac{p_{1} \cdot p_{4}}{L^{2}-\frac{1}{2} p_{1} \cdot p_{4}}<0,  \tag{56}\\
p_{2} \cdot p_{3}=p_{1} \cdot p_{4}<0  \tag{57}\\
p_{1} \cdot p_{3}=\frac{\frac{1}{2}\left(p_{1} \cdot p_{4}\right)^{2}}{L^{2}-\frac{1}{2} p_{1} \cdot p_{4}}>0, \tag{58}
\end{gather*}
$$

$$
\begin{equation*}
p_{2} \cdot p_{4}=\frac{\frac{1}{2}\left(p_{1} \cdot p_{4}\right)^{2}}{L^{2}-\frac{1}{2} p_{1} \cdot p_{4}}>0 \tag{59}
\end{equation*}
$$

Hence by supposing condition four it follows that the coordinates $p_{i}^{-}$and $p_{j}^{-}$for adjacent edges should have different signs. But then these coordinates of opposite edges $1-3$ and $2-4$ have the same signs hence their products are positive. As we have seen $p_{1} \cdot p_{3}>0$ and $p_{2} \cdot p_{4}>0$, therefore $\left(x_{1}-x_{3}\right) \cdot\left(x_{1}-x_{3}\right)<0$ and $\left(x_{2}-x_{4}\right) \cdot\left(x_{2}-x_{4}\right)<0$. Hence, the new conditions three and four give back the third and fourth assumptions of the previous ones but more like in a sense of boundary points and intervals. This also means that the only allowed configuration motivated by the boundary field theory is the one where the string segment is timelike.

## B. Boundary points provided by light rays

According to Fig. 3 via connecting the neighboring vertices $V_{i}$ and $V_{j}$ by lines, the four edges of the string world sheet give rise to four points of intersection on the boundary. Let us first show that these lines are null geodesics (representatives of light rays) of the (5) metric on the Poincaré patch, and then calculate the coordinates of these points of intersection.

A calculation of the Christoffel symbols of our (5) metric shows that the geodesic equation for the affinely parametrized geodesic curve with coordinates $(t(\lambda), x(\lambda), z(\lambda))$ boils down to the following set:

$$
\begin{equation*}
\ddot{t}=\frac{2 \dot{t} \dot{z}}{z}, \quad \ddot{x}=\frac{2 \dot{x} \dot{z}}{z}, \quad \ddot{z}=\frac{\dot{t}^{2}-\dot{x}^{2}+\dot{z}^{2}}{z} . \tag{60}
\end{equation*}
$$

For null geodesics the tangent vectors to this curve are lightlike hence we have $-\dot{t}^{2}+\dot{x}^{2}+\dot{z}^{2}=0$, then we get

$$
\left(\begin{array}{c}
\ddot{t}  \tag{61}\\
\ddot{x} \\
\ddot{z}
\end{array}\right)=\frac{2 \dot{z}}{z}\left(\begin{array}{c}
\dot{t} \\
\dot{x} \\
\dot{z}
\end{array}\right) .
$$

It is easy to check that the solutions give lines of the following two types:

$$
\begin{align*}
& \left(\begin{array}{l}
t(\lambda) \\
x(\lambda) \\
z(\lambda)
\end{array}\right)=\left(\begin{array}{c}
a^{t} \\
a^{x} \\
0
\end{array}\right)+\frac{1}{\lambda}\left(\begin{array}{l}
n^{t} \\
n^{x} \\
n^{z}
\end{array}\right),-\left(n^{t}\right)^{2}+\left(n^{x}\right)^{2}+\left(n^{z}\right)^{2}=0  \tag{62}\\
& \left(\begin{array}{l}
t(\lambda) \\
x(\lambda) \\
z(\lambda)
\end{array}\right)=\left(\begin{array}{l}
b^{t} \\
b^{x} \\
b^{z}
\end{array}\right)+\lambda\left(\begin{array}{c}
n^{t} \\
n^{x} \\
0
\end{array}\right), \quad-\left(n^{t}\right)^{2}+\left(n^{x}\right)^{2}=0 \tag{63}
\end{align*}
$$

For our considerations we need the line of Eq. (62) which intersects the boundary at the boundary point $a^{\hat{\mu}}, \hat{\mu}=$ $(t, x, z)$ and can be written in the form

$$
\begin{equation*}
x^{\hat{\mu}}(\lambda)=a^{\hat{\mu}}+\frac{1}{\lambda} n^{\hat{\mu}}, \quad g_{\hat{\mu} \hat{\nu}} n^{\hat{\mu}} n^{\hat{\nu}}=0 \tag{64}
\end{equation*}
$$

Let us then consider one of the edges of our string world sheet, e.g., the 12 edge which is connecting the Poincaré patch representatives of $V_{1}$ and $V_{2}$. See Fig. 3 for an illustration. Let us call the Poincaré representatives of these points by $V_{1}^{\hat{\mu}}$ and $V_{2}^{\hat{\mu}}$. Then we have

$$
x^{\hat{\mu}}\left(\lambda_{1}\right)=V_{1}^{\hat{\mu}}=\frac{L}{V_{1}^{-}}\left(\begin{array}{c}
V_{1}^{0}  \tag{65}\\
V_{1}^{2} \\
L
\end{array}\right), \quad x^{\hat{\mu}}\left(\lambda_{2}\right)=V_{2}^{\hat{\mu}}=\frac{L}{V_{2}^{-}}\left(\begin{array}{c}
V_{2}^{0} \\
V_{2}^{2} \\
L
\end{array}\right) .
$$

Now we can express the null tangent vector as

$$
\begin{equation*}
n^{\hat{\mu}}=\frac{\lambda_{1} \lambda_{2}}{\lambda_{1}-\lambda_{2}}\left(V_{2}^{\hat{\mu}}-V_{1}^{\hat{\mu}}\right) \tag{66}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{\lambda_{1} \lambda_{2}}{\lambda_{1}-\lambda_{2}}=\frac{n^{z}}{L^{2}}\left(\frac{V_{1}^{-} V_{2}^{-}}{V_{1}^{-}-V_{2}^{-}}\right) . \tag{67}
\end{equation*}
$$

From here one can see that the first two components of $n^{\hat{\mu}}$ are
$L \frac{n^{t}}{n^{z}}=\frac{V_{1}^{-} V_{2}^{0}-V_{2}^{-} V_{1}^{0}}{V_{1}^{-}-V_{2}^{-}}, \quad L \frac{n^{x}}{n^{z}}=\frac{V_{1}^{-} V_{2}^{2}-V_{2}^{-} V_{1}^{2}}{V_{1}^{-}-V_{2}^{-}}$,
and the third component $n^{z}$ can be chosen arbitrarily. Of course we still have to ensure that $-\left(n^{t}\right)^{2}+\left(n^{x}\right)^{2}+$ $\left(n^{z}\right)^{2}=n^{\hat{\mu}} n_{\hat{\mu}}=0$. But one can check that the fulfillment of this condition is guaranteed by the constraints of Eq. (32) needed for the very definition of the world sheet of our string segments.

At last we calculate the point of intersection of our null geodesic with the boundary. We calculate

$$
\begin{equation*}
a^{\hat{\mu}}=\frac{1}{2}\left(V_{1}^{\hat{\mu}}+V_{2}^{\hat{\mu}}-\frac{\lambda_{1}+\lambda_{2}}{\lambda_{1} \lambda_{2}} n^{\hat{\mu}}\right) \tag{69}
\end{equation*}
$$

Since $a^{z}=0$ a calculation shows that this can be written as

$$
\begin{equation*}
a^{t}=L \frac{p_{1}^{0}}{p_{1}^{-}}, \quad a^{x}=L \frac{p_{1}^{2}}{p_{1}^{-}} \tag{70}
\end{equation*}
$$

Hence for all of our null vectors assigned to the edges of the world sheet of our string segment we obtain for the coordinates of the corresponding boundary points

$$
\begin{equation*}
a_{i}^{t}=L \frac{p_{i}^{0}}{p_{i}^{-}}, \quad a_{i}^{x}=L \frac{p_{i}^{2}}{p_{i}^{-}}, \quad\left(a_{i}^{t}, a_{i}^{x}\right)=\left(t_{i}, x_{i}\right) \tag{71}
\end{equation*}
$$

with $i=1,2,3,4$. In particular for our example of the previous subsection, one can form the points of intersection in the boundary (see Fig. 3).

$$
\begin{aligned}
& t_{1}=L \frac{p_{1}^{0}}{p_{1}^{-}}=-L, \quad t_{2}=L \frac{p_{2}^{0}}{p_{2}^{-}}=L \frac{1+c}{1-c} \\
& t_{3}=L \frac{p_{3}^{0}}{p_{3}^{-}}=L \frac{\tilde{c}-1}{\tilde{c}+1}, \quad t_{4}=L \frac{p_{4}^{0}}{p_{4}^{-}}=L
\end{aligned}
$$

These coordinates satisfy the fourth constraint, namely $p_{1}^{0} / p_{1}^{-}<p_{3}^{0} / p_{3}^{-}<p_{4}^{0} / p_{4}^{-}<p_{2}^{0} / p_{2}^{-}$, i.e., $t_{1}<t_{3}<t_{4}<t_{2}$. Therefore, for this example all of the four causality conditions are satisfied.

## C. String segments emerging from the data of causal diamonds

## 1. Momentum conservation emerging

In the following we will consider quadruplets of points $x_{j}^{\mu} \in \mathbb{R}^{1,1}, j=1,2,3,4$ representing causally ordered events giving rise to causal diamonds. Such time-ordered events will be either lying on a time axis of some inertial system, or on a hyperbola describing some noninertial system exhibiting motion with constant acceleration. For an inertial system, an illustration of how such events are related to string segments can be seen in Fig. 4. Instead of the components of such events $t_{j}, x_{j}$ we will often use their light cone ones $a_{j}=t_{j}+x_{j}$ and $\bar{a}_{j}=t_{j}-x_{j}$. Here we would like to show, how the equation of momentum


FIG. 4. The correspondence between segmented strings, extremal (minimal) surfaces, and boundary subregions. The world sheet of a string segment as parametrized in Fig. 3 is shown in green. The edges of the world sheet are parametrized by null vectors. The neighboring null vectors give rise to extremal (minimal) surfaces (red). They in turn determine causal diamonds of subregions (blue) in the boundary. In the figure the special case where the boundary regions are parallel is shown. Here the tips of the causal diamonds are having varying $t$ coordinates but all have $x=0$, hence they are lying on a time axis of an inertial system.
conservation for string segments in the bulk can be derived from the boundary data of diamonds.

We define our set of physical systems needed for this reconstruction to be the ones parametrized by $\left(N^{+}, N, \bar{N}, N^{-}\right)$ i.e., a quadruplet of real numbers satisfying the constraint

$$
\begin{equation*}
N^{+} N^{-}-\bar{N} N=L^{2} \tag{72}
\end{equation*}
$$

Later we will see that such quadruplets correspond to the (2) components of the normal vectors in (37) for the world sheets of string segments. Our aim in this subsection is to construct such sheets of string segments from the boundary data $x_{j}^{\mu} \in \mathbb{R}^{1,1}$ in a holographic manner.

As a starting point we are fixing a quadruplet $N^{a}$ in order to define a particular system with light cone coordinates ( $a, \bar{a}$ ), by demanding that for such coordinates the following equation holds:

$$
\begin{equation*}
N^{-} \bar{a} a-N \bar{a} L-\bar{N} a L+N^{+} L^{2}=0 . \tag{73}
\end{equation*}
$$

This equation is satisfied by a continuum set of points with coordinates $(t, x)$ with $a=t+x$ and $\bar{a}=t-x$. In particular one can consider quadruplets from this particular set constrained as

$$
\begin{gather*}
N^{-} \bar{a}_{j} a_{j}-N \bar{a}_{j} L-L \bar{N} a_{j} L+N^{+} L^{2}=0,  \tag{74}\\
a_{1}<a_{3}<a_{4}<a_{2}, \quad \bar{a}_{1}<\bar{a}_{3}<\bar{a}_{4}<\bar{a}_{2} . \tag{75}
\end{gather*}
$$

Now we consider two cases. The first case is when $N^{-}=0$. In this case we have

$$
\begin{equation*}
N \bar{a}_{j}+\bar{N} a_{j}=N^{+} L \tag{76}
\end{equation*}
$$

which is the equation of a line. Notice that due to (72) we have $-\bar{N} N=L^{2}$ which says that the two component vector in $\mathbb{R}^{1,1}$ with light cone coordinates $(N, \bar{N})$ is spacelike. Hence the vectors defined by point pairs with light cone coordinates $\left(a_{i}-a_{j}, \bar{a}_{i}-\bar{a}_{j}\right)$ are orthogonal to a spacelike vector, then they are timelike. The result is that the lines through such pairs of points constitute the time axis of some inertial frame in $\mathbb{R}^{1,1}$.

The second case is when $N^{-} \neq 0$. In this case one has

$$
\begin{equation*}
N^{+}=\frac{L^{2}+\bar{N} N}{N^{-}} \tag{77}
\end{equation*}
$$

then

$$
\begin{equation*}
-\left(\bar{a}_{j}-\bar{a}_{0}\right)\left(a_{j}-a_{0}\right)=\varrho^{2}>0 \tag{78}
\end{equation*}
$$

with

$$
\begin{equation*}
a_{0}:=L \frac{N}{N^{-}}, \quad \bar{a}_{0}=L \frac{\bar{N}}{N^{-}}, \quad|\varrho|=\frac{L^{2}}{\left|N^{-}\right|} \tag{79}
\end{equation*}
$$

Clearly Eq. (78) defines a hyperbola centered at $\left(a_{0}, \bar{a}_{0}\right)$ with radius squared $\varrho^{2}$. Notice that the vectors with light cone components $\left(a_{j}-a_{0}, \bar{a}_{j}-\bar{a}_{0}\right)$ are spacelike. Physically the four points are representing events lying on the world line of a system proceeding with constant acceleration

$$
\begin{equation*}
g:=\frac{\left|N^{-}\right|}{L^{2}} \tag{80}
\end{equation*}
$$

The somewhat unusually labeled points of Eq. (75) are ordered according to the occurrence of the corresponding events with respect to the proper time of the accelerating system exhibiting hyperbolic motion.

Moreover, since $x_{i}-a_{0}+x_{j}-a_{0}$ is also spacelike and by virtue of

$$
\begin{equation*}
\left(x_{i}-a_{0}\right) \cdot\left(x_{i}-a_{0}\right)=\left(x_{j}-a_{0}\right) \cdot\left(x_{j}-a_{0}\right)=\varrho^{2} \tag{81}
\end{equation*}
$$

we have $\left(x_{i}-a_{0}\right)^{2}-\left(x_{j}-a_{0}\right)^{2}=0$, meaning that $x_{i}-$ $a_{0}+x_{j}-a_{0}$ is orthogonal to $\left(x_{i}-x_{j}\right)$ then we learn that $\Delta_{k j}=x_{j}-x_{k}$ is timelike. Hence, such point pairs lying on a hyperbola can also be used to form causal diamonds with future and past tips being $x_{j}$ and $x_{i}$, respectively.

Now for quadruplets of points representing events on noninertial frames exhibiting hyperbolic motion one can consider cross ratios like the ones,
$\frac{\left(a_{2}-a_{1}\right)\left(a_{4}-a_{3}\right)}{\left(a_{4}-a_{1}\right)\left(a_{2}-a_{3}\right)}>0, \quad \frac{\left(a_{2}-a_{1}\right)\left(a_{4}-a_{3}\right)}{\left(a_{3}-a_{1}\right)\left(a_{2}-a_{4}\right)}>0$.

Since by virtue of (78) we have that

$$
\begin{align*}
a_{j}-a_{k} & =\left(a_{j}-a_{0}\right)-\left(a_{k}-a_{0}\right) \\
& =\varrho^{2}\left(\frac{\bar{a}_{k}-\bar{a}_{j}}{\left(\overline{a_{j}}-\bar{a}_{0}\right)\left(\overline{a_{k}}-\bar{a}_{0}\right)}\right) . \tag{83}
\end{align*}
$$

Combining this with (75) means that

$$
\begin{equation*}
\frac{\left(a_{2}-a_{1}\right)\left(a_{4}-a_{3}\right)}{\left(a_{4}-a_{1}\right)\left(a_{2}-a_{3}\right)}=\frac{\left(\bar{a}_{2}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)}{\left(\bar{a}_{4}-\bar{a}_{1}\right)\left(\bar{a}_{2}-\bar{a}_{3}\right)}>0 . \tag{84}
\end{equation*}
$$

A similar relation hold for the other cross ratio

$$
\begin{equation*}
\frac{\left(a_{2}-a_{1}\right)\left(a_{4}-a_{3}\right)}{\left(a_{3}-a_{1}\right)\left(a_{2}-a_{4}\right)}=\frac{\left(\bar{a}_{2}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)}{\left(\bar{a}_{3}-\bar{a}_{1}\right)\left(\bar{a}_{2}-\bar{a}_{4}\right)}>0 . \tag{85}
\end{equation*}
$$

For inertial frames one has, using (76), the equation $N\left(a_{i}-a_{j}\right)=-\bar{N}\left(\bar{a}_{i}-\bar{a}_{j}\right)$ which yields similar "reality conditions" for the (82) cross ratios.

Now as a generalization of the second formula of Eq. (25) we define

$$
\begin{equation*}
r_{j k}=\frac{1}{2} \sqrt{\left(a_{j}-a_{k}\right)\left(\bar{a}_{j}-\bar{a}_{k}\right)} \tag{86}
\end{equation*}
$$

Then we have
$\frac{r_{12} r_{34}}{r_{14} r_{23}}=\frac{\left(a_{2}-a_{1}\right)\left(a_{4}-a_{3}\right)}{\left(a_{4}-a_{1}\right)\left(a_{2}-a_{3}\right)}=\frac{\left(\bar{a}_{2}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)}{\left(\bar{a}_{4}-\bar{a}_{1}\right)\left(\bar{a}_{2}-\bar{a}_{3}\right)}>0$
and
$\frac{r_{12} r_{34}}{r_{13} r_{24}}=\frac{\left(a_{2}-a_{1}\right)\left(a_{4}-a_{3}\right)}{\left(a_{3}-a_{1}\right)\left(a_{2}-a_{4}\right)}=\frac{\left(\bar{a}_{2}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)}{\left(\bar{a}_{3}-\bar{a}_{1}\right)\left(\bar{a}_{2}-\bar{a}_{4}\right)}>0$.

Now we divide the identity

$$
\begin{align*}
& \left(a_{1}-a_{2}\right)\left(a_{3}-a_{4}\right)-\left(a_{1}-a_{3}\right)\left(a_{2}-a_{4}\right) \\
& \quad+\left(a_{1}-a_{4}\right)\left(a_{2}-a_{3}\right)=0 \tag{89}
\end{align*}
$$

by $\left(a_{1}-a_{4}\right)\left(a_{2}-a_{3}\right)$ and use Eq. (87) to arrive at the formula

$$
\begin{equation*}
r_{12} r_{34}+r_{13} r_{24}=r_{14} r_{23} \tag{90}
\end{equation*}
$$

There are alternative ways of writing this (Plücker relation), for example,

$$
\begin{equation*}
\frac{r_{14}}{r_{13} r_{34}}=\frac{r_{24}}{r_{23} r_{34}}+\frac{r_{12}}{r_{23} r_{13}}, \quad \frac{r_{23}}{r_{12} r_{13}}=\frac{r_{24}}{r_{12} r_{14}}+\frac{r_{34}}{r_{13} r_{14}} . \tag{91}
\end{equation*}
$$

In the following we use the helicity formalism briefly summarized in Appendix B. First we define a set of lightlike vectors $Z_{j}^{a} \in \mathbb{R}^{2,2} j=1,2,3,4$ in terms of the $2 \times 2$ matrices in the helicity formalism we have

$$
\begin{align*}
\mathcal{Z}_{j} & :=z_{j}^{T} \otimes \bar{z}_{j}=\left(\begin{array}{cc}
a_{j} \bar{a}_{j} & L a_{j} \\
L \bar{a}_{j} & L^{2}
\end{array}\right)=\left(\begin{array}{cc}
Z_{j}^{+} & Z_{j} \\
\bar{Z}_{j} & Z_{j}^{-}
\end{array}\right), \\
z_{j} & =\left(a_{j}, L\right) \tag{92}
\end{align*}
$$

In Appendix B the following identities are proved:

$$
\begin{gather*}
\frac{\mathcal{Z}_{1}-\mathcal{Z}_{2}}{r_{12}^{2}} r_{12} r_{34}+\frac{\mathcal{Z}_{1}-\mathcal{Z}_{3}}{r_{13}^{2}} r_{13} r_{24}=\frac{\mathcal{Z}_{1}-\mathcal{Z}_{4}}{r_{14}^{2}} r_{14} r_{23}  \tag{93}\\
\frac{r_{13}}{r_{12} r_{23}}-\frac{r_{24}}{r_{12} r_{14}}=\frac{r_{13}}{r_{14} r_{34}}-\frac{r_{24}}{r_{23} r_{34}} \tag{94}
\end{gather*}
$$

Let us now multiply (93) by $\frac{r_{13}}{r_{23} r_{34}}$ and then use in the coefficient of $\mathcal{Z}_{1}$ the identity (94). Defining the quantities

$$
\begin{equation*}
\Lambda_{i j, k}:=\frac{r_{i j}}{r_{i k} r_{j k}} \tag{95}
\end{equation*}
$$

then we get the formula

$$
\begin{equation*}
-\Lambda_{24,1} \mathcal{Z}_{1}+\Lambda_{13,2} \mathcal{Z}_{2}=-\Lambda_{24,3} \mathcal{Z}_{3}+\Lambda_{13,4} \mathcal{Z}_{4} \tag{96}
\end{equation*}
$$

Defining

$$
\begin{array}{ll}
\mathcal{P}_{1}:=-\Lambda_{24,1} \mathcal{Z}_{1}, & \mathcal{P}_{2}:=\Lambda_{13,2} \mathcal{Z}_{2} \\
\mathcal{P}_{3}:=-\Lambda_{24,3} \mathcal{Z}_{3}, & \mathcal{P}_{4}:=\Lambda_{13,4} \mathcal{Z}_{4} \tag{97}
\end{array}
$$

this equation has the form

$$
\begin{equation*}
\mathcal{P}_{1}+\mathcal{P}_{2}=\mathcal{P}_{3}+\mathcal{P}_{4} \tag{98}
\end{equation*}
$$

or using instead of $2 \times 2$ matrices vectors $p_{j}^{a}$ the momentum conservation formula (46) follows. Hence, we completed our task of reconstructing momentum conservation for segmented strings from causal diamond data.

## 2. The explicit form of the emerging stringy data

Let us now define the vectors

$$
\begin{align*}
& V_{1}=L^{2}\left(\frac{p_{3}+p_{4}}{p_{3} \cdot p_{4}}-\frac{p_{1}+p_{4}}{p_{1} \cdot p_{4}}\right),  \tag{99}\\
& V_{2}=L^{2}\left(\frac{p_{2}-p_{1}}{p_{1} \cdot p_{2}}-\frac{p_{2}-p_{3}}{p_{2} \cdot p_{3}}\right)  \tag{100}\\
& V_{3}=L^{2}\left(\frac{p_{2}+p_{3}}{p_{2} \cdot p_{3}}-\frac{p_{1}+p_{2}}{p_{1} \cdot p_{2}}\right),  \tag{101}\\
& V_{4}=L^{2}\left(\frac{p_{3}-p_{4}}{p_{3} \cdot p_{4}}-\frac{p_{1}-p_{4}}{p_{1} \cdot p_{4}}\right) . \tag{102}
\end{align*}
$$

One can then check that these vectors are comprising the four vertices of the world sheet of a string segment. Indeed these vectors taken together with the $p_{j}^{a}$ are satisfying the (40) interpolation ansatz and the (47) scattering equation. Moreover, since we have $p_{1}+p_{2}=p_{3}+p_{4}$ and as can be easily checked $p_{1} \cdot p_{2}=p_{3} \cdot p_{4}$ and $p_{2}$. $p_{3}=p_{1} \cdot p_{4}$ these expressions for $V_{j}$ can have alternative appearances. Explicitly one has the identities

$$
\begin{align*}
& p_{1} \cdot p_{2}=p_{3} \cdot p_{4}=-2 L^{2} \frac{r_{13} r_{24}}{r_{14} r_{23}} \\
& p_{2} \cdot p_{3}=p_{1} \cdot p_{4}=-2 L^{2} \frac{r_{13} r_{24}}{r_{12} r_{34}} \tag{103}
\end{align*}
$$

and one also has $2 L^{2}\left(p_{2} \cdot p_{4}\right)=2 L^{2}\left(p_{1} \cdot p_{3}\right)=$ $\left(p_{1} \cdot p_{2}\right)\left(p_{2} \cdot p_{3}\right)$.

One can simplify further the expressions of Eqs. (99)(102) by using the identities

$$
\begin{align*}
\left(a_{i}-a_{j}\right) z_{k} & =\left(a_{i}-a_{k}\right) z_{j}+\left(a_{k}-a_{j}\right) z_{i} \\
\left(\bar{a}_{i}-\bar{a}_{j}\right) \bar{z}_{k} & =\left(\bar{a}_{i}-\bar{a}_{k}\right) \bar{z}_{j}+\left(\bar{a}_{k}-\bar{a}_{j}\right) \bar{z}_{i} \tag{104}
\end{align*}
$$

Then using this and the fact that according to Eq. (92) the $z_{j}$ are row vectors, a straightforward calculation yields the expressions

$$
\begin{align*}
& \mathcal{V}_{1}=\frac{\left(a_{4}-a_{3}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right) z_{1}^{T} \otimes \bar{z}_{4}+\left(a_{3}-a_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right) z_{4}^{T} \otimes \bar{z}_{1}}{\sqrt{\left(a_{4}-a_{1}\right)\left(a_{3}-a_{1}\right)\left(a_{4}-a_{3}\right)\left(\bar{a}_{4}-\bar{a}_{1}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)}}  \tag{105}\\
& \mathcal{V}_{2}=\frac{\left(a_{2}-a_{3}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right) z_{1}^{T} \otimes \bar{z}_{2}+\left(a_{3}-a_{1}\right)\left(\bar{a}_{2}-\bar{a}_{3}\right) z_{2}^{T} \otimes \bar{z}_{1}}{\sqrt{\left(a_{2}-a_{1}\right)\left(a_{2}-a_{3}\right)\left(a_{3}-a_{1}\right)\left(\bar{a}_{2}-\bar{a}_{1}\right)\left(\bar{a}_{2}-\bar{a}_{3}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right)}}  \tag{106}\\
& \mathcal{V}_{3}=\frac{\left(a_{2}-a_{1}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right) z_{3}^{T} \otimes \bar{z}_{2}+\left(a_{3}-a_{1}\right)\left(\bar{a}_{2}-\bar{a}_{1}\right) z_{2}^{T} \otimes \bar{z}_{3}}{\sqrt{\left(a_{2}-a_{1}\right)\left(a_{2}-a_{3}\right)\left(a_{3}-a_{1}\right)\left(\bar{a}_{2}-\bar{a}_{1}\right)\left(\bar{a}_{2}-\bar{a}_{3}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right)}}  \tag{107}\\
& \mathcal{V}_{4}=\frac{\left(a_{4}-a_{1}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right) z_{3}^{T} \otimes \bar{z}_{4}+\left(a_{3}-a_{1}\right)\left(\bar{a}_{4}-\bar{a}_{1}\right) z_{4}^{T} \otimes \bar{z}_{3}}{\sqrt{\left(a_{4}-a_{1}\right)\left(a_{3}-a_{1}\right)\left(a_{4}-a_{3}\right)\left(\bar{a}_{4}-\bar{a}_{1}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)}} \tag{108}
\end{align*}
$$

Next let us verify that the quadruplets of Eq. (72) are indeed comprising the normal vectors of possible string segment world sheets. A straightforward calculation with some details given in the Appendix A gives for the components of the vector of Eq. (37),

$$
\begin{gather*}
N=-L \frac{\bar{a}_{1} a_{1}\left(a_{4}-a_{3}\right)+\bar{a}_{3} a_{3}\left(a_{1}-a_{4}\right)+\bar{a}_{4} a_{4}\left(a_{3}-a_{1}\right)}{\sqrt{\left(a_{4}-a_{1}\right)\left(a_{3}-a_{1}\right)\left(a_{4}-a_{3}\right)\left(\bar{a}_{4}-\bar{a}_{1}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)}}  \tag{109}\\
\bar{N}=L \frac{\bar{a}_{1} a_{1}\left(\bar{a}_{4}-\bar{a}_{3}\right)+\bar{a}_{3} a_{3}\left(\bar{a}_{1}-\bar{a}_{4}\right)+\bar{a}_{4} a_{4}\left(\bar{a}_{3}-\bar{a}_{1}\right)}{\sqrt{\left(a_{4}-a_{1}\right)\left(a_{3}-a_{1}\right)\left(a_{4}-a_{3}\right)\left(\bar{a}_{4}-\bar{a}_{1}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)}}  \tag{110}\\
N^{+}=\frac{\bar{a}_{1} a_{1}\left(a_{3} \bar{a}_{4}-a_{4} \bar{a}_{3}\right)+\bar{a}_{3} a_{3}\left(a_{4} \bar{a}_{1}-a_{1} \bar{a}_{4}\right)+\bar{a}_{4} a_{4}\left(a_{1} \bar{a}_{3}-a_{3} \bar{a}_{1}\right)}{\sqrt{\left(a_{4}-a_{1}\right)\left(a_{3}-a_{1}\right)\left(a_{4}-a_{3}\right)\left(\bar{a}_{4}-\bar{a}_{1}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)}}  \tag{111}\\
N^{-}=-L^{2} \frac{\left(a_{3} \bar{a}_{4}-a_{4} \bar{a}_{3}\right)+\left(a_{4} \bar{a}_{1}-a_{1} \bar{a}_{4}\right)+\left(a_{1} \bar{a}_{3}-a_{3} \bar{a}_{1}\right)}{\sqrt{\left(a_{4}-a_{1}\right)\left(a_{3}-a_{1}\right)\left(a_{4}-a_{3}\right)\left(\bar{a}_{4}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)}} \tag{112}
\end{gather*}
$$

One can verify that this expression can be written in a very compact form as

$$
\begin{equation*}
\mathcal{N}=\frac{\left(a_{4}-a_{3}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right) z_{1}^{T} \otimes \bar{z}_{4}-\left(a_{3}-a_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right) z_{4}^{T} \otimes \bar{z}_{1}}{\sqrt{\left(a_{4}-a_{1}\right)\left(a_{3}-a_{1}\right)\left(a_{4}-a_{3}\right)\left(\bar{a}_{4}-\bar{a}_{1}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)}} \tag{113}
\end{equation*}
$$

One can then realize that for example

$$
\begin{equation*}
\mathcal{V}_{1}=\alpha_{14}^{3} z_{1}^{T} \otimes \bar{z}_{4}+\bar{\alpha}_{14}^{3} z_{4}^{T} \otimes \bar{z}_{1}, \quad \mathcal{N}=\alpha_{14}^{3} z_{1}^{T} \otimes \bar{z}_{4}-\bar{\alpha}_{14}^{3} z_{4}^{T} \otimes \bar{z}_{1} \tag{114}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{14}^{3}=\sqrt{\frac{\left(a_{4}-a_{3}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right)}{\left(a_{4}-a_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)\left(a_{3}-a_{1}\right)\left(\bar{a}_{4}-\bar{a}_{1}\right)}} \tag{115}
\end{equation*}
$$

Hence, by virtue of the fact that in the helicity basis the metric is $\frac{1}{2} \epsilon \otimes \epsilon$ the well-known equations $N \cdot N=-V_{1}$. $V_{1}=L^{2}$ and $N \cdot V_{1}=0$ immediately follow. Notice also that due to the (84) "reality" condition there are alternative ways of expressing these vectors. For example it is easy to check that $\alpha_{14}^{3}=\alpha_{14}^{2}$ yielding another expression for $V_{1}$ and $N$.

Notice that the normal vector is defined by an arbitrary triple from a quadruplet of points $\left(a_{j}, \bar{a}_{j}\right), j=1,2,3,4$. The expressions above singled out the triple with labels $(1,3,4)$. It is also important to realize that (as can be verified by an explicit calculation) an arbitrary triple uniquely defines the (79) parameters $\left(\varrho, a_{0}, \bar{a}_{0}\right)$ of the (78) hyperbola. Notice also that the constraint of Eq. (74) can be regarded as a version of the bulk equation $N \cdot p_{j}=0$ clearly valid for segmented strings.

As a special case one can consider a line through the origin with the four points having $a_{j}=\bar{a}_{j}$ i.e., $x_{j}=0$. In this case the points satisfy the equation $a_{j}(N+\bar{N})=0$. This yields $N=-\bar{N}$ hence the only nonvanishing
component of the normal vector is $N^{2}=-L$. This is in accordance with Eq. (109). In this case we have a line with points having only time components with $t_{1}<t_{3}<t_{4}<t_{2}$ localized on the time axis. The four vertices of the string world sheet in this case are

$$
\begin{align*}
& \left(\begin{array}{c}
V_{1}^{-} \\
V_{1}^{0} \\
V_{1}^{+} \\
V_{1}^{2}
\end{array}\right)=\frac{1}{t_{4}-t_{1}}\left(\begin{array}{c}
2 L^{2} \\
L\left(t_{1}+t_{4}\right) \\
2 t_{1} t_{4} \\
0
\end{array}\right), \quad\left(\begin{array}{c}
V_{2}^{-} \\
V_{2}^{0} \\
V_{2}^{+} \\
V_{2}^{2}
\end{array}\right)=\frac{1}{t_{2}-t_{1}}\left(\begin{array}{c}
2 L^{2} \\
L\left(t_{1}+t_{2}\right) \\
2 t_{1} t_{2} \\
0
\end{array}\right),  \tag{116}\\
& \left(\begin{array}{c}
V_{3}^{-} \\
V_{3}^{0} \\
V_{3}^{+} \\
V_{3}^{2}
\end{array}\right)=\frac{1}{t_{2}-t_{3}}\left(\begin{array}{c}
2 L^{2} \\
L\left(t_{2}+t_{3}\right) \\
2 t_{2} t_{3} \\
0
\end{array}\right), \quad\left(\begin{array}{c}
V_{4}^{-} \\
V_{4}^{0} \\
V_{4}^{+} \\
V_{4}^{2}
\end{array}\right)=\frac{1}{t_{4}-t_{3}}\left(\begin{array}{c}
2 L^{2} \\
L\left(t_{4}+t_{3}\right) \\
2 t_{4} t_{3} \\
0
\end{array}\right), \tag{117}
\end{align*}
$$

and the vectors $p_{i}$

$$
\begin{gather*}
\left(\begin{array}{c}
p_{1}^{-} \\
p_{1}^{0} \\
p_{1}^{+} \\
p_{1}^{2}
\end{array}\right)=-2 \frac{\left(t_{2}-t_{4}\right)}{\left(t_{2}-t_{1}\right)\left(t_{4}-t_{1}\right)}\left(\begin{array}{c}
L^{2} \\
L t_{1} \\
t_{1}^{2} \\
0
\end{array}\right), \quad\left(\begin{array}{c}
p_{2}^{-} \\
p_{2}^{0} \\
p_{2}^{+} \\
p_{2}^{2}
\end{array}\right)=2 \frac{\left(t_{3}-t_{1}\right)}{\left(t_{2}-t_{1}\right)\left(t_{2}-t_{3}\right)}\left(\begin{array}{c}
L^{2} \\
L t_{2} \\
t_{2}^{2} \\
0
\end{array}\right),  \tag{118}\\
\left(\begin{array}{c}
p_{3}^{-} \\
p_{3}^{0} \\
p_{3}^{+} \\
p_{3}^{2}
\end{array}\right)=-2 \frac{\left(t_{2}-t_{4}\right)}{\left(t_{2}-t_{3}\right)\left(t_{4}-t_{3}\right)}\left(\begin{array}{c}
L^{2} \\
L t_{3} \\
t_{3}^{2} \\
0
\end{array}\right),\left(\begin{array}{c}
p_{4}^{-} \\
p_{4}^{0} \\
p_{4}^{+} \\
p_{4}^{2}
\end{array}\right)=2 \frac{\left(t_{3}-t_{1}\right)}{\left(t_{4}-t_{1}\right)\left(t_{4}-t_{3}\right)}\left(\begin{array}{c}
L^{2} \\
L t_{4} \\
t_{4}^{2} \\
0
\end{array}\right) \tag{119}
\end{gather*}
$$

One can also verify that the momentum conservation $p_{1}+$ $p_{2}=p_{3}+p_{4}$ holds. This parametrization can be checked to boil down to the illustrative example of Eqs. (48)-(52). This case is also illustrated on the left-hand side of Fig. 5. The remaining cases (boosted inertial frame, and noninertial accelerated frame) are illustrated in the rest of Fig. 5. These figures nicely display that the green a string world sheet segment is emerging as a holographic image from an ordered set of boundary data provided by the geometry of the future and past tips of the corresponding causal diamonds (see also Fig. 4). Amusingly precisely as in optics the information from the bulk to boundary and vice versa is propagated by lightlike geodesics, i.e., light rays!

Notice also that the geometry of momentum conservation in the bulk $p_{1}+p_{2}=p_{3}+p_{4}$ is connected to the "reality condition" for the cross ratios in the boundary. This latter one is ensuring that the corresponding projected points are representing an ordered set of events localized in inertial or noninertial constantly accelerated frames with acceleration determined by Eq. (80). Indeed from momentum conservation one has

$$
\operatorname{det}\left(\begin{array}{llll}
p_{1}^{-} & p_{1}^{0} & p_{1}^{+} & p_{1}^{2}  \tag{120}\\
p_{2}^{-} & p_{2}^{0} & p_{2}^{+} & p_{2}^{2} \\
p_{3}^{-} & p_{3}^{0} & p_{3}^{+} & p_{3}^{2} \\
p_{4}^{-} & p_{4}^{0} & p_{4}^{+} & p_{4}^{2}
\end{array}\right)=0
$$

Dividing each row by $p_{i}^{-}$with the appropriate index $i$ and using the properties of the determinant one gets

$$
\operatorname{det}\left(\begin{array}{cccc}
1 & \frac{t_{1}}{L} & \frac{x_{1}}{L} & -\frac{x_{1} \bullet x_{1}}{L^{2}}  \tag{121}\\
1 & \frac{t_{2}}{L} & \frac{x_{2}}{L} & -\frac{x_{2} \bullet x_{2}}{L^{2}} \\
1 & \frac{t_{3}}{L} & \frac{x_{3}}{L} & -\frac{x_{3} \bullet x_{3}}{L^{2}} \\
1 & \frac{t_{4}}{L} & \frac{x_{4}}{L} & -\frac{x_{4} \bullet x_{4}}{L^{2}}
\end{array}\right)=0
$$

Which gives a constraint between the eight quantities $t_{i}$ and $x_{i}$ leaving seven degrees of freedom in all. It coincides with the number of parameters that were enough to specify a segment via the vectors $V_{1}, p_{1}$, and $p_{4}$. Therefore, seven boundary coordinates- 3 causal cones and one remaining coordinate-are enough to define a bulk string segment that


FIG. 5. Causally ordered sets of boundary points representing consecutive events occurring in inertial, boosted inertial and noninertial frames (frames with constant acceleration) exhibiting hyperbolic motion. According to Eq. (80) the acceleration, corresponding to the situation represented by the rightmost figures, is connected to the normal vector of the world sheet (shown in green) of the string segment. In the upper part of these figures the bulk perspective displaying the lightlike geodesics needed for the reconstruction of the sheet in a holographic manner is also shown. For the corresponding causal diamonds of the leftmost figure see Fig. 4.
satisfies the Nambu equations of motion. It is important to note that after introducing the null coordinates $a_{i}=t_{i}+x_{i}$ and $\bar{a}_{i}=t_{i}-x_{i}$ the resulting equation gives precisely reality constraints like (87) for the cross ratio of these coordinates.

## D. Area of the world sheet of string segments

As a first step in the direction of revealing the basic features of our correspondence let us calculate the area of the world sheet of a string segment. It is achieved by determining first the induced metric $g_{\alpha \beta}=\partial_{\alpha} X \cdot \partial_{\beta} X$ on the surface, where $\alpha, \beta=\sigma^{-}, \sigma^{+}$. Using the interpolation ansatz (40) the components of the metric tensor are

$$
g_{\alpha \beta}=L^{2} \frac{p_{1} \cdot p_{4}}{\left(L^{2}-\sigma^{-} \sigma^{-} \frac{1}{2} p_{1} \cdot p_{4}\right)^{2}}\left(\begin{array}{ll}
0 & 1  \tag{122}\\
1 & 0
\end{array}\right) .
$$

The area of the patch is then given by the formula

$$
\begin{equation*}
A_{\diamond}=L^{2} \int_{0}^{1} d \sigma^{-} \int_{0}^{1} d \sigma^{+} \sqrt{-g}, \tag{123}
\end{equation*}
$$

where $g=\operatorname{det} g_{a b}$. With a short calculation one gets for the area

$$
\begin{equation*}
A_{\diamond}=L^{2} \log \left(\frac{L^{2}-\frac{1}{2} p_{1} \cdot p_{4}}{L^{2}}\right)^{2} \tag{124}
\end{equation*}
$$

Now one can define the null vectors $p_{2}=V_{3}-\left(V_{1}+p_{1}\right)$ and $p_{3}=V_{3}-\left(V_{1}+p_{4}\right)$, where $V_{3}=X(1,1)$. As we have seen these vectors can be explicitly expressed as

$$
\begin{align*}
& p_{2}=\frac{\frac{1}{2} p_{1} \cdot p_{4}}{L^{2}-\frac{1}{2} p_{1} \cdot p_{4}}\left(2 V_{1}+p_{1}+\frac{2 L^{2}}{p_{1} \cdot p_{4}} p_{4}\right),  \tag{125}\\
& p_{3}=\frac{\frac{1}{2} p_{1} \cdot p_{4}}{L^{2}-\frac{1}{2} p_{1} \cdot p_{4}}\left(2 V_{1}+\frac{2 L^{2}}{p_{1} \cdot p_{4}} p_{1}+p_{4}\right) . \tag{126}
\end{align*}
$$

It is easy to show that

$$
\begin{equation*}
p_{1} \cdot p_{2}=L^{2} \frac{p_{1} \cdot p_{4}}{L^{2}-\frac{1}{2} p_{1} \cdot p_{4}} . \tag{127}
\end{equation*}
$$

Since $p_{1} \cdot p_{1}=p_{2} \cdot p_{2}=p_{4} \cdot p_{4}=0$ this formula can be rewritten as

$$
\begin{equation*}
\frac{L^{2}-\frac{1}{2} p_{1} \cdot p_{4}}{L^{2}}=-\frac{\left(p_{1}-p_{4}\right)^{2}}{\left(p_{1}+p_{2}\right)^{2}} . \tag{128}
\end{equation*}
$$

Using momentum conservation the area of the patch can be written in the form

$$
\begin{align*}
A_{\diamond} & =L^{2} \log \frac{\left(p_{1}-p_{4}\right)^{2}\left(p_{3}-p_{2}\right)^{2}}{\left(p_{1}+p_{2}\right)^{2}\left(p_{3}+p_{4}\right)^{2}} \\
& =L^{2} \log \frac{\left(p_{1} \cdot p_{4}\right)\left(p_{2} \cdot p_{3}\right)}{\left(p_{1} \cdot p_{2}\right)\left(p_{3} \cdot p_{4}\right)} . \tag{129}
\end{align*}
$$

Let us now use the (10) identity for the null vectors $p_{i}$ and $p_{j}$ to arrive at

$$
\begin{equation*}
\left(a_{i}-a_{j}\right)\left(\bar{a}_{i}-\bar{a}_{j}\right)=2 L^{2} \frac{p_{i} \cdot p_{j}}{p_{i}^{-} p_{j}^{-}} . \tag{130}
\end{equation*}
$$

Now for the static case we have $x_{i}=x_{j}=0$, hence we have $\left(t_{i}-t_{j}\right)^{2}$ for the left-hand side. Hence, we obtain the alternative formula for the area of a single-string segment in the Poincaré patch as [12]

$$
\begin{equation*}
A_{\diamond}=2 L^{2} \log \frac{\left(t_{4}-t_{1}\right)\left(t_{3}-t_{2}\right)}{\left(t_{4}-t_{3}\right)\left(t_{2}-t_{1}\right)}, \tag{131}
\end{equation*}
$$

where we have used the ordering in the causal constraints of Sec. III B namely the one $t_{1}<t_{3}<t_{4}<t_{2}$. Notice that by (71) this expression is a combination of terms of type

$$
\begin{equation*}
A(i j)=2 L^{2} \log \left|\frac{p_{i}^{0}}{p_{i}^{-}}-\frac{p_{j}^{0}}{p_{j}^{-}}\right| \tag{132}
\end{equation*}
$$

of dimension area. Recall that the area of the world sheet of the string segment of Eq. (129) is given in terms of bulk data $\left(p_{i}, i=1,2,3,4\right)$. On the other hand the dual formula (131) displays this area in terms of boundary data ( $t_{i}=L p_{i}^{0} / p_{i}^{-}$). The connection between the dual descriptions is effected by the holographic projection to the boundary as illustrated in Fig. 3 and realized by the lines of the null geodesics of the form provided by Eq. (64).

## E. Conditional mutual information as the area of the world sheet

Our $\mathrm{AdS}_{3}$ spacetime is static meaning that it admits a timelike Killing field. Then this three-dimensional spacetime has a canonical foliation with spacelike slices which in the Poincaré patch is given by the $t=$ const hypersurfaces. This foliation also naturally extends to the conformal boundary where a subregion $\mathcal{R}$ is singled out. In Fig. 4 one can easily identify such slices. They are the vertical hyperplanes containing both the blue regions ( $\mathcal{R}_{i j}$ ) of the boundary, and the red extremal surfaces ( $X_{\mathcal{R}_{i j}}$ ) of the bulk. Due to the Euclidean signature of the bulk spacelike slice an extremal surface $X_{\mathcal{R}}$ is a minimal one and it is guaranteed to exist.

We have seen that the area of a static, $\operatorname{AdS}_{3}$ minimal surface $X_{\mathcal{R}_{i j}}$ defined by the null vectors $p_{i}$ and $p_{j}$ is

$$
\begin{equation*}
\mathcal{A}(i j):=\mathcal{A}\left(X_{\mathcal{R}_{i j}}\right)=2 L \log \frac{L}{\delta}\left|\frac{p_{i}^{0}}{p_{i}^{-}}-\frac{p_{j}^{0}}{p_{j}^{-}}\right| . \tag{133}
\end{equation*}
$$

Now according to Ryu and Takayanagi [4] this purely classical geometric calculation of the minimal surface $X_{\mathcal{R}_{i j}}$ on a constant time slice in the bulk has a boundary dual. ${ }^{1}$ Indeed, it is given by a calculation of the entanglement entropy $S\left(\mathcal{R}_{i j}\right)$ for the CFT vacuum quantum state of a subsystem $\mathcal{R}_{i j}$, homologous to $X_{\mathcal{R}_{i j}}$. For a $2 d$ CFT characterized by the value of the central charge $c$ we have [21]
$S(i j):=S\left(\mathcal{R}_{i j}\right)=\frac{c}{3} \log \frac{\left|x_{i}^{1}-x_{j}^{1}\right|}{\delta}=\frac{c}{3} \log \frac{\left|t_{i}-t_{j}\right|}{\delta}$,
where similar to the situation shown in Fig. 2 here for the end points of $\mathcal{R}_{i j}$ we use the parametrization

$$
\begin{align*}
& \left(x_{i}^{0}, x_{i}^{1}\right)=\left(\frac{t_{i}+t_{j}}{2}, \frac{t_{i}-t_{j}}{2}\right), \\
& \left(x_{j}^{0}, x_{j}^{1}\right)=\left(\frac{t_{i}+t_{j}}{2}, \frac{t_{j}-t_{i}}{2}\right) . \tag{135}
\end{align*}
$$

We have $t_{i}=L p_{i}^{0} / p_{i}^{-}$yielding

$$
\begin{equation*}
S(i j):=S\left(\mathcal{R}_{i j}\right)=\frac{c}{3} \log \frac{L}{\delta}\left|\frac{p_{i}^{0}}{p_{i}^{-}}-\frac{p_{j}^{0}}{p_{j}^{-}}\right| . \tag{136}
\end{equation*}
$$

Combining Eqs. (133) and (136) and the BrownHenneaux formula [22],

$$
\begin{equation*}
c=\frac{3 L}{2 G}, \tag{137}
\end{equation*}
$$

where $G$ is the three-dimensional Newton constant, yields

$$
\begin{equation*}
S\left(\mathcal{R}_{i j}\right)=\frac{\mathcal{A}\left(X_{\mathcal{R}_{i j}}\right)}{4 G} \tag{138}
\end{equation*}
$$

which is of course the Ryu-Takayanagi formula [4] for the static scenario.

Bearing in mind our considerations of segmented strings the slightly unusual parametrization provided by Eq. (138) of a well-known result yields some additional insight. Indeed, let us also recall our (131) formula

$$
\begin{equation*}
A_{\diamond}=L(\mathcal{A}(14)+\mathcal{A}(23)-\mathcal{A}(12)-\mathcal{A}(34)) \tag{139}
\end{equation*}
$$

for the area of the world sheet of a string segment where $\mathcal{A}(i j)$ is given by Eq. (132). Since according to Eq. (138) we have $S(i j)=\mathcal{A}(i j) / 4 G$ one obtains

$$
\begin{equation*}
\frac{A_{\diamond}}{4 G L}=S(14)+S(23)-S(12)-S(34) \tag{140}
\end{equation*}
$$

[^1]This result leads to a correspondence between the area formula for the world sheet of a string segment and a combination of entanglement entropies.

Now what is this combination of entanglement entropies showing up at the right-hand side of (140)? The combination featuring strong subadditivity (SSA) immediately jumps into ones mind. SSA is the statement that $S(14)+S(23)-$ $S(12)-S(34) \geq 0$ for regions $\mathcal{R}_{i j}$ with the restrictions $\mathcal{R}_{12}=\mathcal{R}_{14} \cup \mathcal{R}_{23}, \mathcal{R}_{34}=\mathcal{R}_{14} \cap \mathcal{R}_{23}$ lying on the same time slice. However, according to Fig. 6, now our regions are not lying on the same time slice. In any case if some version of this interpretation were consistent then by virtue of Eq. (140) the non-negativity of this quantity would be connected to the non-negativity of the area measured in units provided by $4 G L$.

In order to gain some insight into these issues and find such an interpretation let us recall that

$$
\begin{equation*}
x_{i} \cdot x_{i}=-t_{i}^{2}+x_{i}^{2}=-a_{i} \bar{a}_{i} \tag{141}
\end{equation*}
$$

Then for $x_{i}=0$ one has

$$
\begin{equation*}
\left(a_{i}, \bar{a}_{i}\right)=\left(t_{i}, t_{i}\right), \quad i=1,2,3,4 . \tag{142}
\end{equation*}
$$

Let us now consider the Minkowski lengths of the blue spacelike regions of Figs. 7 and 8 with the special points having coordinates as displayed in Eq. (142). Clearly the horizontal regions $\mathcal{R}_{i j}$ of Fig. 6 have length squares given by $\left(t_{i}-t_{j}\right)^{2}$. On the other hand using (141) both of the spacelike diagonal regions $\mathcal{R}_{d_{1}}$ and $\mathcal{R}_{d_{2}}$ have length squares $\left(t_{4}-t_{1}\right)\left(t_{2}-t_{3}\right)>0$ due to the fourth causal


FIG. 6. The boundary perspective of the string world sheet and the boundary regions hidden by minimal surfaces (red line segments) as seen from the bulk direction. The green line segment is the projection of the string world sheet segment. The red lines are the minimal surfaces homologous to the boundary regions; $\mathcal{R}_{12}, \mathcal{R}_{34}, \mathcal{R}_{23}, \mathcal{R}_{14}$. The corresponding causal diamonds (black) are also shown. For a 3D perspective see Fig. 4.
constraint of Sec. III B i.e., $t_{1}<t_{3}<t_{4}<t_{2}$. Moreover, the regularized areas for both of the minimal surfaces $X_{d_{1}}$ and $X_{d_{2}}$ (regularized lengths of geodesics) associated to these diagonals are
$\mathcal{A}\left(d_{j}\right):=\mathcal{A}\left(X_{d_{j}}\right)=L \log \left(\frac{\left(t_{4}-t_{1}\right)\left(t_{2}-t_{3}\right)}{\delta^{2}}\right), \quad j=1,2$.

Notice that both $\mathcal{R}_{d_{j}}$ and $X_{d_{j}}$ are on the same "boosted" spacelike hyperplanes $H_{j} j=1,2$ which are totally geodesic submanifolds of the Poincaré patch. For these submanifolds the notions of extremal surfaces and minimal surfaces showing up in the covariant version of the holographic entanglement entropy proposal coincide [7].

Now using Eq. (143) one can notice that just like in Eq. (139) the combination

$$
\begin{equation*}
A_{\diamond}=L\left(\mathcal{A}\left(d_{1}\right)+\mathcal{A}\left(d_{2}\right)-\mathcal{A}(12)-\mathcal{A}(34)\right) \tag{144}
\end{equation*}
$$

also gives the area of the world sheet of our string segment. A comparison of the boundary causal diamonds of Figs. 7 and 8 [answering the two different representations for the area $A_{\diamond}$ given by Eqs. (139) and (144)] reveals that both of them has the same intersection and union followed by causal completion.

However, the intersecting causal diamonds of Fig. 7 are also featuring a trapezoid showing up in [18] and in Fig. 10 in Ref. [19] used for checking the strong subadditivity for the covariant holographic entanglement entropy proposal [7]. In the general case this version of the proposal was proved by Wall [8] under the assumption of the null curvature condition which in our case is satisfied. The advantage of the occurrence of the trapezoid configuration is that in this case the three intervals $A, B, C$


FIG. 7. The parametrization of the vertices of the causal diamonds living on the boundary. It is the $z=0$ section of Fig. 4. The coordinates are light cone ones.


FIG. 8. The arrangement of causal diamonds of the boundary needed for establishing a relation between the area of the world sheet of a string segment and conditional mutual information of boundary subregions. The diamonds have the same intersection and union followed by causal completion as the ones of Fig. 7. The four blue lines in this case contain two diagonal ones corresponding to the new regions $\mathcal{R}_{d_{1}}$ and $\mathcal{R}_{d_{2}}$. They are featuring the trapezoid configuration of Fig. 9 and Eq. (144).
showing up in the SSA are adjacent, hence their unions $A B$, $B C$, and $A B C$ are also sensible. See Fig. 9. Since by [7] the entropy of such an interval is given by the shortest spacelike geodesic in the three-dimensional bulk connecting its endpoints subject to the homology condition the SSA interpretation of the combination on the right-hand side of (140) is legitimate. Notice also that in the notation of Fig. 8 the quantity of Eq. (140) is the conditional mutual information
$I(A, C \mid B)=S(A B)+S(A C)-S(A B C)-S(B)$.

Then we have our final result

$$
\begin{equation*}
I(A, C \mid B)=\frac{A_{\diamond}}{4 G L} \tag{146}
\end{equation*}
$$



FIG. 9. The trapezoid configuration living inside of Fig. 8. The top ( $B$ ) and bottom segments $(A B C)$ are the ones $\mathcal{R}_{34}$ and $\mathcal{R}_{12}$ of Fig. 6. However, the remaining segments $\mathcal{R}_{23}$ and $\mathcal{R}_{14}$ from Fig. 6 are replaced by $\mathcal{R}_{d_{1}}$ and $\mathcal{R}_{d_{2}}$ representing the diagonals $A B$ and $B C$ of the trapezoid.
i.e., the area formula for the world sheet of a string segment can indeed be holographically related to strong subadditivity for certain boundary subsystems showing up as components of a trapezoid configuration of Fig. 8.

## F. The area of the world sheet of a general string segment

In the following we would like to generalize Eq. (146) for general string segments. For this we have to consider further the extremal surfaces (spacelike geodesics) homologous to boosted time slices. In order to do this we rewrite Eq. (19), bearing in mind equation (20), in the following form:

$$
\begin{equation*}
z^{2}+\frac{4 r^{2}}{\left(\Delta_{t}\right)^{2}}\left(x-x_{0}\right)^{2}=r^{2}, \quad t=\frac{\Delta_{x}}{\Delta_{t}}\left(x-x_{0}\right)+t_{0} \tag{147}
\end{equation*}
$$

Hence the parametric equations of the extremal surfaces (half ellipses) are

$$
\left.\begin{array}{l}
z=r \cos \Theta  \tag{148}\\
x=\frac{1}{2} \Delta_{t} \sin \Theta+x_{0} \\
t=\frac{1}{2} \Delta_{x} \sin \Theta+t_{0}
\end{array}\right\}
$$

By calculating the induced metric and integrating it with respect to $z$ between the cutoff $\delta$ and $r$ the area of the extremal surface (the regularized length of the geodesic) is given by [see also Eq. (C15) for a more general calculation]

$$
\begin{align*}
\mathcal{A}(i j) & =2 L \log \frac{2 r_{i j}}{\delta} \\
& =L \log \frac{L^{2}}{\delta^{2}}\left\{\left(\frac{p_{i}^{0}}{p_{i}^{-}}-\frac{p_{j}^{0}}{p_{j}^{-}}\right)^{2}-\left(\frac{p_{i}^{2}}{p_{i}^{-}}-\frac{p_{j}^{2}}{p_{j}^{-}}\right)^{2}\right\} \tag{149}
\end{align*}
$$

This gives back our previous (133) formula in the $x=0$ case.

One can rewrite this result by using the spinor formalism reviewed in Appendix A. Then instead of the four vector $p^{\mu}$ we have the $2 \times 2$ matrix

$$
\mathcal{P}=\left(\begin{array}{cc}
p^{1}+p^{-1} & p^{0}+p^{2}  \tag{150}\\
p^{0}-p^{2} & p^{1}-p^{-1}
\end{array}\right)=\left(\begin{array}{cc}
p^{+} & p \\
\bar{p} & p^{-}
\end{array}\right)
$$

Since $\operatorname{det}(\mathcal{P})=-p^{2}=0$ we can write $\mathcal{P}$ in the following form:

$$
\mathcal{P}=L \lambda^{T} \otimes \tilde{\lambda}=L\left(\begin{array}{ll}
\lambda^{1} \tilde{\lambda}^{1} & \lambda^{1} \tilde{\lambda}^{2}  \tag{151}\\
\lambda^{2} \tilde{\lambda}^{1} & \lambda^{2} \tilde{\lambda}^{2}
\end{array}\right)=\lambda^{2} \tilde{\lambda}^{2}\left(\begin{array}{cc}
\overline{a^{\lambda}} a / L & a \\
\bar{a} & L
\end{array}\right),
$$

where $\lambda$ is the row vector $\left(\lambda^{1}, \lambda^{2}\right)$. We call $\lambda^{a}$ as a leftmoving, $\tilde{\lambda}^{\dot{a}}$ as a right-moving spinor. Then we have

$$
\begin{equation*}
\frac{a}{L}=\frac{\lambda^{1}}{\lambda^{2}}=\frac{p}{p^{-}}, \quad \frac{\bar{a}}{L}=\frac{\widetilde{\lambda^{1}}}{\widetilde{\lambda^{2}}}=\frac{\bar{p}}{p^{-}} \tag{152}
\end{equation*}
$$

Using the spinor notation the radius $r_{i j}$ in terms of spinor variables of the null vectors $p_{i}$ and $p_{j}$ is

$$
\begin{equation*}
r_{i j}^{2}=\frac{L^{2}}{4}\left(\frac{\lambda_{i}^{1}}{\lambda_{i}^{2}}-\frac{\lambda_{j}^{1}}{\lambda_{j}^{2}}\right)\left(\frac{\tilde{\lambda}_{i}^{1}}{\tilde{\lambda}_{i}^{2}}-\frac{\tilde{\lambda}_{j}^{1}}{\tilde{\lambda}_{j}^{2}}\right) \tag{153}
\end{equation*}
$$

Therefore the area of the surface defined by the null vectors $p_{i}$ and $p_{j}$ is

$$
\begin{align*}
\mathcal{A}(i j) & =L \log \frac{L}{\delta}\left(\frac{\lambda_{i}^{1}}{\lambda_{i}^{2}}-\frac{\lambda_{j}^{1}}{\lambda_{j}^{2}}\right)+L \log \frac{L}{\delta}\left(\frac{\tilde{\lambda}_{i}^{1}}{\tilde{\lambda}_{i}^{2}}-\frac{\tilde{\lambda}_{j}^{1}}{\tilde{\lambda}_{j}^{2}}\right) \\
& =L \log \frac{1}{\delta}\left|a_{i}-a_{j}\right|+L \log \frac{1}{\delta}\left|\bar{a}_{i}-\bar{a}_{j}\right| \tag{154}
\end{align*}
$$

which gives back our previous result for the case of $x=$ const. Notice that the left- and right-moving parts separate, namely one can write $\mathcal{A}(i j)=\mathcal{A}^{L}(i j)+\mathcal{A}^{R}(i j)$.

It is important to note that the $\operatorname{SO}(2,2)$ symmetry of the $\mathrm{AdS}_{3}$ space splits up to an $S L(2)_{L} \times S L(2)_{R}$ symmetry in the spinor formalism where $S L_{L}(2)$ acts on $\lambda$ and the other acts on $\tilde{\lambda}$ respectively. An $S L(2)$ transformation of that kind can be written in the form

$$
\binom{\lambda^{\prime 1}}{\lambda^{\prime 2}}=\left(\begin{array}{ll}
\alpha & \beta  \tag{155}\\
\gamma & \delta
\end{array}\right)\binom{\lambda^{1}}{\lambda^{2}}, \quad \alpha \delta-\beta \gamma=1
$$

Hence, $a$ transforms as

$$
\begin{equation*}
a^{\prime}=L \frac{\frac{\alpha}{L} a+\beta}{\frac{\gamma}{L} a+\delta} \tag{156}
\end{equation*}
$$

which is a Möbius transformation. The same holds for $\bar{a}_{i}$. Therefore, the $S O(2,2)$ symmetries generate Möbius transformations of the coordinates $a$ and $\bar{a}$. In Sec. III C. we have also seen that these coordinates are arising as the projections of the edges of the world sheet of the string segment via null geodesics, i.e., light rays. These observations make it possible to elucidate the holographic meaning of $\mathcal{A}_{\diamond}$ in the most general context, the task we turn to in the next section.

## G. General string segments and entropies

We have seen that the area of a string segment defined by the null vectors $p_{1}, p_{2}, p_{3}, p_{4}$ in general is given by

$$
\begin{equation*}
A_{\diamond}=L^{2} \log \left[\frac{\left(p_{1}-p_{4}\right)^{2}}{\left(p_{1}+p_{2}\right)^{2}}\right]^{2}=L^{2} \log \frac{\left(p_{1}-p_{4}\right)^{2}\left(p_{2}-p_{3}\right)^{2}}{\left(p_{1}+p_{2}\right)^{2}\left(p_{3}+p_{4}\right)^{2}} \tag{157}
\end{equation*}
$$

which is $S O(2,2)$ invariant therefore it holds for any arbitrary patch arrangement.

In order to gain some additional insight into the structure of this formula one can rewrite it using the spinor formalism of the previous section. Let us consider again the (150) matrix $\mathcal{P}$ associated to a null vector $p^{\mu}$ and its (151) decomposition. Let us moreover define the following inner products:

$$
\begin{equation*}
\langle\lambda, \chi\rangle=\lambda^{T} \epsilon \chi, \quad[\tilde{\lambda}, \tilde{\chi}]=\tilde{\lambda}^{T} \epsilon \tilde{\chi} \tag{158}
\end{equation*}
$$

The patch area can then be written as

$$
\begin{equation*}
A_{\diamond}=L^{2} \log \left(\frac{\left\langle\lambda_{1}, \lambda_{4}\right\rangle\left[\tilde{\lambda}_{1}, \tilde{\lambda}_{4}\right]}{\left\langle\lambda_{1}, \lambda_{2}\right\rangle\left[\tilde{\lambda}_{1}, \tilde{\lambda}_{2}\right]}\right)^{2} \tag{159}
\end{equation*}
$$

Using the constraint $p_{1}+p_{2}=p_{3}+p_{4}$ and that $p_{i}^{2}=0$ the patch area can be written in the form,
$A_{\diamond}=L^{2} \log \left|\frac{\left\langle\lambda_{1}, \lambda_{4}\right\rangle\left\langle\lambda_{2}, \lambda_{3}\right\rangle}{\left\langle\lambda_{1}, \lambda_{2}\right\rangle\left\langle\lambda_{3}, \lambda_{4}\right\rangle}\right|+L^{2} \log \left|\frac{\left[\tilde{\lambda}_{1}, \tilde{\lambda}_{4}\right]\left[\tilde{\lambda}_{2}, \tilde{\lambda}_{3}\right]}{\left[\tilde{\lambda}_{1}, \tilde{\lambda}_{2}\right]\left[\tilde{\lambda}_{3}, \tilde{\lambda}_{4}\right]}\right|$,
where the lower index indicates the label of the given null vector. Using the definition of the spinor inner products and dividing the numerator and the denominator by $\lambda_{1}^{2} \lambda_{2}^{2} \lambda_{3}^{2} \lambda_{4}^{2}$ and $\tilde{\lambda}_{1}^{1} \tilde{\lambda}_{2}^{1} \tilde{\lambda}_{3}^{1} \tilde{\lambda}_{4}^{1}$ in the first and the second term, respectively, the patch area is

$$
\begin{align*}
A_{\diamond}= & L^{2} \log \left|\frac{\left(a_{1}-a_{4}\right)\left(a_{2}-a_{3}\right)}{\left(a_{1}-a_{2}\right)\left(a_{3}-a_{4}\right)}\right| \\
& +L^{2} \log \left|\frac{\left(\tilde{a}_{1}-\tilde{a}_{4}\right)\left(\tilde{a}_{2}-\tilde{a}_{3}\right)}{\left(\tilde{a}_{1}-\tilde{a}_{2}\right)\left(\tilde{a}_{3}-\tilde{a}_{4}\right)}\right|, \tag{161}
\end{align*}
$$

where as usual Eq. (152) holds. Notice that the left and right terms again separate.

Now it is easy to see that in the general $\mathrm{AdS}_{3}$ case the string patch area $A_{\diamond}$ is connected to the areas of the extremal surfaces via

$$
\begin{equation*}
A_{\diamond}=L(\mathcal{A}(14)+\mathcal{A}(23)-\mathcal{A}(34)-\mathcal{A}(12)) \tag{162}
\end{equation*}
$$

As in the previously discussed special case this result can be recast in a form elucidating the connection between string segments and CFT entanglement

$$
\begin{equation*}
\frac{A_{\diamond}}{4 G L}=S(14)+S(23)-S(34)-S(12) \tag{163}
\end{equation*}
$$

Therefore, the duality between the extremal surfaces, string segments and boundary subsystems holds in general.

We also remark that due to the conditions

$$
\begin{align*}
& p_{1} \cdot V_{2}=p_{1} \cdot V_{1}=0, \quad p_{2} \cdot V_{3}=p_{2} \cdot V_{2}=0  \tag{164}\\
& p_{3} \cdot V_{3}=p_{3} \cdot V_{4}=0, \quad p_{4} \cdot V_{4}=p_{4} \cdot V_{1}=0 \tag{165}
\end{align*}
$$

the tips of the world sheet of the segment lie on the extremal surfaces in the general case as well. Moreover, thanks to the separation of left and right components our dualities hold between the two pieces separately.

In order to obtain another justification for our formula between areas of world sheets and combinations of entanglement entropies for general configurations we can also proceed as follows. Consider a spacelike CFT interval which is giving rise to the causal diamond whose past and future tips are $\left(t_{i}, x_{i}\right)$ and $\left(t_{j}, x_{j}\right)$. Define $\left(a_{i}, \bar{a}_{i}\right)=\left(t_{i}+\right.$ $\left.x_{i}, t_{i}-x_{i}\right)$ and $\left(a_{j}, \bar{a}_{j}\right)=\left(t_{j}+t_{j}, x_{j}-x_{j}\right)$. The boundary causal diamond is bordered by two null cones defined by the equations $p_{i} \cdot X=p_{j} \cdot X=0$. Therefore the coordinates $x_{i}, t_{i}, x_{j}, t_{j}$ can be expressed as $t_{i}=\frac{p_{i}^{0}}{p_{i}^{-}}, x_{i}=\frac{p_{i}^{2}}{p_{i}^{-}}$First, if we assume that $x_{i}=x_{j}=0$ then $a_{i}=\bar{a}_{i}=t_{i}$ and $a_{j}=$ $\bar{a}_{j}=t_{j}$ and the entanglement entropy of the CFT subsystem is

$$
\begin{align*}
S(i j) & =\frac{c}{6} \log \frac{\left|a_{i}-a_{j}\right|}{\delta}+\frac{c}{6} \log \frac{\left|\bar{a}_{i}-\bar{a}_{j}\right|}{\delta}=\frac{c}{3} \log \frac{\left|a_{i}-a_{j}\right|}{\delta} \\
& =\frac{c}{3} \log \frac{\left|t_{i}-t_{j}\right|}{\delta} . \tag{166}
\end{align*}
$$

This formula transforms [9] under the maps $z \rightarrow f(z)$, $\bar{z} \rightarrow \bar{f}(\bar{z})$ as
$S(i j)=\frac{c}{12} \log \frac{\left(f\left(a_{i}\right)-f\left(a_{j}\right)\right)^{2}}{\delta^{2} f^{\prime}\left(a_{i}\right) f^{\prime}\left(a_{j}\right)}+\frac{c}{12} \log \frac{\left(\bar{f}\left(\overline{a_{i}}\right)-\bar{f}\left(\overline{a_{j}}\right)\right)^{2}}{\delta^{2} \bar{f}^{\prime}\left(\overline{a_{i}}\right) \bar{f}^{\prime}\left(\overline{a_{j}}\right)}$
$S O(2,2)$ transformations of the $\mathrm{AdS}_{3}$ space generate global conformal transformations of the form $a_{i} \rightarrow \frac{a a_{i}+b}{c a_{i}+d}, a d-$ $b c=1$ and $\overline{a_{i}} \rightarrow \frac{\bar{a} \overline{a_{i}}+\bar{b}}{\bar{c} \overline{a_{i}}+\bar{d}}, \bar{a} \bar{d}-\bar{b} \bar{c}=1$ and similarly for $a_{j}, \bar{a}_{j}$ in the asymptotic limit. It can be easily shown, that $S$ is invariant under these maps. Then any general causal diamond can be transformed into a special case $x_{i}=x_{j}=0$ by a pair of conformal transformations. Therefore, the entanglement entropy of a generally aligned CFT subsystem is given by

$$
\begin{equation*}
S(i j)=\frac{c}{6} \log \frac{\left|a_{i}-a_{j}\right|}{\delta}+\frac{c}{6} \log \frac{\left|\bar{a}_{i}-\bar{a}_{j}\right|}{\delta} \tag{168}
\end{equation*}
$$

where Eq. (152) holds and the null vectors $p_{i}$ and $p_{j}$ define the usual null cones in the Poincare patch and their projections to the boundary. Hence, formula (163) between the area of a string segment stretched by the null vectors $p_{1}$, $p_{2}, p_{3}, p_{4}$ and the entanglement entropies of the corresponding subsystems holds for any string segment with arbitrary normal vector. This gives us the opportunity to build up any string solution from small segments whose geometry is captured by the entanglement of timelike separated CFT subsystems.

## H. The physical meaning of trapezoids related to string world sheets

Clearly our general result displayed in Eq. (163) can also be given a quantum information theoretic meaning. This can be seen via repeating the argument we made in Sec. III E. This time one has to use a generalized trapezoid configuration with the corresponding set of points $\left(a_{i}, \bar{a}_{i}\right)$ lying on a hyperboloid rather than on a line. See the rightmost part of Fig. 5. The net result then will be of the same form as the one of Eq. (146). Namely, we will have in this most general case a nice correspondence between the area of the string world sheet segment and the conditional mutual information calculated for the subsystems featuring a distorted trapezoid i.e., a distortion of the one of Fig. 9.

Providing the basic mathematical objects for relating world sheets of the bulk to quantum information theoretic quantities of the boundary, it is worth exploring the physical meaning of these trapezoids as objects connected to segmented strings. In order to shed some light on the meaning of trapezoids we use the helicity formalism briefly summarized in Appendix A. Since the points of the trapezoids are lying on spacelike lines or hyperbolas which are dual to the timelike ones related to systems of inertial and noninertial observers, we first turn to a Theorem encapsulating a generalization of the reality conditions of Eqs. (84) and (85).

## 1. Spacelike duals of timelike lines and hyperbolas

Let us consider the following Theorem ${ }^{2}$
Theorem 1. For a set of distinct points $\left(a_{i}, \bar{a}_{i}\right), i=1,3,4$ and $(a, \bar{a})$ in $\mathbb{R}^{1,1}$ satisfying the (75) conditions with $\left(a_{2}, \bar{a}_{2}\right) \equiv(a, \bar{a})$ let us define

$$
\begin{align*}
& \zeta:=\frac{\left(a_{3}-a_{1}\right)\left(a-a_{4}\right)}{\left(a-a_{1}\right)\left(a_{4}-a_{3}\right)}>0, \\
& \bar{\zeta}:=\frac{\left(\bar{a}_{3}-\bar{a}_{1}\right)\left(\bar{a}-\bar{a}_{4}\right)}{\left(\bar{a}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)}>0 \tag{169}
\end{align*}
$$

then $\zeta=\bar{\zeta}$ if and only if

$$
\begin{equation*}
N \cdot Z=0 \tag{170}
\end{equation*}
$$

Here $Z, N \in \mathbb{R}^{2,2}$ are null and spacelike vectors with their components written in the helicity formalism as

$$
\begin{align*}
& \mathcal{Z}:=z^{T} \otimes \bar{z}=\left(\begin{array}{ll}
a \bar{a} & L a \\
L \bar{a} & L^{2}
\end{array}\right), \\
& \mathcal{N}:=\psi_{1}^{T} \otimes \bar{\psi}_{4}-\psi_{4}^{T} \otimes \bar{\psi}_{1}=\left(\begin{array}{cc}
N^{+} & N \\
\bar{N} & N^{-}
\end{array}\right) . \tag{171}
\end{align*}
$$

[^2]Notice that here $\mathcal{N}$ is the matrix analogue of the normal vector $N$ of the string world sheet segment familiar from Eq. (113). The explicit form for the components of $\psi_{1}$ and $\psi_{4}$ can be written as
$\psi_{1}=\frac{1}{\sqrt{\mathcal{D}}}\left(a_{4}-a_{3}\right) z_{1}, \quad \psi_{4}=\frac{1}{\sqrt{\mathcal{D}}}\left(a_{3}-a_{1}\right) z_{4}$,
$\bar{\psi}_{1}=\frac{1}{\sqrt{\overline{\mathcal{D}}}}\left(\bar{a}_{4}-\bar{a}_{3}\right) \bar{z}_{1}, \quad \bar{\psi}_{4}=\frac{1}{\sqrt{\overline{\mathcal{D}}}}\left(\bar{a}_{3}-\bar{a}_{1}\right) \bar{z}_{4}$,
where we have the row vectors

$$
\begin{equation*}
z_{i}=\left(a_{i}, L\right), \quad \bar{z}_{i}=\left(\bar{a}_{i}, L\right), \quad i=1,4 \tag{174}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathcal{D}=\left(a_{4}-a_{1}\right)\left(a_{3}-a_{1}\right)\left(a_{4}-a_{3}\right)>0 \\
& \overline{\mathcal{D}}=\left(\bar{a}_{4}-\bar{a}_{1}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)>0 \tag{175}
\end{align*}
$$

The Theorem states that a sufficient and necessary condition for the "reality" condition $\zeta=\bar{\zeta}$ for the $\mathbb{R}^{1,1}$ cross ratios to hold is the orthogonality condition $N \cdot Z=0$ for the null and spacelike vectors $Z, N \in \mathbb{R}^{2,2}$. But our condition $N \cdot Z=0$ is precisely the familiar one of Eqs. (73) and (78) which is defining our lines and hyperbolas in the boundary. The coordinates of the three points [this time $\left(a_{i}, \bar{a}_{i}\right)$ with $i=1,3,4$ ] characterize a line or a hyperbola. This data is encapsulated in the vector $\mathcal{N}$ in the helicity representation. One can regard the fourth point $(a, \bar{a})$ as a one moving on the particular line or hyperbola determined by $\mathcal{N}$. The Theorem shows that a sufficient and necessary condition of these four points to be related to events on world lines of inertial observers or ones moving with constant acceleration is the reality condition for cross ratios. In Sec. III C. we have already given half of the proof of this theorem. For a full short proof see Appendix A. It is also important to realize that our reality condition is related to momentum conservation for segmented strings, see Eq. (120).

In order to obtain insight on trapezoids we have to consider an important generalization to Theorem 1. Notice that Theorem 1 can easily be generalized even for the case when one is replacing the (75) causality constraint for a set of four points $\left(b_{i}, \bar{b}_{i}\right)$ satisfying

$$
\begin{equation*}
b_{1}<b_{3}<b_{4}<b_{2}, \quad \bar{b}_{1}>\bar{b}_{3}>\bar{b}_{4}>\bar{b}_{2} \tag{176}
\end{equation*}
$$

i.e., when the left moving coordinates have a reversed causal ordering. A particularly important realization of this physical situation is given by the choice

$$
\begin{array}{ll}
\left(b_{1}, \bar{b}_{1}\right)=\left(a_{1}, \bar{a}_{2}\right), & \left(b_{2}, \bar{b}_{2}\right)=\left(a_{2}, \bar{a}_{1}\right), \\
\left(b_{3}, \bar{b}_{3}\right)=\left(a_{3}, \bar{a}_{4}\right), & \left(b_{4}, \bar{b}_{4}\right)=\left(a_{4}, \bar{a}_{3}\right), \tag{177}
\end{array}
$$

corresponding to the four points of our trapezoid labeled from left to to right (see Fig. 9).

Now it is easy to see that reality condition $\zeta=\bar{\zeta}$ is still satisfied. Then from (109)-(112) one can see that under the replacement $\left(a_{i}, \bar{a}_{i}\right) \mapsto\left(b_{i}, \bar{b}_{i}\right)$ and $N \mapsto M$ (with the sign under the square root changed) our Theorem still holds. It is crucial now to realize that in this new case one has $M \cdot M<0$, i.e., now the $M \in \mathbb{R}^{2,2}$ vector is timelike. Notably one can also choose $M \in \mathrm{AdS}_{3}$ i.e., $M \cdot M=-L^{2}$. Then in this dual situation the spacelike lines and hyperbolas are having spacelike tangent vectors. Hence, the events represented by points of our trapezoids are characterized by the geometric property of either being localized on spacelike lines or spacelike hyperbolas. This dual situation clearly describes the spacelike analog of the previous timelike case.

To verify this claim with an explicit calculation let us consider

$$
\begin{align*}
& \psi_{1}^{\prime}=\frac{1}{\sqrt{\mathcal{D}^{\prime}}}\left(b_{4}-b_{3}\right) z_{1}^{\prime}, \quad \psi_{2}^{\prime}=\frac{1}{\sqrt{\mathcal{D}^{\prime}}}\left(b_{3}-b_{1}\right) z_{4}^{\prime},  \tag{178}\\
& \bar{\psi}_{1}^{\prime}=\frac{1}{\sqrt{-\overline{\mathcal{D}}^{\prime}}}\left(\bar{b}_{4}-\bar{b}_{3}\right) \bar{z}_{1}^{\prime}, \quad \bar{\psi}_{2}^{\prime}=\frac{1}{\sqrt{-\overline{\mathcal{D}}^{\prime}}}\left(\bar{b}_{3}-\bar{b}_{1}\right) \bar{z}_{4}^{\prime}, \tag{179}
\end{align*}
$$

where

$$
\begin{equation*}
z_{i}^{\prime}=\left(b_{i}, L\right), \quad \bar{z}_{i}^{\prime}=\left(\bar{b}_{i}, L\right), \quad i=1,4 \tag{180}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathcal{D}^{\prime}=\left(b_{4}-b_{1}\right)\left(b_{3}-b_{1}\right)\left(b_{4}-b_{3}\right)>0, \\
& \overline{\mathcal{D}}^{\prime}=\left(\bar{b}_{4}-\bar{b}_{1}\right)\left(\bar{b}_{3}-\bar{b}_{1}\right)\left(\bar{b}_{4}-\bar{b}_{3}\right)<0 . \tag{181}
\end{align*}
$$

Clearly by virtue of Eq. (177) one can express these in terms of the original coordinates, and then we have $\psi_{1}^{\prime}=\psi_{1}$ and $\psi_{2}^{\prime}=\psi_{2}$, however
$\bar{\psi}_{1}^{\prime}=\frac{1}{\sqrt{-\overline{\mathcal{D}}^{\prime}}}\left(\bar{a}_{3}-\bar{a}_{4}\right) \bar{z}_{2}, \quad \bar{\psi}_{2}^{\prime}=\frac{1}{\sqrt{-\overline{\mathcal{D}}^{\prime}}}\left(\bar{a}_{4}-\bar{a}_{2}\right) \bar{z}_{3}$.

Now the image of the $N \mapsto M(\mathcal{N} \mapsto \mathcal{M})$ transformation can be described as follows:

$$
\begin{equation*}
\mathcal{M}=\psi_{1}^{T} \otimes \bar{\psi}_{2}^{\prime}-\psi_{2}^{T} \otimes \bar{\psi}_{1}^{\prime} \tag{183}
\end{equation*}
$$

We would like to express this quantity in terms of some familiar quantities related to segmented strings. One can show that

$$
\begin{equation*}
\mathcal{M}=\sqrt{\frac{1+\zeta^{2}}{\zeta^{2}}} \frac{1}{2}\left(\mathcal{V}_{3}-\mathcal{V}_{1}\right) \tag{184}
\end{equation*}
$$

Since the overall normalization is meaningless it is the bulk vector $V_{3}-V_{1}$ which determines the boundary hyperbola on which the events corresponding to the points of our trapezoid are located. As we already know these vectors are the ones showing up in the (105)-(108) list of points comprising the vertices of a world sheet in $\mathrm{AdS}_{3}$. The vector defining the trapezoid configuration is the one pointing from the initial point $V_{1}$ to the opposite one $V_{3}$ along the diagonal of the sheet. Notice that though the normalized vector $M$ is a vector lying in $\mathrm{AdS}_{3}$, however it is easy to see that it is not lying on the world sheet itself.

To put things into a physical context it is worth considering the simplest situation of illustrative value. It is the case where the four points representing the future and past tips of the causal diamonds are located on the $t$-axis symmetrically to the $x$-axis. (See the left-hand side of Fig. 5 modified appropriately.)

$$
\begin{equation*}
t_{1}=-t_{2}, t_{3}=-t_{4} . \tag{185}
\end{equation*}
$$

Then we have

$$
\mathcal{M}=\frac{t_{2}-t_{4}}{t_{2}+t_{4}}\left(\begin{array}{cc}
0 & -L  \tag{186}\\
-L & 0
\end{array}\right) .
$$

This means that the $\mathrm{AdS}_{3}$ vector $M^{a}$ determines a line in the boundary, namely the one with equation $a+\bar{a}=0$ i.e., $t=0$, that is the $x$-axis. Hence, the four points in this case are localized on the $x$-axis.

## 2. Flow lines for trapezoid points and the modular flow

The upshot of these considerations is the following. We have a CFT on $\mathbb{R}^{1,1}$ and we consider the vacuum state of this CFT. Then we choose a causal diamond $\mathbf{D}$ with the
future and past tips of it given by the light cone coordinates $\left(a_{2}, \bar{a}_{2}\right)$ and $\left(a_{1}, \bar{a}_{1}\right)$. In a special case (which we can always obtain by performing a conformal transformation) for an $R \in \mathbb{R}^{+}$one can have $\left(a_{2}, \bar{a}_{2}\right)=(R, R)$ and $\left(a_{1}, \bar{a}_{1}\right)=(-R,-R)$ i.e., in $(t, x)$ coordinates we have $x_{2}^{\mu}=(R, 0)$ for the future tip and $x_{1}^{\mu}=(-R, 0)$ for the past one. This is the Universe of an inertial observer with a finite life time $2 R$. This lifetime can be regarded as the proper time measured by the observer. $\mathbf{D}$ is the region of events with which the observer can exchange signals in his/her lifetime via sending signals and receiving response [24].

Then one can consider a Cauchy slice of $\mathbf{D}$, e.g., one can choose the following part of the $x$ axis: $\mathcal{R}=[-R, R] \subset \mathbb{R}$. If we integrate out the degrees of freedom in the complement $\overline{\mathcal{R}}$ we are left with the reduced density matrix $\rho$ describing the remaining degrees of freedom in $\mathcal{R}$. The entanglement entropy across the two end points of the interval, which is an $S^{0}=\mathbb{Z}_{2}$, is our von Neumann entropy $S(\mathcal{R})$. The reduced density matrix can be expressed as $\rho=e^{-H}$ where $H$ is the modular Hamiltonian known from axiomatic quantum field theory [25]. The unitary operator $U(s)=e^{-s H}$ generates a symmetry (a flow called the modular flow) of the Universe based on $\mathbf{D}$. This means that the symmetry transforms the algebra $\mathcal{A}$ of observables of $\mathbf{D}$ into itself.
$H$ is generically a nonlocal operator, but it is known that for the diamond $\mathbf{D}$ it is a local one [26,27]. This can be proved by starting from the Rindler wedge $\mathbf{W}$ where the modular Hamiltonian is known to be a local operator which is just a representation of the usual Lorentz boost [28]. Then one can employ the well-known map [26,27] from W to $\mathbf{D}$ and obtain the local modular Hamiltonian for $\mathbf{D}$. What we need in the following is merely the explicit form [27] of the modular flow on $\mathbf{D}$ starting from a point $(a, \bar{a})=(a(0), \bar{a}(0))$. It is given by the formula

$$
\begin{equation*}
a(s)=R \frac{(R+a)-e^{-2 \pi s}(R-a)}{(R+a)+e^{-2 \pi s}(R-a)}, \quad \bar{a}(s)=-R \frac{(R-\bar{a})-e^{2 \pi s}(R+\bar{a})}{(R-\bar{a})+e^{2 \pi s}(R+\bar{a})} . \tag{187}
\end{equation*}
$$

Indeed, we have $(a(-\infty), \bar{a}(-\infty))=\left(a_{1}, \overline{a_{1}}\right)$ and $(a(\infty), \bar{a}(\infty))=\left(a_{2}, \overline{a_{2}}\right)$. Alternatively one can write $(a=t+x, \bar{a}=t-x)$

$$
\begin{align*}
& t(s)=R \frac{\left(R^{2}+t^{2}-x^{2}\right) \sinh (2 \pi s)+2 R t \cosh (2 \pi s)}{\left(R^{2}-t^{2}+x^{2}\right)+\left(R^{2}+t^{2}-x^{2}\right) \cosh (2 \pi s)+2 R t \sinh (2 \pi s)},  \tag{188}\\
& x(s)=R \frac{2 R x}{\left(R^{2}-t^{2}+x^{2}\right)+\left(R^{2}+t^{2}-x^{2}\right) \cosh (2 \pi s)+2 R t \sinh (2 \pi s)} . \tag{189}
\end{align*}
$$

Now we wish to show that the flow lines of the modular flow give the accelerated and inertial frames of reference we used in Sec. III C. There we demonstrated that a connection exist between the world lines of such observers and the world sheets of string segments.

In order to do this we recall that the accelerated frames of reference fitting into the causal diamond $\mathbf{D}$ exhibiting hyperbolic motion, in proper time parametrization, should have the form

$$
\begin{equation*}
t(\tau)=\frac{1}{g} \sinh (g \tau), \quad x(\tau)=\frac{1}{g} \cosh (g \tau)+x_{0} \tag{190}
\end{equation*}
$$

where $g$ is the acceleration. $g$ and $\tau$ have to be subjected to some constraints to be specified below. In order to identify these constraints we use the boundary conditions that at $\tau=0$ and $s=0$ the two different parametrizations, namely (189) and (190) match [24]. This means that ${ }^{3}$

$$
\begin{equation*}
x(0)=x:=\frac{1}{g}+x_{0}, \quad t(0)=t:=t_{0}=0 \tag{191}
\end{equation*}
$$

An accelerated observer in the diamond universe $\mathbf{D}$ is having a finite lifetime $2 \tau_{0}$ i.e., $-\tau_{0} \leq \tau \leq \tau_{0}$. Since we should have $t\left(\tau_{0}\right)=R$ and $x\left(\tau_{0}\right)=0$ we get using (190)

$$
\begin{equation*}
g R=\sinh \left(g \tau_{0}\right), \quad g x_{0}=-\cosh \left(g \tau_{0}\right) \tag{192}
\end{equation*}
$$

Combining this with Eq. (191) one gets
$(g R)^{2}-(g x)^{2}=-2(g x), \quad(g R)^{2}+(g x)^{2}=2\left(g x_{0}\right)(g x)$.

Since we have $t=0$ in Eq. (189) we get using (193)
$t(s)=R \frac{\sinh (2 \pi s)}{\cosh (2 \pi s)-g x_{0}}, \quad x(s)=R \frac{g R}{g x_{0}-\cosh (2 \pi s)}$.

Hence, we see that

$$
\begin{equation*}
\left(x(s)-x_{0}\right)^{2}-t(s)^{2}=\frac{1}{g^{2}} \tag{195}
\end{equation*}
$$

This is of the (78) form hence now one can finally make contact with the results of Sec. III C. as

$$
\begin{align*}
\varrho^{2} & =\frac{1}{g^{2}}, \quad a_{0}=-\bar{a}_{0}=x_{0} \\
\left(a_{1}, \bar{a}_{1}\right) & =(-R,-R), \quad\left(a_{2}, \bar{a}_{2}\right)=(R, R) . \tag{196}
\end{align*}
$$

These are quantities that can be expressed in terms of the components of the normal vector of the string world sheet as displayed in Eqs. (79) and (109)-(112). (In order to fit our data to the diamond universe $\mathbf{D}$ it is worth rewriting the components of the normal vector $N$ in terms of $\left(a_{i}, \bar{a}_{i}\right)$ with $i=1,2,4$ rather than with the ones of Sec. III C, namely $i=1,3,4$.$) In this case we also have the formulas$

[^3]$x_{0}=\frac{R^{2}-a_{4} \bar{a}_{4}}{a_{4}-\bar{a}_{4}}, \quad g=\sqrt{\frac{\left(a_{4}-\bar{a}_{4}\right)^{2}}{\left(R^{2}-a_{4}^{2}\right)\left(R^{2}-\bar{a}_{4}^{2}\right)}}$.
Of course these expressions for $x_{0}$ and $g$ work for any point on the world line of the accelerated observable.

In order to get back to trapezoids notice that one can write (194) in the form

$$
\begin{align*}
& t(u, v)=R \frac{\sinh (v)}{\cosh (v)+\cosh (u)} \\
& x(u, v)=R \frac{\sinh (u)}{\cosh (v)+\cosh (u)} \tag{198}
\end{align*}
$$

where $v=2 \pi s$ and $u=-g \tau_{0}$. We see that the tips of the causal diamonds in the boundary are on the modular curve with $u$ fixed. The parameter $v$ changes along the modular curve which is a timelike hyperbola representing an accelerating observer in $\mathbf{D}$. The four tips are related to the four edges of the string world sheet segment in the bulk. These four tips are parametrized as $\left(a_{i}, \bar{a}_{i}\right)$ with $i=1,2,3$, 4 in the boundary.

However, we also have another set of hyperbola. These are parametrized according to Eq. (176) i.e., $\left(b_{i}, \bar{b}_{i}\right)$ with $i=1,2,3,4$. These four points give rise to the trapezoid configurations where the subsystems needed for establishing a connection with conditional mutual informations live. From Eq. (198) we also see that these dual hyperbolas are the ones with $v$ fixed. Since $g R=-\sinh u$ the change in the parameter $u$ maps worldlines of observers with different acceleration. Comparing Figs. 7 and 8 one can see that in both of these dual two cases one has two intersecting causal diamonds with intersections and causal completions being the same. However, in the first case the diamonds are timelike separated in the second they are spacelike separated.

In closing this section one can take this line of reasoning one step further. For the diamond universe characterized by $R$ one can also write

$$
\begin{align*}
t_{i} \pm x_{i} & =R \frac{\sinh v_{i} \pm \sinh u}{\cosh v_{i}+\cosh u}=R \tanh \left(\frac{v_{i} \pm u}{2}\right) \\
i & =1,2,3,4 \tag{199}
\end{align*}
$$

with $v_{1}=-\infty$ and $v_{2}=\infty$ corresponding to the (196) tips of the diamond. Then it is instructive to introduce

$$
\begin{equation*}
v_{i}:=\tilde{\tau}_{i} / R, \quad i=1,2,3,4 . \tag{200}
\end{equation*}
$$

On the other hand one can recall that since the four points are on the same hyperbola and for this hyperbola we have

$$
\begin{equation*}
\sinh u=-g R, \tag{201}
\end{equation*}
$$

where $g$ is the constant acceleration characterizing the relevant hyperbolic motion. Using now the reality condition for cross ratios and Eq. (161) one gets

$$
\begin{equation*}
e^{A_{\circ} / 2 L^{2}}=\frac{\left(a_{4}-a_{1}\right)\left(a_{2}-a_{3}\right)}{\left(a_{2}-a_{1}\right)\left(a_{4}-a_{3}\right)} \tag{202}
\end{equation*}
$$

We have for example

$$
\begin{align*}
a_{4}-a_{3} & =R\left[\tanh \left(\frac{v_{4}+u}{2}\right)-\tanh \left(\frac{v_{3}+u}{2}\right)\right] \\
& =R \frac{\sinh \left(\frac{v_{4}-v_{3}}{2}\right)}{\cosh \left(\frac{v_{4}+u}{2}\right) \cosh \left(\frac{v_{3}+u}{2}\right)} . \tag{203}
\end{align*}
$$

Then a calculation shows that

$$
\begin{equation*}
e^{A_{\circ} / 2 L^{2}}-1=\frac{1}{e^{\left(\tilde{\tau}_{4}-\tilde{\tau}_{3}\right) / R}-1}=\frac{1}{e^{\left(v_{4}-v_{3}\right)}-1} \tag{204}
\end{equation*}
$$

Hence, the area segment of the string world sheet is related to the time elapsed according to the modular parameter $s_{i}$ where $v_{i}=2 \pi s_{i}=\tilde{\tau}_{i} / R$ with $i=3,4$ labeling the other two points on the timelike hyperbola not corresponding to the tips. ${ }^{4}$

However, according to the other (spacelike) hyperbola where now $v$ is constant and $u_{i}$ with $(i=1,2,3,4)$ is changing and related to the four points of the trapezoid, an alternative interpretation can also be given. It is encapsulated in the dual expression

$$
\begin{equation*}
e^{A_{\circ} / 2 L^{2}}-1=\frac{1}{e^{\left(u_{4}-u_{3}\right)}-1}, \quad \sinh u_{i}=-g_{i} R \tag{205}
\end{equation*}
$$

Hence, in this case the area can be expressed by the accelerations $g_{3}$ and $g_{4}$ of the observers going through the points with coordinates $\left(a_{3}, \bar{a}_{4}\right)$ and $\left(a_{4}, \bar{a}_{3}\right)$. It can be shown that these points are on a spacelike hyperbola characterized by a new constant $v$ with modular parameter related to the old ones by $s=\left(s_{3}+s_{4}\right) / 2$.

Comparing Eqs. (204) and (205) one can conclude that going from timelike hyperbolas to spacelike ones (corresponding to trapezoids) amounts to either relating the area for string segments to a change in modular time $\tilde{\tau}$ or to a change in acceleration $g$.

How these considerations are related to the entanglement structure of the CFT vacuum? In order to answer this question just notice that according to Eq. (146) and the (137) Brown-Henneaux relation one can also express Eq. (204) via $I \equiv I(A, C \mid B)$ as

[^4]\[

$$
\begin{equation*}
e^{\frac{3}{c} I}-1=\frac{1}{e^{\left(\tilde{\tau}_{4}-\tilde{\tau}_{3}\right) / R}-1} \tag{206}
\end{equation*}
$$

\]

Since our considerations are valid only for the central charge $c$ of the CFT being large one can write

$$
\begin{equation*}
I \simeq \frac{c / 3}{e^{\left(\tilde{\tau}_{4}-\tilde{\tau}_{3}\right) / R}-1}=\frac{c / 3}{e^{\left(u_{4}-u_{3}\right)}-1}, \tag{207}
\end{equation*}
$$

where according to Eqs. (204) and (205) we can also look at this formula in a dual manner. It is also known that one can associate a temperature with our causal diamond. This is the temperature an inertial observer of the diamond universe with finite lifetime $2 R$ observes. The result is [24]

$$
\begin{equation*}
T=\frac{1}{\pi R} \tag{208}
\end{equation*}
$$

calculated using the thermal time hypothesis. This temperature is twice as big as the one showing up in Eq. (3.19) of Ref. [27] after identifying a thermal density matrix as a mixed state of the diamond.

## I. Duality between strings and entanglement: Toda equation

In this section we show how the duality between segmented strings and subsystems for the $\mathrm{CFT}_{2}$ vacuum can be applied to patch together different world sheet segments.

First let us observe that there is a gauge degree of freedom in the definition of the extremal surfaces defined by $p_{i} \cdot X=p_{j} \cdot X=0$ arising from a rescaling degree of freedom for the defining null vectors. Notice that the rescaling $p_{1} \rightarrow \Lambda_{1} p_{1}$ and $p_{4} \rightarrow \Lambda_{4} p_{4}$ generates a rescaling $p_{1} \cdot p_{4} \rightarrow \Lambda_{1} \Lambda_{4} p_{1} \cdot p_{4}$ hence different null vectors $p_{2}$ and $p_{3}$ due to the interpolation ansatz. However, the normal vector of the segment given by

$$
\begin{equation*}
N_{a}=\frac{\epsilon_{a b c d} V_{1}^{b} p_{1}^{c} p_{4}^{d}}{p_{1} \cdot p_{4}} \tag{209}
\end{equation*}
$$

stays invariant. Notice in this respect that in Eq. (97) the relationship between $p_{i}$ and $Z_{i}$ is featuring precisely such local rescaling factors. Indeed, in Sec. III C a careful fixing of this gauge degree of freedom was crucial for establishing momentum conservation $p_{1}+p_{2}=p_{3}+p_{4}$ hence arriving at a unique reconstruction of the stringy data from the boundary one.

It is also important to note that by defining the following quantities [20] illustrated in Fig. 10
$e^{2 \alpha}=\frac{1}{2} \partial X \cdot \bar{\partial} X, \quad \pi=-\frac{1}{2} N \cdot \partial^{2} X, \quad \bar{\pi}=\frac{1}{2} N \cdot \bar{\partial}^{2} X$,
the one $\alpha$ satisfies the generalized sinh-Gordon equation,

$$
\begin{equation*}
\partial \bar{\partial} \alpha-e^{2 \alpha}+\pi \bar{\pi} e^{-2 \alpha}=0 \tag{211}
\end{equation*}
$$



FIG. 10. An illustration of the connection between the discretized variables of segmented strings to the ones showing up in the continuous one [20]. In the notation of Sec. III A clearly we have $V_{1} \leftrightarrow X$, and $\partial_{-} X \leftrightarrow p_{1}, \partial_{+} X \leftrightarrow p_{4}$. The equations in red define the cones with future ( $y$ ) and past ( $x$ ) tips. Their intersections give rise to the extremal surface (red line) which is now a spacelike geodesic. This figure should be compared to Fig. 1.

Comparing Eq. (31) with Eq. (37) for strings with constant normal vectors $\pi=\bar{\pi} \equiv 0$ which gives the Liouville equation. For a string segment given by the initial data $p_{1}$ and $p_{4}$ using Eq. (103) we get

$$
\begin{equation*}
e^{2 \alpha}=\frac{1}{2} p_{1} \cdot p_{4}=-L^{2} \frac{r_{13} r_{24}}{r_{12} r_{34}} \tag{212}
\end{equation*}
$$

which connects the $p_{1} \rightarrow \Lambda_{1} p_{1}, p_{4} \rightarrow \Lambda_{4} p_{4}$ gauge degree of freedom in the minimal surface theory to the different values of the variable $\alpha$ in the discretized Liouville equation. Notice that had we chosen instead of the pair $\left(p_{1}, p_{4}\right)$ the much simpler pair of lightlike vectors $\left(Z_{1}, Z_{4}\right)$ with helicity representatives $\left(\mathcal{Z}_{1}, \mathcal{Z}_{2}\right)$ of Eq. (92) we would have obtained $Z_{1} \cdot Z_{4}=2 L^{2} r_{14}^{2}$ which is not featuring a cross ratio. Then Eq. (124) would not have yielded the correct cross ratio for the area of the world sheet segment. Hence, the gauge fixing $Z_{1} \mapsto-\Lambda_{24,1} Z_{1}=p_{1}$ and $Z_{4} \mapsto \Lambda_{13,4} Z_{4}=p_{4}$ with the (95) factors is crucial for obtaining a unique lift from boundary data to bulk one reconstructing the world sheet of a string segment.

After these observations let us address the problem of patching together the pieces of information provided by different string segments. Consider a lattice of string segments illustrated in Fig. 11. The segments are determined by four null vectors $p_{i j}, p_{i-1 j}, p_{i-1 j+1}$ and $p_{i j+1}$. The area of a given segment is


FIG. 11. A world sheet built up from string segments. Each side of a given segment is labeled by its defining lightlike vector $p_{i j}, p_{i+1 j}, p_{i+1, j-1}$ or $p_{i j-1}$.

$$
\begin{align*}
A= & L^{2} \log \left|\frac{\left(a_{i-1 j}-a_{i-1 j+1}\right)\left(a_{i j}-a_{i j+1}\right)}{\left(a_{i-1 j}-a_{i j}\right)\left(a_{i j+1}-a_{i-1 j+1}\right)}\right| \\
& +L^{2} \log \left|\frac{\left(\tilde{a}_{i-1 j}-\tilde{a}_{i-1 j+1}\right)\left(\tilde{a}_{i j}-\tilde{a}_{i j+1}\right)}{\left(\tilde{a}_{i-1 j}-\tilde{a}_{i j}\right)\left(\tilde{a}_{i j+1}-\tilde{a}_{i-1 j+1}\right)}\right|, \tag{213}
\end{align*}
$$

where $a_{i j}=L \frac{p_{i j}^{0}+p_{i j}^{2}}{p_{i j}^{I}-p_{i j}^{-1}}$ and $\tilde{a}_{i j}=L \frac{p_{i j}^{0}-p_{i j}^{2}}{p_{i j}^{I}-p_{i j}^{-1}}$. The area can be split into two parts; one with and one without a tilde on the variables. From now on we only considering only the leftmoving part; however, the following argument holds for the other one as well. The total area of the string can be written in the form,
$A_{\mathrm{tot}}=\sum_{i, j} \log \left|\frac{a_{i, j}-a_{i, j+1}}{a_{i, j}-a_{i+1, j}}\right|+\sum_{i, j} \log \left|\frac{\tilde{a}_{i, j}-\tilde{a}_{i, j+1}}{\tilde{a}_{i, j}-\tilde{a}_{i+1, j}}\right|$.
The terms contain $a_{i j}$ are

$$
\begin{align*}
A_{\mathrm{tot}}= & \ldots-2 \log \left|a_{i j}-a_{i+1 j}\right|-2 \log \left|a_{i-1 j}-a_{i j}\right| \\
& +2 \log \left|a_{i j}-a_{i j+1}\right|+2 \log \left|a_{i j-1}-a_{i j}\right|+\ldots \tag{215}
\end{align*}
$$

which is the discretized version of the Nambu-Goto action. The equation of motion is then given by the variation $\delta A_{\text {tot }} / \delta a_{i j}=0$. Hence, the discretized equation of motion is [12]
$\frac{1}{a_{i j}-a_{i j+1}}+\frac{1}{a_{i j}-a_{i j-1}}=\frac{1}{a_{i j}-a_{i+1 j}}+\frac{1}{a_{i j}-a_{i-1 j}}$.

Now assume that the defining null vectors of each string segment satisfy the condition 4 . from Sec. III A 1 . Then it follows that $a_{i j}<a_{i j+1}, a_{i j-1}, a_{i-1 j}, a_{i+1 j}$ for positively oriented $i j$ edge and $a_{i j}>a_{i j+1}, a_{i j-1}, a_{i-1 j}, a_{i+1 j}$ for negatively oriented $i j$ edge (and similarly for $\tilde{a}_{i j}$ ). This simply means that for example in case of positively oriented setting the future part of the null cone of $p_{i j}$ intersects the past part of the $p_{i j+1}, p_{i j-1}, p_{i+1 j}, p_{i-1 j}$ cones. Therefore one can write,

$$
\begin{equation*}
\frac{1}{\left|a_{i j}-a_{i j+1}\right|}+\frac{1}{\left|a_{i j}-a_{i j-1}\right|}=\frac{1}{\left|a_{i j}-a_{i+1 j}\right|}+\frac{1}{\left|a_{i j}-a_{i-1 j}\right|} . \tag{217}
\end{equation*}
$$

In the boundary theory the left component of the entanglement entropy of a CFT interval determined by two $p_{i j}$ and $p_{k l}$ null vectors can be written in the form,

$$
\begin{equation*}
S^{L}(i j, k l)=\frac{c}{6} \log \frac{\left|a_{i j}-a_{k l}\right|}{\delta} . \tag{218}
\end{equation*}
$$

Using this expression one can rewrite (216) as
$e^{-\frac{c}{6} S^{L}(i j, i j+1)}+e^{-\frac{-}{6} L L(i j, i j-1)}=e^{-\frac{-}{6} S L(i j, i+1 j)}+e^{-\frac{c}{\delta} L^{L}(i j, i-1 j)}$.

Therefore the Toda equation generates a relation between entanglement entropies. By varying $A_{\text {tot }}$ with respect to $\tilde{a}_{i j}$ it can be shown that the same equation holds for the right component $S^{R}$.

## IV. CORRESPONDENCE IN EVEN DIMENSIONS

Now we turn to the higher-dimensional case. Our aim is to show that correspondences similar to the ones discussed in the previous sections hold even in the $\mathrm{AdS}_{d+1} / \mathrm{CFT}_{d}$ scenario if $d$ is even. We point out that after a careful reconsideration of our results a nice quantum information theoretic interpretation for the area of the string world sheet segment emerges. These results can naturally be connected to existing ones in the literature.

## A. AdS space and the Poincaré patch

The $d$-dimensional anti-de Sitter space is the locus of points in $\mathbb{R}^{2, d}$ whose points satisfy the constraint

$$
\begin{align*}
X \cdot X & :=-\left(X^{-1}\right)^{2}-\left(X^{0}\right)^{2}+\left(X^{1}\right)^{2}+\cdots+\left(X^{d}\right)^{2} \\
& =-\left(X^{0}\right)^{2}+\left(X^{2}\right)^{2}+\cdots+\left(X^{d}\right)^{2}+X^{+} X^{-}=-L^{2}, \tag{220}
\end{align*}
$$

where

$$
\begin{equation*}
X^{ \pm}=X^{1} \pm X^{-1} \tag{221}
\end{equation*}
$$

and $L$ is the AdS radius. The $d$-dimensional asymptotic boundary of the $\operatorname{AdS}_{d+1}$ space is defined by the set,

$$
\begin{equation*}
\partial_{\infty} \operatorname{AdS}_{d+1}:=\mathbb{P}\left\{U \in \mathbb{R}^{2, d} \mid U \cdot U=0\right\}, \tag{222}
\end{equation*}
$$

where $\mathbb{P}$ means projectivization.
Following our previous conventions we define the Poincaré patch representation of the $\operatorname{AdS}_{d+1}$ in the following way:

$$
\begin{equation*}
\left(X^{-1}, X^{0}, X^{1}, X^{2}, \ldots, X^{d}\right)=\left(\frac{-z^{2}-x \bullet x-L^{2}}{2 z}, L \frac{t}{z}, \frac{-z^{2}-x \bullet x+L^{2}}{2 z}, L \frac{x^{1}}{z}, \ldots, L \frac{x^{d-1}}{z}\right), \tag{223}
\end{equation*}
$$

and $z>0$. We defined the Minkowski vector as $x^{\mu}=\left(t, x^{1}, \ldots, x^{d-1}\right), \mu=0,1, \ldots, d-1$ and the Minkowski inner product $x \cdot x=-t^{2}+\left(x^{1}\right)^{2}+\cdots+\left(x^{d-1}\right)^{2}$. The line element in these coordinates is

$$
\begin{equation*}
d s^{2}=L^{2} \frac{d z^{2}+d x \bullet d x}{z^{2}} . \tag{224}
\end{equation*}
$$

The boundary of the AdS space in the Poincaré patch is obtained by taking the $z \rightarrow 0$ limit. Notice that in this limit the metric is conformally equivalent to the $d$-dimensional Minkowki space. The Poincaré patch coordinates $x$ and $z$ of an AdS point can be expressed by the global coordinates $X$ in the following way:

$$
\begin{equation*}
z=\frac{L^{2}}{X^{-}}, \quad t=x^{0}=L \frac{X^{0}}{X^{-}}, \quad x^{1}=L \frac{X^{2}}{X^{-}}, \quad \ldots, \quad x^{d-1}=L \frac{X^{d}}{X^{-}} . \tag{225}
\end{equation*}
$$

Notice that in this patch those AdS points are represented that satisfy the condition $X^{-}>0$. The coordinates of a null vector $U$ representing a boundary point are given by

$$
\begin{equation*}
x_{u}^{\mu}=\left(x_{u}^{0}, x_{u}^{1}, \ldots, x_{u}^{d-1}\right)=\frac{L}{U^{-}}\left(U^{0}, U^{2}, \ldots, U^{d}\right) \tag{226}
\end{equation*}
$$

Now by repeating the same steps as in Sec. II A. one can prove that Eq. (10) holds in this general case hence we have

$$
\begin{equation*}
\left(x_{u}-x_{v}\right) \cdot\left(x_{u}-x_{v}\right)=-2 L^{2} \frac{U \cdot V}{U^{-} V^{-}} \tag{227}
\end{equation*}
$$

We notice that if $U \cdot V<0$ and $U^{-} V^{-}<0$ or $U \cdot V>0$ and $U^{-} V^{-}>0$ then $x_{u}$ and $x_{v}$ are timelike separated.

## B. AdS $_{d+1}$ minimal surfaces

The codimension two minimal surfaces $X_{\mathcal{R}}$ of the $\operatorname{AdS}_{d+1}$ space homologous to a boundary region $\mathcal{R}$, with $\partial \mathcal{R} \simeq S^{d-2}$, can be defined by null vectors of the embedding space $\mathbb{R}^{2, d}$. Let $U$ and $V$ with $U \cdot U=V \cdot V=0$ be two null vectors such that

$$
\begin{equation*}
U \cdot V<0 \quad \text { and } \quad U^{-} V^{-}<0 \tag{228}
\end{equation*}
$$

Then the minimal surface is the intersection of the following two submanifolds [9]:

$$
\begin{equation*}
U \cdot X=0, V \cdot X=0 \tag{229}
\end{equation*}
$$

where $X \in \operatorname{AdS}_{d+1}$. Using the Poincaré coordinates of Eq. (223) these equations define null cones of the form

$$
\begin{align*}
& z^{2}+\left(x-x_{u}\right) \cdot\left(x-x_{u}\right)=0  \tag{230}\\
& z^{2}+\left(x-x_{v}\right) \cdot\left(x-x_{v}\right)=0 \tag{231}
\end{align*}
$$

where
$x_{u}^{\mu}=\frac{L}{U^{-}}\left(U^{0}, U^{2}, \ldots, U^{d}\right), \quad x_{v}^{\mu}=\frac{L}{V^{-}}\left(V^{0}, V^{2}, \ldots, V^{d}\right)$.

These null cones are residing in the Poincaré patch. The minimal surface in question is the surface given by their intersection.

Subtracting the two equations it turns out that the surface lies in the subspace

$$
\begin{equation*}
2 x \bullet\left(x_{v}-x_{u}\right)+x_{u} \cdot x_{u}-x_{v} \cdot x_{v}=0 \tag{233}
\end{equation*}
$$

Introducing the quantities

$$
\begin{equation*}
\Delta=x_{u}-x_{v}, x_{0}=\frac{1}{2}\left(x_{u}+x_{v}\right) \tag{234}
\end{equation*}
$$

this subspace can alternatively be described as

$$
\begin{equation*}
\Delta \cdot\left(x-x_{0}\right)=0 \tag{235}
\end{equation*}
$$

From the equations of the cones one infers that

$$
\begin{equation*}
\left(x-x_{u}\right) \cdot\left(x-x_{u}\right)<0, \quad\left(x-x_{v}\right) \bullet\left(x-x_{v}\right)<0 . \tag{236}
\end{equation*}
$$

Hence, the points of the minimal surface projected to the boundary are timelike separated from the centers of the cones. These points are comprising a spherical region [9] for which the entanglement entropy of the reduced density matrix of the boundary CFT state is calculated. Moreover from Eq. (227) it is clear that by virtue of the (228) conditions $x_{u}$ and $x_{v}$ are timelike separated too, hence we have $\Delta \bullet \Delta<0$. One can check that, as explained in [9], the two cones define a causal diamond in the boundary. The centers of the cones define the upper and lower tips of this diamond. ${ }^{5}$

Let us now write
$x-x_{u}=x-x_{0}-\frac{\Delta}{2}, \quad x-x_{v}=x-x_{0}+\frac{\Delta}{2}$.
Then both Eqs. (230) and (231) give

$$
\begin{equation*}
z^{2}+\left(x-x_{0}\right) \cdot\left(x-x_{0}\right)=-\frac{\Delta \cdot \Delta}{4} \equiv r^{2} \tag{238}
\end{equation*}
$$

where we have used the fact that $x_{u}$ and $x_{v}$ are timelike separated for defining the positive quantity $r^{2}$. The detailed form of Eq. (238) is

$$
\begin{equation*}
z^{2}-\left(t-t_{0}\right)^{2}+\left\|\mathbf{x}-\mathbf{x}_{0}\right\|^{2}=r^{2}, \quad 4 r^{2}=-\|\boldsymbol{\Delta}\|^{2}+\left(\Delta^{0}\right)^{2} \tag{239}
\end{equation*}
$$

This equation is to be used together with the following version of Eq. (235)

$$
\begin{equation*}
\Delta^{0}\left(t-t_{0}\right)=\boldsymbol{\Delta}\left(\mathbf{x}-\mathbf{x}_{0}\right) \tag{240}
\end{equation*}
$$

where on the right-hand side we have an ordinary scalar product of two vectors in $\mathbb{R}^{d-1}$. Expressing $t-t_{0}$ from this equation and using it in Eq. (239) gives

$$
\begin{equation*}
z^{2}+\left\|\mathbf{x}-\mathbf{x}_{0}\right\|^{2}-\left(\frac{\Delta\left(\mathbf{x}-\mathbf{x}_{0}\right)}{\Delta^{0}}\right)^{2}=r^{2} \tag{241}
\end{equation*}
$$

Notice that there is a gauge degree of freedom given by rescalings of the form

$$
\begin{equation*}
U \mapsto \Lambda_{u} U, \quad V \mapsto \Lambda_{v} V, \quad \Lambda_{u} \Lambda_{v}>0 \tag{242}
\end{equation*}
$$

These new null vectors define the same null cones $U \cdot X=0$ and $V \cdot X=0$; hence, the same minimal surface.

[^5]Similarly to the $d=3$ case one can determine the area of a spherical $\mathrm{AdS}_{d+1}$ minimal surface determined by Eqs. (230) and (231). The result is well-known from the literature [27,29]; however, for the convenience of the reader a calculation is presented in Appendix B. To summarize the derivation, after some algebraic manipulation and reparametrization of the minimal surface the area can be determined via evaluating the following integral:

$$
\begin{equation*}
\mathcal{A}\left(X_{R}\right)=L^{d-1} \Omega_{d-2} \int_{\delta / r}^{1} d y \frac{\left(1-y^{2}\right)^{\frac{d-3}{2}}}{y^{d-1}} \tag{243}
\end{equation*}
$$

where we have introduced again a $z>\delta, \delta \gg r$ cutoff and as before

$$
\begin{equation*}
r^{2}=-\frac{1}{4}\left(x_{u}-x_{v}\right) \cdot\left(x_{u}-x_{v}\right) \tag{244}
\end{equation*}
$$

and we also referred to the well-known formula

$$
\begin{equation*}
\Omega_{d-2}=2 \frac{\pi^{(d-1) / 2}}{\Gamma\left(\frac{d-1}{2}\right)} \tag{245}
\end{equation*}
$$

During the calculations it turns out that the final result is significantly different when $d=$ even and $d=$ odd. In the following we restrict our examinations to the case when $d=$ even. In this case the area can be written in the following form:

$$
\begin{align*}
\mathcal{A}\left(X_{R}\right)= & L^{d-1} \Omega_{d-2} \frac{1}{d-2} \frac{r^{d-2}}{\delta^{d-2}} \\
& +L^{d-1} \Omega_{d-2} \frac{(-1)^{(d-2) / 2}}{2} \frac{(d-3)!!}{(d-2)!!} \log \left(\frac{r^{2}}{\delta^{2}}\right) \\
& +L^{d-1} \Omega_{d-2} F_{d}(1) \\
& +L^{d-1} \Omega_{d-2} \sum_{\substack{k=1 \\
k \neq(d-2) / 2}}^{\infty} \frac{(-1)^{k+1}}{2^{k} k!} \frac{1}{(2 k-d+2)} \\
& \times \frac{(d-3)!!}{(d-(2 k+3))!!}\left(\frac{r}{\delta}\right)^{d-(2 k+2)} \tag{246}
\end{align*}
$$

The first term of the expression is prortional to the area of $\partial A$ that is with $r^{d-2} \Omega_{d-2}$. The second term is logarithmic similar to the $d=2$ case. The third term is a constant that comes from the evaluation of the integrand in (243) at the upper limit. The explicit form of this term is

$$
\begin{equation*}
F_{d}(1)=\sum_{\substack{k=0 \\ k \neq(d-2) / 2}}^{\infty} \frac{(-1)^{k+1}}{2^{k} k!} \frac{1}{(2 k-d+2)} \frac{(d-3)!!}{(d-(2 k+3))!!} \tag{247}
\end{equation*}
$$

Finally, the last term includes different powers of $r / \delta$. These are divergent and vanishing terms in the limit $\delta \rightarrow 0$.

The main point is that in the $\operatorname{AdS}_{d+1}$ scenario, when $d=$ even there is a logarithmic term in the expression for the area of a minimal surfaces. Via the higher-dimensional generalization of the Ryu-Takayanagi conjecture these terms are connected to the entanglement entropies of boundary regions. In the following we show that this establishes a connection between string segments and entanglement similarly to the $d=2$ case.

## C. String segments and the area/entropy relation in even dimensions

In general two-dimensional strings embedded into $\mathrm{AdS}_{d+1}$ space are determined by the following equation of motion:

$$
\begin{equation*}
\partial_{+} \partial_{-} X-\left(\partial_{-} X \cdot \partial_{+} X\right) X=0 \tag{248}
\end{equation*}
$$

which can be derived via the variation of the Nambu-Goto action. We have parametrized the string by the parameters $\sigma^{-}$and $\sigma^{+}$. The Virasoro constraints for string are

$$
\begin{equation*}
\partial_{-} X \cdot \partial_{-} X=\partial_{+} X \cdot \partial_{+} X=0 \tag{249}
\end{equation*}
$$

Let us now again define an $\operatorname{AdS}_{d+1}$ string segment by the vectors of its vertices $V_{i}$ and the lightlike vectors of its edges

$$
\begin{array}{ll}
p_{1}=V_{2}-V_{1}, & p_{2}=V_{3}-V_{2}, \\
p_{3}=V_{3}-V_{4}, & p_{4}=V_{4}-V_{1} . \tag{251}
\end{array}
$$

The initial data set as usual is $\left(V_{1}, p_{1}, p_{4}\right)$ and

$$
\begin{align*}
& X\left(\sigma^{-}, 0\right)=V_{1}+\sigma^{-} p_{1}  \tag{252}\\
& X\left(0, \sigma^{+}\right)=V_{1}+\sigma^{+} p_{4} \tag{253}
\end{align*}
$$

The remaining vertex and null vectors can be calculated by the interpolation ansatz

$$
\begin{align*}
X\left(\sigma^{-}, \sigma^{+}\right)= & \frac{L^{2}+\sigma^{-} \sigma^{+} \frac{1}{2} p_{1} \cdot p_{4}}{L^{2}-\sigma^{-} \sigma^{+} \frac{1}{2} p_{1} \cdot p_{4}} V_{1} \\
& +L^{2} \frac{\sigma^{-} p_{1}+\sigma^{+} p_{4}}{L^{2}-\sigma^{-} \sigma^{+} \frac{1}{2} p_{1} \cdot p_{4}} \tag{254}
\end{align*}
$$

satisfying the equation of motion (248). Assume further that the causality conditions mentioned in Sec. III B still holds for the vectors $V_{i}$ and $p_{i}$.

The area of the string segment can be calculated just like in the $\mathrm{AdS}_{3}$ case. The final result is again

$$
\begin{equation*}
A_{\diamond}=L^{2} \log \left[\frac{\left(p_{1}-p_{4}\right)^{2}}{\left(p_{1}+p_{2}\right)^{2}}\right]^{2}=L^{2} \log \frac{\left(p_{1}-p_{4}\right)^{2}\left(p_{3}-p_{2}\right)^{2}}{\left(p_{1}+p_{2}\right)^{2}\left(p_{3}+p_{4}\right)^{2}} \tag{255}
\end{equation*}
$$

Therefore, by defining the usual quantity

$$
\begin{equation*}
r_{i j}^{2}=-\frac{1}{4}\left(x_{i}-x_{j}\right) \cdot\left(x_{i}-x_{j}\right) \tag{256}
\end{equation*}
$$

by virtue of Eq. (227) the area of the string segment can be written in the form

$$
\begin{equation*}
A_{\diamond}=L^{2} \log \frac{r_{14}^{2} r_{23}^{2}}{r_{34}^{2} r_{12}^{2}} \tag{257}
\end{equation*}
$$

Now consider the $\mathrm{AdS}_{d+1} / \mathrm{CFT}_{d}$ scenario for $d=$ even. Choose an entangling surface $\partial \mathcal{R}$ in the boundary field theory. The general form of the Ryu-Takayanagi conjecture in the $\mathrm{AdS}_{d+1} / \mathrm{CFT}_{d}$ regime reads as

$$
\begin{equation*}
S=\frac{\mathcal{A}\left(X_{\mathcal{R}}\right)}{4 G^{(d+1)}} \tag{258}
\end{equation*}
$$

where $S$ is the entanglement entropy inside $\partial \mathcal{R}, \mathcal{A}\left(X_{\mathcal{R}}\right)$ is the area of $X_{\mathcal{R}}$ the $\operatorname{AdS}_{d+1}$ minimal surface homologous to $\partial \mathcal{R}$ and $G^{(d+1)}$ is the $(d+1)$-dimensional Newton's constant. According to [29] the entanglement entropy inside $\partial \mathcal{R}$ can be written in the form

$$
\begin{equation*}
S=\frac{\gamma_{1}}{2} \cdot \frac{\operatorname{Area}(\partial \mathcal{R})}{\delta^{2}}+\gamma_{2} \log \frac{l}{\delta}+S^{\text {others }} \tag{259}
\end{equation*}
$$

where $\operatorname{Area}(\partial \mathcal{R})$ is the area of $\partial \mathcal{R}$ and $S^{\text {others }}$ depends on the detailed shape of $\partial \mathcal{R}$. The constant $\gamma_{2}$ is universal in the sense, that it does not depend on the cutoff $\delta$. From now on we denote the universal logarithmic term as $S^{\text {uni }}$.

From the calculation of the previous subsection, using Eq. (246) and Eq. (C31) and the Ryu-Takayanagi formula the universal term of the entanglement for a $(d-2)$ dimensional spherical-entangling surface is

$$
\begin{equation*}
S^{\mathrm{uni}}(i j)=\frac{(-2 \pi)^{(d-2) / 2} L^{d-1}}{4 G^{(d+1)}(d-2)!!} \log \left(\frac{r_{i j}^{2}}{\delta^{2}}\right), \tag{260}
\end{equation*}
$$

where the homologous minimal surface is determined by the $\mathbb{R}^{2, d}$ null vectors $p_{i}$ and $p_{j}$ via the equations $p_{i} \cdot X=p_{j} \cdot X=0$. Therefore, $r_{i j}^{2}$ is

$$
\begin{equation*}
r_{i j}^{2}=-\frac{1}{4}\left(x_{i}-x_{j}\right) \cdot\left(x_{i}-x_{j}\right), \tag{261}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{i}^{\mu}=\frac{L}{p_{i}^{-}}\left(p_{i}^{0}, p_{i}^{2}, \ldots, p_{i}^{d}\right) \tag{262}
\end{equation*}
$$

We remark that an alternative formula for this universal part of the entropy in even dimensions is given by the formula coming from the CFT side [27]

$$
\begin{equation*}
S^{\mathrm{uni}}(i j)=4(-1)^{(d-2) / 2} a_{d}^{*} \log \left(\frac{r_{i j}}{\delta}\right) \tag{263}
\end{equation*}
$$

where $a_{d}^{*}$ is the coefficient of the A-type trace anomaly in the boundary CFT. For $d=2$ in accordance with the Brown-Henneaux formula we have $a_{d}^{*}=c / 12$.

Let us now choose two $\mathbb{R}^{2, d}$ null vectors $p_{1}, p_{4}$ and an $\operatorname{AdS} S_{d+1}$ vector $V_{1}$. They determined a string segment in the $\operatorname{AdS}_{d+1}$ space. The other two edge null vectors $p_{2}$ and $p_{3}$ of the segment are given by the interpolation ansatz. The area of the segment is

$$
\begin{equation*}
A_{\diamond}=L^{2} \log \frac{r_{14}^{2} r_{23}^{2}}{r_{12}^{2} r_{34}^{2}} \tag{264}
\end{equation*}
$$

The tips of the string segment are lying on the cones defined by the equations $p_{i} \cdot X=0$. The intersections of these cones define minimal surfaces $X_{\mathcal{R}}$ hence boundary entangling surfaces as well. Inside these entangling surfaces the entanglement entropy is given by (260). Now one can see that between the area of the string segment and the universal terms of the entanglement entropies the following relation holds:

$$
\begin{align*}
& S^{\mathrm{uni}}(14)+S^{\mathrm{uni}}(23)-S^{\mathrm{uni}}(12)-S^{\mathrm{uni}}(34) \\
& =\left[\frac{(-2 \pi)^{(d-2) / 2}}{(d-2)!!} L^{d-2}\right]\left[\frac{A_{\diamond}}{4 G^{(d+1)} L}\right] \tag{265}
\end{align*}
$$

One can also notice that the first term on the right-hand side is the volume $V\left(B_{L}^{d-2}\right)$ of the $d-2$-dimensional Euclidean ball with radius $L$ multiplied by a sign factor. Then the general form of our formula for even $d$ that connects the geometry of segmented strings and the entanglement of the boundary CFT is

$$
\begin{align*}
& S^{\mathrm{uni}}(14)+S^{\mathrm{uni}}(23)-S^{\mathrm{uni}}(12)-S^{\mathrm{uni}}(34) \\
& =\left[\frac{(-1)^{(d-2) / 2} V\left(B_{L}^{d-2}\right) A_{\diamond}}{4 G^{(d+1)} L}\right] \tag{266}
\end{align*}
$$

Notice that for the special case of $d=2$ the first term on the right-hand side is one and then we are back to Eq. (163).

Since $p_{i} \cdot V_{j}=0$ for the segment tip and null vectors the correspondence geometrically is interpreted in the following way. If we choose a spacelike, spherical domain in the boundary CFT theory, its causal development is dual to cones in the bulk geometry. Their intersection defines an AdS minimal surface. Taking multiple subsystems they will define timelike AdS string segments whose tips will lie on these surfaces. Their area will be proportional to the combination of entanglement entropies of the CFT subsystems seen on the left-hand side of our formula.

Now from Sec. III G we also know that the left-hand side of (266) has the nice quantum information theoretic interpretation of Eq. (146) in terms of conditional mutual
information. Then the question arises, how can we reinterpret the left-hand side of our formula of Eq. (266) in terms of similar quantities for $d>2$ with $d$ even?

## D. Reinterpretating the area formula for $\boldsymbol{d}$ arbitrary

## 1. Trapezoids for $d>2$ d even

Our result of Eq. (266) shows that for even dimensions the area of the string world sheet segment can be expressed in terms of a combination of the universal terms of entanglement entropies calculated for four different spheres. These spheres are determined by the tips of causal diamonds arising from the intersection of four light cones. In the $d=2$ case via Eq. (146) we managed to obtain a nice quantum information theoretic interpretation of this area as conditional mutual information based on dual regions comprising trapezoids. In the higher-dimensional case, due to lack of explicit results for entanglement entropies for unions and intersections of spherical regions, we did not manage to find such an interpretation. However, in the next subsection we will point out that there is a very interesting alternative interpretation.

But first in this subsection we would like to offer some general considerations to be used later. First of all for simplicity let us rename the $(d+2)$-component momentum null vectors $p_{i}, i=1,2,3,4$ labeling the edges of our string world sheet segment as $A, B, C, D$. We use the parametrization similar to the one used in the rows of the matrix of Eq. (121)

$$
\begin{aligned}
& A=\lambda_{1}\left(\begin{array}{c}
1 \\
-R / L \\
\mathbf{0} \\
R^{2} / L^{2}
\end{array}\right), \quad B=\lambda_{2}\left(\begin{array}{c}
1 \\
R / L \\
\mathbf{0} \\
R^{2} / L^{2}
\end{array}\right), \\
& C=\lambda_{3}\left(\begin{array}{c}
1 \\
\gamma / L \\
\mathbf{c} / L \\
-c \bullet c / L^{2}
\end{array}\right), \quad D=\lambda_{4}\left(\begin{array}{c}
1 \\
\delta / L \\
\mathbf{d} / L \\
-d \bullet d / L^{2}
\end{array}\right) .
\end{aligned}
$$

Here $\lambda_{i}=p_{i}^{-}$[see also Eq. (120)], and due to the causality conditions found at the end of Sec. III A one must have $\lambda_{i} \lambda_{j}<0$ for neighboring null vectors and $\lambda_{i} \lambda_{j}>0$ for antipodal ones.

We also introduce the notation,

$$
\begin{align*}
& c \cdot c=-\left(c^{0}\right)^{2}+\|\mathbf{c}\|^{2}=-\gamma^{2}+\|\mathbf{c}\|^{2} \\
& d \cdot d=-\left(d^{0}\right)^{2}+\|\mathbf{d}\|^{2}=-\delta^{2}+\|\mathbf{d}\|^{2} \tag{267}
\end{align*}
$$

Clearly $A, B, C, D \in \mathbb{R}^{d, 2}$ and $a, b, c, d \in \mathbb{R}^{d-1,1}$ with the latter labeling the tips of our causal diamonds. With the special parametrization for $A$ and $B$ (giving rise to the past and future tips of our basic causal diamond) we
transformed our diamond to the arrangement familiar from the end of Sec. III H. Namely, we have
$a=\binom{\alpha}{\mathbf{a}}=\binom{-R}{\mathbf{0}}, \quad b=\binom{\beta}{\mathbf{b}}=\binom{R}{\mathbf{0}}$.
In terms of these new quantities the causality conditions of Sec. III A to be satisfied are

$$
\begin{equation*}
\gamma<\delta<R \tag{269}
\end{equation*}
$$

The remaining set of causality conditions are stating that the Minkowski vectors: $a-b, b-c, c-d, a-d$ are all timelike.

Now in this notation stringy momentum conservation $A+B=C+D$ in the bulk $\operatorname{AdS}_{d+1}$ boils down to the following set of constraints for the four points $a, b, c, d$ in the boundary $\mathbb{R}^{d-1,1}$
$\lambda_{1}+\lambda_{2}=\lambda_{3}+\lambda_{4}, \quad R^{2}\left(\lambda_{1}+\lambda_{2}\right)=-c \bullet c \lambda_{3}-d \bullet d \lambda_{4}$,

$$
\lambda_{3} \mathbf{c}+\lambda_{4} \mathbf{d}=0, \quad R\left(\lambda_{2}-\lambda_{1}\right)=\gamma \lambda_{3}+\delta \lambda_{4} .
$$

From the first three of these equations one gets

$$
\begin{equation*}
\frac{\mathbf{c}}{R^{2}+c \cdot c}=\frac{\mathbf{d}}{R^{2}+d \cdot d} \tag{272}
\end{equation*}
$$

This shows that the $\mathbb{R}^{d-1}$ vectors $\mathbf{c}$ and $\mathbf{d}$ are parallel.
Let us now define a vector $\mathbf{x}_{0} \in \mathbb{R}^{d-1}$ as the space component of the vector $x_{0}=\left(0, \mathbf{x}_{0}\right)^{T} \in \mathbb{R}^{1, d-1}$ as the one satisfying

$$
\begin{equation*}
\frac{2 \mathbf{c} \mathbf{x}_{0}}{R^{2}+c \cdot c}=\frac{2 \mathbf{d} \mathbf{x}_{0}}{R^{2}+d \cdot d}=1 \tag{273}
\end{equation*}
$$

Clearly this vector is defined up to adding an arbitrary vector orthogonal to $\mathbf{c}$. Hence, in this way we have defined a class of vectors having both orthogonal $\mathbf{x}_{0}{ }^{\perp}$ and parallel $\mathbf{x}_{0}{ }^{\|}$components to both $\mathbf{c}$ and $\mathbf{d}$ (that are collinear). Then we have

$$
\begin{align*}
-\gamma^{2}+\left\|\mathbf{c}-\mathbf{x}_{0}\right\|^{2} & =-\delta^{2}+\left\|\mathbf{d}-\mathbf{x}_{0}\right\|^{2}
\end{align*}=\varrho^{2}, ~\left\{\varrho_{0}^{2}=R_{0}^{2}-R^{2}, \quad R_{0}^{2}=\left\|\mathbf{x}_{0}\right\|^{2} .\right.
$$

Hence, for $\varrho^{2}>0$ the four points $a, b, c, d$ are on a class of single sheeted hyperboloids with centers parametrized by the vectors $x_{0}$ and the radius is $\varrho$. Via a $\mathbf{T} \in S O(d-1)$ transformation one can achieve that $\mathbf{x}_{0}=R_{0} \mathbf{e}_{1}$ where $\mathbf{e}_{1}=(1,0,0, \ldots, 0)^{T}$. Under this transformation we have $\tilde{\mathbf{c}}=\mathbf{T c}$. In this basis we have

$$
\begin{equation*}
-\gamma^{2}+\left(\tilde{c}_{1}-R_{0}\right)^{2}+\tilde{c}_{2}^{2}+\cdots+\tilde{c}_{d-1}^{2}=\varrho^{2} \tag{275}
\end{equation*}
$$

$$
\begin{equation*}
-\delta^{2}+\left(\tilde{d}_{1}-R_{0}\right)^{2}+\tilde{d}_{2}^{2}+\cdots+\tilde{d}_{d-1}^{2}=\varrho^{2} \tag{276}
\end{equation*}
$$

Clearly for $d=2$ according to Eqs. (196) and (197) one has $a_{4}=d=\delta+d_{1}$ and $\bar{a}_{4}=\bar{d}=\delta-d_{1}$. Hence,

$$
\begin{equation*}
x_{0}=\frac{R^{2}+d \cdot d}{2 d_{1}} \tag{277}
\end{equation*}
$$

which is the first of Eq. (197).
Choosing $\quad\left(\tilde{c}_{2}, \ldots, \tilde{c}_{d-1}\right)=\left(\tilde{d}_{2}, \ldots, \tilde{d}_{d-1}\right)=(0, \ldots, 0)$ one can achieve that the points $c$ and $d$ are again on a hyperbola with the usual interpretation as events for observers executing hyperbolic motion. For a causal diamond placed at the origin one can then introduce coordinates of Jacobson and Visser [27,30,31] such that the observers of hyperbolic motion are moving along the orbits of conformal Killing vectors as follows.

We fix the diamond $\mathcal{D}$ as the intersection of the future light cone of $a$ and the past light cone of $b$ of Eq. (268). Then the edge of the diamond is the boundary of a $(d-1)$-dimensional ball-shaped region $\Sigma$ which is a sphere $S^{d-2}$ of radius $R$. The line element of $\mathcal{D}$ is in polar coordinates
$d s^{2}=-d t^{2}+d r^{2}+r^{2} d \Omega_{d-2}^{2}=-d a d \bar{a}+\frac{1}{4}(a-\bar{a})^{2} d \Omega_{d-2}^{2}$
with $a=t+r$ and $\bar{a}=t-r$. Then the Jacobson-Viesser coordinates are just $0 \leq u<\infty$ and $-\infty<\tilde{\tau}<\infty$ related to $t$ and $r$ as
$t=R \frac{\sinh \left(\frac{\tilde{\tau}}{R}\right)}{\cosh u+\cosh \left(\frac{\tilde{\tau}}{R}\right)}, \quad r=R \frac{\sinh u}{\cosh u+\cosh \left(\frac{\tilde{\tau}}{R}\right)}$,
with the corresponding line element

$$
\begin{align*}
d s^{2} & =C^{2}(u, \tilde{\tau})\left(-d \tilde{\tau}^{2}+R^{2}\left(d u^{2}+\sinh ^{2} u d \Omega_{d-2}^{2}\right)\right), \\
C^{-1}(u, \tilde{\tau}) & =\cosh \left(\frac{\tilde{\tau}}{R}\right)+\cosh u . \tag{280}
\end{align*}
$$

Notice that the (279) formula gives a conformal mapping from $\mathcal{D}$ to $\mathcal{H} \simeq \mathbb{R} \times \mathbb{-}^{d-1}$ where $\mathbb{T}^{d-1}$ is a $(d-1)$ dimensional hyperbolic space [27].

The use of these coordinates is in accord with the result that the orbits of the conformal Killing field

$$
\begin{equation*}
\xi=\frac{1}{2 R}\left(\left(R^{2}-a^{2}\right) \partial_{a}+\left(R^{2}-\bar{a}^{2}\right) \partial_{\bar{a}}\right)=R \partial_{\tilde{\tau}} \tag{281}
\end{equation*}
$$

(i.e., the field generating evolution in modular time and preserving $\mathcal{D}$ ) have uniform acceleration inside the diamond [30]. The flow lines of this Killing field coincide at
the past and future tip of the diamond, but never cross inside the diamond. It can be also shown (see Appendix F of [30]) that the proper acceleration depends only on $u$, which is constant and has the value

$$
\begin{equation*}
g(u)=\frac{1}{R} \sinh u \tag{282}
\end{equation*}
$$

on the conformal Killing orbits. This is to be compared with (201) of the $d=2$ case. The central orbit at $u=0$ corresponding to an inertial observer is unaccelerated, and at the edge where $u \rightarrow \infty$ the acceleration diverges. These results boils down to our findings for the $d=2$ case where the edge of the diamond is a $S^{0} \simeq \mathbb{Z}_{2}$ and $\mathcal{H} \simeq \mathbb{R} \times \mathbb{R}^{+}$i.e., the upper-half plane. Notice that in this special case an extra $\mathbb{Z}_{2}$ symmetry $u \mapsto-u$ is relating the right-half and the lefthalf of the causal diamond.

One is particularly interested in constant $\tilde{\tau}$ slices of our causal diamond. From the $d=2$ case we know that these slices correspond to dual spacelike hyperbolas giving rise to trapezoids. We are expecting that the dual regions forming some analog to these trapezoids should live on such slices. The slices in question are foliating our diamond with $\mathbb{T}^{d-1}$ spaces hence the leaves of this foliation are having the induced metric $h_{\hat{\mu} \hat{\nu}}=R^{2} C^{2} \sigma_{\hat{\mu} \hat{\nu}}$ with $\sigma_{\hat{\mu} \hat{\nu}}$ being the metric on $\mathbb{H}^{d-1}$. Then a calculation [30] shows that $K$, the trace of the extrinsic curvature of these slices, is given by the formula

$$
\begin{equation*}
K(\tilde{\tau})=\frac{1-d}{R} \sinh \left(\frac{\tilde{\tau}}{R}\right) . \tag{283}
\end{equation*}
$$

Hence, it is independent of $u$ and vanishing on the $\tilde{\tau}=0$ slice. Notice that for $d=2$ the formula $R K_{i}=-\sinh \left(\frac{\tilde{\tau}_{i}}{R}\right)=$ $-\sinh \left(v_{i}\right)$ taken together with $R g_{i}=-\sinh \left(u_{i}\right)$ for $i=3$, 4 gives an alternative interpretation of the world sheet area Eqs. (204) and (205) of the string segment. According to this interpretation the change in modular time $\tilde{\tau}_{i}$ is related to the change in the constant extrinsic curvatures $K_{i}$ of the corresponding leaves.

For the higher-dimensional case since we have $\mathbf{c} \| \mathbf{d}$ and in this case like in Eq. (86) one still has $4 r_{j k}^{2}=$ $\left(a_{j}-a_{k}\right)\left(\bar{a}_{j}-\bar{a}_{k}\right)$ a calculation using Eq. (264) shows that this interpretation survives even for $d>2$. Then expressions (204) and (205) are also valid for the $d>2$ case. However, in the case of (204) modular time is related to the trace of the extrinsic curvature by formula (283), moreover in the case of (205) in order to relate the coordinate $u$ to acceleration Eq. (282) is to be used.

Now we can again arrange the tips of the respective causal diamonds to form dual situations as depicted in Figs. 7 and 8. In order to see this notice that for $d>2$ the "left and right tips" of causal diamonds can be defined by the constraint $\left(\tilde{c}_{2}, \ldots, \tilde{c}_{d-1}\right)=\left(\tilde{d}_{2}, \ldots, \tilde{d}_{d-1}\right)=(0, \ldots, 0)$ coming from momentum conservation for segmented
strings. Hence, we still have dual situations where the future and past, or the left and right tips of causal diamonds are arranged on timelike or spacelike hyperbolas corresponding to the coordinate lines of Jacobson-Visser coordinates. This time however, unlike in the $d=2$ case, we have spherical subregions not merely intervals. Recall also here, that clearly in two dimensions, a causal diamond can be defined either in terms of a pair of timelike separated points or a pair of spacelike separated points. Hence, in the $d=2$ the moduli space of causal diamonds [9] can equivalently be defined as the space of timelike separated pairs of points or as the space of spacelike separated pairs of points. Due to a rather conterintuitive result (see Appendix A. 3 of [9]) the equivalence of these moduli spaces survives even for $d>2$. The upshot of these considerations is that the set of left and right tips can again be arranged to lie on a hyperbola forming a trapezoid. They are coming from intersecting light cones of other spacelike separated points. For a graphical illustration of intersecting light cones of two spacelike sparated points giving rise to a spacelike hyperbola lying on a codimension one hyperplane see Fig. 11 of Ref. [9]. Unfortunately this argumentation runs out of steam, since the unions and intersections of the associated spherical regions are not spherical regions anymore. For such configurations we were unable to find results in the existing literature that are checking strong subadditivity or calculating the corresponding conditional mutual informations. ${ }^{6}$ Hence, arriving at a quantum information theoretic interpretation of (266) of the (146) form (along this line of reasoning) for $d>2 d$ remains a future challenge.

## 2. Fidelity susceptibility: d even

There is however, yet another interesting possibility for finding a quantum information theoretic meaning for expressions like Eq. (266). In order to see this just recall that the natural metric on the moduli space of causal diamonds [9] can be connected to a quantity known as fidelity susceptibility or quantum information metric in quantum information [33,34]. For a parameter dependent quntum state this latter quantity is defined via considering an infinitesimal change of some parameter for a parameter dependent state $\psi(\lambda)$. Then, the quantity

$$
\begin{equation*}
|\langle\psi(\lambda) \mid \psi(\lambda+d \lambda)\rangle|=1-G_{\lambda \lambda}(\delta \lambda)^{2}+\ldots \tag{284}
\end{equation*}
$$

is called the fidelity, and $G_{\lambda \lambda}$ is called fidelity susceptibility or quantum information metric.

In order to reveal the relevance of $G$ to our considerations first recall that the $2 d$-dimensional moduli space of causal

[^6]diamonds $\mathcal{K}$, also called the kinematic space, can be represented as the coset space
\[

$$
\begin{equation*}
\mathcal{K}=S O(d, 2) / S O(d-1,1) \times S O(1,1) \tag{285}
\end{equation*}
$$

\]

This space can be endowed with the following metric [9]:

$$
\begin{align*}
d s_{\mathcal{K}}^{2}= & \frac{4 \ell^{2}}{(x-y)^{2}}\left[-\eta_{\mu \nu}+\frac{2\left(x_{\mu}-y_{\mu}\right)\left(x_{\nu}-y_{\nu}\right)}{(x-y)^{2}}\right] \\
& \times d x^{\mu} d y^{\nu}:=h_{\mu \nu} d x^{\mu} d y^{\nu} \tag{286}
\end{align*}
$$

where $\ell$ is an arbitrary length scale and the timelike separated points $x$ and $y$ label the past and future tips of a causal diamond D. $d s^{2}$ then corresponds to the distance between $\mathbf{D}$ and its cousin where the new tips $(x+d x, y+d y)$ are slightly displaced ones.

It is then proved [9] that $\mathcal{K}$ has $d$ spacelike and $d$ timelike directions. In particular if we move the center of $\mathbf{D}$ with coordinates $\left(x^{\mu}+y^{\mu}\right) / 2$ by an infinitesimal amount in any of the $d$ directions $(\mu=0,1, \ldots d-1)$ one has $d s^{2}>0$, i.e., for such deformations we are moving in a spacelike direction in $\mathcal{K}$. Notice in particular that moving the center of a causal diamond in the timelike direction in $\mathbb{R}^{1, d-1}$ produces a spacelike displacement in $\mathcal{K}$. On the other hand a constant spacelike shift of the center in $\mathbb{R}^{1, d-1}$ also yields a spacelike displacement ${ }^{7}$ in $\mathcal{K}$.

Now based on the intuition of Figs. 7 and 8 let us imagine specially displaced pairs of causal diamonds $\mathbf{D}_{1}$ and $\mathbf{D}_{2}$ in $\mathbb{R}^{1, d-1}$. These displaced ones are of two dual kinds. They are displaced either along timelike or spacelike hyperbolas or lines. For example for two infinitesimally displaced diamonds one can choose $\mathbf{D} \leftrightarrow\left(x_{1}^{\mu}, x_{4}^{\mu}\right):=$ $\left(x^{\mu}, y^{\mu}\right)$ and $\mathbf{D}+\delta \mathbf{D} \leftrightarrow\left(x_{3}^{\mu}, x_{2}^{\mu}\right):=\left(x^{\mu}+d x^{\mu}, y^{\mu}+d y^{\mu}\right)$ such that the points should lie on hyperbolas of either kind. Then due to the causality conditions like (75) and (176) one can show that $0<\frac{r_{12}^{2} r_{34}^{2}}{r_{14}^{2} r_{23}^{2}}<1$. Hence, for $\delta A_{\diamond} \ll L^{2}$ according to (264) we get

$$
\begin{align*}
e^{-\delta A_{\diamond} / L^{2}} & =1-\frac{\delta A_{\diamond}}{L^{2}}+\ldots=\frac{r_{12}^{2} r_{34}^{2}}{r_{14}^{2} r_{23}^{2}}:=r(\mathbf{D}, \mathbf{D}+\delta \mathbf{D}) \\
& =1-\frac{1}{2 \ell^{2}} d s_{\mathcal{K}}^{2}+\ldots \tag{287}
\end{align*}
$$

Here we used Eq. (2.25) of Ref. [9] and for the definition of $r_{i j}$ see (86). This formula connects the infinitesimal area element of the string world sheet segment and the (286) line element on kinematic space. For these diamonds we have an associated string world sheet segment of infinitesimal area; $\delta A_{\diamond}$. Since $\delta A_{\diamond}>0$ then we are in accord with the fact that both of these configurations give spacelike

[^7]separation in kinematic space hence one should have $d s^{2}>0$. These are the cases when the tips of the diamonds are localized on timelike hyperbolas or dually when we have spacelike hyperbolas on codimension one hyperplanes featuring trapezoids.

Now generally for $\mathbf{D}_{1}$ and $\mathbf{D}_{2}$ there are reduced density matrices $\rho_{1}$ and $\rho_{2}$ calculated for the corresponding ballshaped regions. They are obtained after tracing out the relevant parts of the vacuum state of the CFT. We then have the modular flows inside $\mathbf{D}_{1}$ and $\mathbf{D}_{2}$ with the corresponding modular Hamiltonians $H_{1}=-\log \rho_{1}$ and $H_{2}=-\log \rho_{2}$ at our disposal. We can then calculate the Bures distance [35] between the corresponding density operators, or taking instead of $\rho_{1}$ and $\rho_{2}$ the infinitesimally separated ones $\rho$ and $\rho+d \rho$; for the calculation of the Bures metric. It is known that in this case the fidelity susceptibility can be extracted from the overlap $\left|\left\langle\psi_{1} \mid \psi_{2}\right\rangle\right|$ between certain normalized states $\psi_{1}$ and $\psi_{2}$ that form parallel purifications [36,37] of our density matrices. ${ }^{8}$ Then we expect that ${ }^{9}$

$$
\begin{equation*}
\left|\left\langle\psi_{1} \mid \psi_{2}\right\rangle\right|=\operatorname{Tr}\left(\sqrt{\sqrt{\rho_{1}} \rho_{2} \sqrt{\rho_{1}}}\right) \simeq r\left(\mathbf{D}_{1}, \mathbf{D}_{2}\right)=e^{-A_{o} / L^{2}} . \tag{288}
\end{equation*}
$$

where the $\simeq$ symbol is referring to a correspondence whose precise form is yet to be established. According to Eq. (287) the infinitesimal version of the (288) correspondence using Eq. (284) shows that the area $\delta A_{\diamond}$ of an infinitesimal string world sheet segment should be dual to fidelity susceptibility. Of course in order to make this correspondence sound the explicit form of the purifications should be found and their meaning should be clarified. Note in this respect that though the density matrices $\rho_{1}$ and $\rho_{2}$ are acting on different Hilbert spaces, but according to Ref. [37], appropriate maps can be found from each of these Hilbert spaces to a common one. So this construction in principle can be done.

Luckily however, one can use an alternative and more explicit method for arriving at such a fidelity susceptibility interpretation. It can be achieved by considering the variation of the modular flow via regarding the coordinates of the future and past tips of the causal diamonds as parameters [34]. In this approach kinematic space is playing the role of a parameter space in a usual Berry's phase scenario [38]. One can then calculate the so-called quantum geometric tensor [15,39] whose symmetric part gives rise to the Provost-Valee metric [15]) on kinematic space. There is a map provided by the spectral projector (associated to the vacuum) coming from the spectral resolution of the modular Hamiltonian. Then the Provost-Valée metric is the pullback of the Fubini-Study metric [40] (which is now

[^8]living on the space of rays of the Hilbert space associated with the causal diamond) with respect to this map to kinematic space.

In order to elaborate on these concepts note that a useful generalization of Eq. (284) is to consider a family of Hamiltonians $H(\lambda)$ with set of parameters $\lambda_{I}$ with $I=$ $1,2, \ldots$ forming a manifold $M$. Then the family of spectral projectors $P_{n}(\lambda)$ with $H(\lambda) P_{n}(\lambda)=E_{n}(\lambda) P_{n}(\lambda)$ gives rise to a mapping $f^{(n)}: M \rightarrow P$ where $P$ is the space of rays of the Hilbert space $\mathcal{H}$ on which $H$ acts. It can be shown that the pullback of the Fubini-Study metric on $P$ to $M$ by $f^{(n)}$ is of the Provost-Valee form [15]

$$
\begin{align*}
d s_{n}^{2} & =\sum_{m \neq n} \operatorname{Re}\left\langle\partial_{I} n(\lambda) \mid m(\lambda)\right\rangle\left\langle m(\lambda) \mid \partial_{J} n(\lambda)\right\rangle d \lambda^{I} d \lambda^{J} \\
& =G_{I J}^{(n)}(\lambda) d \lambda^{I} d \lambda^{J} \tag{289}
\end{align*}
$$

where $P_{n}=|n(\lambda)\rangle\langle n(\lambda)|$. In our case we have $M=\mathcal{K}$ and $I, J=1,2, \ldots 2 d$ and parameter dependent Hamiltonian is the modular Hamiltonian. The corresponding calculations have been carried out in Ref. [34]. There it was also argued that the vacuum state is also an eigenstate of the modular Hamiltonian for the spherical regions. Therefore, we can directly use the vacuum state in our calculations meaning that in Eq. (289) one can use $n=0$ corresponding to the vacuum. Then from the analogue of Eq. (284) the result from Ref. [34]) for $d$ even is

$$
\begin{equation*}
d s_{0}^{2} \simeq(-1)^{(d-2) / 2} a_{d}^{*}\left(\frac{d s_{\mathcal{K}}}{2 \pi \ell}\right)^{2} \log (\tilde{\varepsilon}), \tag{290}
\end{equation*}
$$

i.e., the Provost-Valée metric for the vacuum state is related to the metric on kinematic space. ${ }^{10}$

We remark that this is the result one should be expecting based on the general considerations of Refs. [41,42] for parameter spaces having a coset space structure $G / H$ like $\mathcal{K}$. Indeed, the Maurer-Cartan form part on $G / H$ is representation independent and fixing the form of the line element $d s_{\mathcal{K}}^{2}$. On the other hand there are terms related to representations of $G$ on the Hilbert space of the theory ${ }^{11}$ fixing the prefactors in this case to $a_{d}^{*}$.

Let us now recall Eq. (263) and use our result of Eq. (266) to obtain

$$
\begin{equation*}
a_{d}^{*}\left(\frac{d s_{\mathcal{K}}}{\ell}\right)^{2}=\frac{V\left(B_{L}^{d-2}\right) \delta A_{\diamond}}{4 G^{(d+1)} L} \tag{291}
\end{equation*}
$$

Taken together, from Eqs. (290) and (291) we see that the Provost-Valée quantum information metric (fidelity susceptibility) is indeed related to the combination of entanglement entropies which is found on the left-hand side of

[^9]Eq. (266). Moreover, thanks to (291) the fidelity susceptibility is in turn related to the area of the infinitesimal segmented string world sheet.

## 3. Fidelity susceptibility: d odd

Surprisingly our fidelity susceptibility interpretation for the area of the stringy world sheet survives even for the $d$ odd case. In order to see this recall that it is possible to extend the relation between central charges and entanglement entropy to higher dimensions as far as the spacetime dimension is even. When we consider the odd-dimensional spacetime, we do not have any clear definition of central charges due to the absence of the Weyl anomaly [29]. Hence the meaning of an analogous term $a_{d}^{*}$ showing up in a formula similar to (291) for $d$ odd at first sight is not clear. Luckily, using the ideas of Refs. [43,44] one can still generalize $a_{d}^{*}$ to $d$ odd. According to these results for even dimensions $a_{d}^{*}$ is the usual coefficient of the $d$-dimensional Euler density in the conformal anomaly, and in odd dimensions $a_{d}^{*} \simeq \log Z_{S^{d}}$ with $Z_{S^{d}}$ being the partition function of the CFT on the sphere.

With this generalization for $a_{d}^{*}$ at hand one can still ask the question whether there is a corresponding relation between the metric on kinematic space and the Provost-Valee metric. The answer is yes [34] and for odd $d$ it is of the form

$$
\begin{equation*}
d s_{0}^{2} \simeq(-1)^{(d+1) / 2} \pi a_{d}^{*}\left(\frac{d s_{\mathcal{K}}}{2 \pi \ell}\right)^{2} \tag{292}
\end{equation*}
$$

Now since according to Eq. (287) we have $\delta A_{\diamond} / L^{2}=$ $\left(d s_{\mathcal{K}} / \ell\right)^{2} / 2$ valid for $d$ arbitrary then combining this with (292) we see that $d s_{0}^{2}$ still corresponds to $\delta A_{\diamond}$; hence, the fidelity susceptibility interpretation of the area holds.

Notice however, that according to Eqs. (C32) and (C33) the universal term of the area of the extremal surface $X_{\mathcal{R}}$ is of the form $\mathcal{A}_{\text {uni }}\left(X_{\mathcal{R}}\right)=L^{d-1} V\left(\mathbb{T}^{d-1}\right)$ where $V\left(\mathbb{T}^{d-1}\right)$ is the regularized volume of the $(d-1)$-dimensional hyperbolic space with metric $d s_{\mathbb{M}^{d-1}}^{2}=d u^{2}+\sinh ^{2} u d \Omega_{d-2}^{2}$ calculated in Appendix C. Now $V\left(\mathbb{T}^{d-1}\right)$ for $d$ odd is containing a constant term and not a logarithmic one. For $d$ even we were able to directly relate the universal logarithmic term to the world sheet area of the string segment which was also logarithmic. But although for $d$ arbitrary the world sheet segments are connected to $X_{\mathcal{R}}$ in a direct geometric manner, their areas are related to the areas of such $X_{\mathcal{R}}$ s only for $d$ even. Hence, for $d$ odd the world sheet area cannot be reinterpreted in holographic entanglement entropy terms. Regardless of this here we were able to confirm that the world sheet area/ fidelity susceptibility duality is still valid for arbitrary $d$.

## 4. Complexity

Looking at the right hand side of Eq. (291) valid for $d$ even one can see that (for not necessarily infinitesimal world sheets) it is of the form

$$
\begin{equation*}
\frac{\operatorname{Vol}\left(\diamond \times B_{L}^{d-2}\right)}{4 G^{(d+1)} L} \tag{293}
\end{equation*}
$$

where $V_{d}=\operatorname{Vol}\left(\diamond \times B_{L}^{d-2}\right)$ is the volume of our string world sheet segment $\diamond$ times a $(d-2)$-dimensional ball with radius equals the AdS length. Moreover, relating the relevant $a_{d}^{*}$ generalization $[43,44]$ valid also for $d$ odd to similar terms we expect a similar relation to hold for general $d$. Now the volume $V_{d}$ is a codimension one object in $\operatorname{AdS}_{d+1}$. According to the complexity equals volume conjecture [17] (see also the related complexity equals action conjecture [45]) one should interpret this quantity as computational complexity $\mathcal{C}\left(\psi_{1}, \psi_{2}\right)$ in quantum information i.e.,

$$
\begin{equation*}
\mathcal{C}\left(\psi_{1}, \psi_{2}\right)=\frac{\operatorname{Vol}\left(\diamond \times B_{L}^{d-2}\right)}{4 G^{(d+1)} L} . \tag{294}
\end{equation*}
$$

It is well-known that there is no consensus in the holographic community on how to define computational complexity in quantum field theory. There is Nielsen's geometric method [46-48], Fubini-Study method [49] and the path integral complexity proposal [50]. In our context the proposal put forward in Ref. [49] is of relevance. According to this proposal the circuit complexity $\mathcal{C}\left(\psi_{1}, \psi_{2}\right)$ calculated for a pure reference state $\psi_{1}$ and a pure target state $\psi_{2}$ is just the length of a geodesic connecting these states. If the geodesics are not unique, then one should choose the one minimizing the distance between the reference state and the target state. The length of the geodesic is calculated with respect to the metric of Eq. (289) and is given by ${ }^{12}$ the formula,

$$
\begin{equation*}
\mathcal{C}\left(\psi_{1}, \psi_{2}\right)=\int_{0}^{1} d s \sqrt{2 G_{I J}^{(0)}(\lambda(s)) \dot{\lambda}^{I} \dot{\lambda}^{J}} \tag{295}
\end{equation*}
$$

where we $\lambda^{I} \leftrightarrow\left(x^{\mu}, y^{\mu}\right)$. An alternative definition of complexity is related to the energy of the geodesic

$$
\begin{equation*}
\mathcal{C}^{(\kappa=2)}\left(\psi_{1}, \psi_{2}\right)=2 \int_{0}^{1} d s G_{I J}^{(0)}(\lambda(s)) \dot{\lambda}^{I} \dot{\lambda}^{J}=\mathcal{C}^{2}\left(\psi_{1}, \psi_{2}\right) \tag{296}
\end{equation*}
$$

where $\kappa$ is a parameter labeling the so called cost function in Nielsen's method [48].

Now since we also know that the line element of this metric showing up in these proposals is related to a fidelity susceptibility of the previous subsection it is natural to conjecture that the reference and target states in our context should be the parallel purifications of Eq. (288). They are the ones purifying the density matrices $\rho_{1}$ and $\rho_{2}$ of the causal diamonds $\mathbf{D}_{1}$ and $\mathbf{D}_{2}$ in a special manner. In order to prove this conjecture one should be able to relate the results

[^10]of [34] we used in our considerations based on the ProvostValée metric of the previous subsection, to existing ones based on the Bures geometry [37,52]. If this conjecture is true then there is an alternative interpretation of Eq. (295) featuring the pullback of the Bures metric (also called the quantum Fisher metric) to $\mathcal{K}$ as the Provost-Valée one calculated in Ref. [34]. Note that the relevance of the Bures metric for calculating complexity was first put forward in the proposal [see Eq. (2.20) there] of Ref. [51].

After these considerations, and adopting the (296) definition for complexity using the result
$2 d s_{0}^{2} \simeq \frac{\delta V_{d}}{4 G^{(d+1)} L}, \quad \delta V_{d}=\operatorname{Vol}\left(B_{L}^{d-2} \times \delta A_{\diamond}\right)$
one obtains for the infinitesimal version of (296) the formula

$$
\begin{equation*}
\mathcal{C}^{(\kappa=2)}(\psi, \psi+\delta \psi) \simeq \frac{\delta V_{d}}{4 G^{(d+1)} L} \tag{298}
\end{equation*}
$$

This formula relates the complexity between two states $\psi$ and $\psi+\delta \psi$ (parallel purifying the two density matrices $\rho$ and $\rho+\delta \rho$ corresponding to the causal diamonds $\mathbf{D}$ and $\mathbf{D}+\delta \mathbf{D}$ ), to the infinitesimal area of the corresponding string worlds sheet. It is natural to conjecture that a similar formula holds for arbitrary pairs of causal diamonds having a spacelike separation with respect to the metric in kinematic space. According to this conjecture the geodesic distance calculated by (296) should be dual to the $d$-dimensional volume containing the world sheet area segment.

## V. CONCLUSIONS

In this paper we have revealed an interesting connection between segmented strings propagating in an $\mathrm{AdS}_{d+1}$ background and $\mathrm{CFT}_{d}$ subsystems in Minkowski spacetime characterized by quantum information theoretic quantities calculated for the vacuum state. We have shown that the area of the world sheet of a string segment measured in appropriate units on the AdS side can be connected to fidelity susceptibility (quantum information metric) on the CFT side if $d$ arbitrary. More precisely: we have shown that for the vacuum state the line element $d s_{0}^{2}$ of the quantum information metric can be related to the infinitesimal area of the string world sheet in the form of Eq. (297). This quantity has another [see Eq. (298)] interpretation as the computational complexity for infinitesimally separated states corresponding to causal diamonds that are displaced in a spacelike manner (according to the metric of kinematic space). In Eq. (288) for the general case of not necessarily infinitesimally (but still spacelike) separated intersecting causal diamonds we formulated the following conjecture. The Bures fidelity calculated for the states $\rho_{1}$ and $\rho_{2}$ answering the causal diamonds $\mathbf{D}_{1}$ and $\mathbf{D}_{2}$ corresponds to
$e^{-A_{\odot} / 2 L^{2}}$ where $A_{\diamond}$ is the area of the worlds sheet segment of the string.

For the special case of $\mathrm{AdS}_{3}$ the mathematical form of our fidelity susceptibility coincides with the combination of entanglement entropies showing up in proofs of strong subadditivity for the covariant holographic entanglement entropy proposal. More precisely: in this case the segmented stringy area in units of $4 G L$ is the conditional mutual information $I(A, C \mid B)$ calculated for a trapezoid configuration arising from boosted spacelike intervals $A, B$ and $C$. For the special case of $\mathrm{AdS}_{d+1}$ with $d$ even the fidelity susceptibility interpretation again coincides with a one using certain combinations of entanglement entropies. For $d$ odd no such interpretation is possible. However, building on results calculating the quantum geometric tensor for the vacuum, we were able to show that the alternative fidelity susceptibility/world sheet string-segment area relation universally holds for $d$ arbitrary.

For $\mathrm{AdS}_{3}$ via a detailed investigation we have also verified that the causal diamonds encode information for a unique reconstruction of the string world sheet segments in a holographic manner. In order to understand this reconstruction in terms already familiar from the literature let us notice that for a particular causal diamond the bulk dual of the associated density operator is the entanglement wedge. For a region $\mathcal{R}$ in a fixed time slice of $\mathrm{AdS}_{3}$ the entanglement wedge $\mathcal{W}_{\mathcal{R}}$ is the region bounded by the causal diamond of the region $\mathbf{D}$ and the relevant parts of the two light sheets [3]; $\mathcal{N}_{ \pm}$i.e., the cones of Fig. 1. In Fig. 1 the boundary of $\mathcal{W}_{\mathcal{R}}$ is the region arising from the intersection of these cones and the causal diamond. The $\mathcal{N}_{ \pm}$are normal null hypersurfaces emanating from the extremal surface $X_{\mathcal{R}}$ of Sec. III E. For $X_{\mathcal{R}}$ see the red half circle of Fig. 1. For a convenient choice for $\mathbf{D}$ one can consider the "diamond Universe" of Sec. III H2 with the region $\mathcal{R}$ of size $2 R$. Then one can extend the modular flow of (109) in the boundary to the bulk [53].

In our formalism this extension takes the following form. Let us associate with $\mathbf{D}$ a causally ordered set of four consecutive events $\left(a_{i}, \bar{a}_{i}\right), i=1,2,3,4$. We have already seen that these are in boosted inertial frames or in noninertial ones proceeding with constant acceleration exhibiting hyperbolic motion. We choose two of such events $(i=1,2)$ as the ones fixing the future and past tips of $\mathbf{D}$ and the third and fourth ones are fixing the extra tips needed to have a pair of intersecting diamonds $\mathbf{D}_{1}$ and $\mathbf{D}_{2}$. According to Eqs. (199)-(201) the coordinates $\left(a_{i}, \bar{a}_{i}\right)$ of these events are fixing the modular time $(\tilde{\tau})$ and acceleration parameters (g). But (any three of them) also determines the normal vector $N$ of a spacelike plane where our string world sheet segment lives. For the explicit form of $N$ see Eqs. (109)-(112). Clearly all the vertices $V_{i}$ of our string world sheet segment are on this plane. For several segments of that kind lying in different kind of planes see Fig. 5. These planes give rise to the modular slices [53] of the
entanglement wedge $\mathcal{W}_{\mathcal{R}}$. The simplest slice of that kind can easily be visualized using Fig. 4. Here $X_{\mathcal{R}}$ is the half circle with largest radius featuring $V_{2}$ as the topmost point of the string world sheet segment. Now the modular slice is just the intersection of the plane (containing the world sheet segment) which is perpendicular to the $x-t$ plane with $\mathcal{W}_{\mathcal{R}}$ (not shown in Fig. 4). Then we can conclude that the vertices $V_{i}$ are on a particular modular slice, with $V_{2}$ on the extension of the boundary modular flow of $\mathbf{D}$. The remaining vertices are coming from the lifts of the corresponding modular flows of $\mathbf{D}_{1}, \mathbf{D}_{2}$, and $\mathbf{D}_{1} \cap \mathbf{D}_{2}$. Analyzing these lifts gives an alternative way for deriving the expressions Eqs. (109)-(112) compatible with the equation of momentum conservation $p_{1}+p_{2}=p_{3}+p_{4}$.

The upshot of these considerations for the $\mathrm{AdS}_{3}$ case is that segmented strings seem to provide some sort tiling of the modular planes hence providing a tomography of the entanglement wedge. According to Eq. (298) for $d=2$ the areas of these tiles holographically encode information on the complexity properties of the vacuum state via the relation

$$
\begin{equation*}
\mathcal{C}^{(\kappa=2)}(\psi, \psi+\delta \psi) \simeq \frac{\delta A_{\diamond}}{4 G^{(3)} L} . \tag{299}
\end{equation*}
$$

What can we say about the $d>2$ case? For spherical regions $\mathcal{R}$ one can still consider the modular flow of the corresponding causal diamond $\mathbf{D}_{\mathcal{R}}$. In the spirit of Ref. [27] one can map the causal wedge $\mathcal{W}_{\mathcal{R}}$ to a domain which can be written as a slicing of the form

$$
\begin{equation*}
\mathrm{AdS}_{2} \times \mathbb{H}_{d-1} \tag{300}
\end{equation*}
$$

This domain has the geometry of the exterior of a hyperbolic black hole. Under a conformal transformation $X_{\mathcal{R}}$ is mapped to the horizon of the corresponding black hole. Since the (300) space dually corresponds to a thermal state, the entanglement entropy can be calculated as black hole entropy via Wald's formula [27]. Moreover, it was shown in Ref. [54] that in this case the modular slices are $\mathrm{AdS}_{2}$ ones taken at a fixed point in the hyperbolic space $\mathbb{H}_{d-1}$. Clearly one can interpret the pullback of these slices under the inverse conformal map as the ones where the world sheets of segmented strings live. Then the volumes of the corresponding balls with volume $V\left(B_{L}^{d-2}\right)$ can show up as objects coming from the relevant part of the metric on $\mathbb{H}_{d-1}$. Then one is expecting the result

$$
\begin{equation*}
\mathcal{C}^{(\kappa=2)}\left(\psi_{1}, \psi_{2}\right) \simeq \frac{\operatorname{Vol}\left(\operatorname{AdS}_{2}(\diamond) \times B_{L}^{d-2}\right)}{4 G^{(d+1)} L} \tag{301}
\end{equation*}
$$

where the notation $\operatorname{AdS}_{2}(\diamond)$ indicates that the string world sheet segments should be regarded as tiles for the $\mathrm{AdS}_{2}$ modular slices. However, one must recall that these tiles are very special ones since they can also be located on different modular slices. In any case they are patched together by the (40) interpolation ansatz, due to the fact that they solve the
equation of motion coming from the Nambu-Goto action. Notice also in this respect that according to our special result of Sec. III I a variation of the discretized NambuGoto action leads to an equation for entanglement entropies in the boundary theory. It is in the form of a Toda equation Eq. (216) describing the patching conditions of these tiles in different modular planes.

In this work we related fidelity susceptibility i.e., a quantity of quantum information theoretic origin of boundary states to a geometric property of segmented strings in the bulk. These string world sheet segments residing in the modular planes are scanning the classical space time geometry of the bulk entanglement wedge. Fidelity susceptibility is related to the real part of the quantum geometric tensor. However, there is the imaginary part of this quantum information theoretic quantity which also has an important physical meaning relevant in the holographic context. Indeed, this is the Berry curvature giving rise to the famous anholonomy Berry's phase [38]. In holography this curvature associated with boundary physics has been holographically related to the bulk symplectic form for pure states [55] associated to a full Cauchy slice. This idea has recently been generalized and reviewed for the more general setting where one can also consider deformations of density matrices describing mixed states corresponding to general subregions in the CFT $[37,56]$. The result of these works is that the bulk dual of the imaginary part of the quantum geometric tensor ${ }^{13}$ is the same symplectic form but now it is supported on the bulk entanglement wedge. In the light of our results on the role of segmented string world sheets (as building blocks for scanning the entanglement wedge), the exploration of their relationship to the bulk symplectic form should be a natural avenue for further study.

If our simple considerations performed here (for the $\mathrm{CFT}_{d}$ vacuum and its pure $\mathrm{AdS}_{d+1}$ dual) can be generalized then these important geometric correspondences might provide valuable insight. We are planning to investigate these exciting possibilities in future work.
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## APPENDIX A

Here we summarize the basics of the helicity formalism used in the text, and prove Theorem 1.

When considering arbitrary two vectors $A, B \in \mathbb{R}^{2,2}$ with components $A^{a}, B^{b}, a, b=-1,0,1,2$ in the canonical basis we have the bilinear form $A \cdot B=-A^{-1} B^{-1}-$ $A^{0} B^{0}+A^{1} B^{1}+A^{2} B^{2}$. In the helicity formalism we associate to these four component vectors $A^{a}$ a $2 \times 2$ matrix $\mathcal{A}_{m \dot{m}}$ with $m=1,2$ and $\dot{m}=\dot{1}, \dot{2}$ of the form

$$
\begin{align*}
\mathcal{A}_{m \dot{m}} & =\left(\begin{array}{cc}
\mathcal{A}_{1 \mathrm{i}} & \mathcal{A}_{1 \dot{2}} \\
\mathcal{A}_{2 \dot{1}} & \mathcal{A}_{2 \dot{2}}
\end{array}\right)=\left(\begin{array}{cc}
A^{1}+A^{-1} & A^{0}+A^{2} \\
A^{0}-A^{2} & A^{1}-A^{-1}
\end{array}\right) \\
& :=\left(\begin{array}{cc}
A^{+} & A \\
\bar{A} & A^{-}
\end{array}\right) . \tag{A1}
\end{align*}
$$

Now one can check that

$$
\begin{align*}
A \cdot B & =\frac{1}{2} \operatorname{Tr}(\mathcal{A} \epsilon \otimes \epsilon \mathcal{B})=-\frac{1}{2} \mathcal{A}_{m \dot{m}} \epsilon^{\dot{m} \dot{n}}\left(\mathcal{B}^{T}\right)_{\dot{n} n} \epsilon^{n m} \\
& :=\frac{1}{2} \operatorname{Tr}(\mathcal{A} \tilde{\mathcal{B}}) \tag{A2}
\end{align*}
$$

Hence, the usual bilinear form ${ }^{14}$ in $\mathbb{R}^{2,2}$ in the helicity formalism is represented by using the metric $\frac{1}{2} \epsilon \otimes \epsilon$. Then for example taking the quantities of Eqs. (97), (105), and (113) a calculation shows that
$N \cdot N=\frac{1}{2} \operatorname{Tr}(\mathcal{N} \tilde{\mathcal{N}})=L^{2}, \quad V_{1} \cdot V_{1}=\frac{1}{2} \operatorname{Tr}\left(\mathcal{V}_{1} \tilde{\mathcal{V}}_{1}\right)=-L^{2}$, $P_{i} \cdot P_{i}=\frac{1}{2} \operatorname{Tr}\left(\mathcal{P}_{i} \tilde{\mathcal{P}}_{i}\right)=0$.

Hence, the vectors $P_{i}$ with $i=1,4$ are lightlike (null) $N$ is spacelike and finally $V_{1}$ is timelike. This $\mathrm{AdS}_{3}$ vector is orthogonal to all of the remaining ones

$$
\begin{equation*}
N \cdot V_{1}=P_{1} \cdot V_{1}=P_{4} \cdot V_{1}=0 \tag{A4}
\end{equation*}
$$

Notice also that the quantities

[^12]\[

\left($$
\begin{array}{c}
\mathcal{Q}_{1}  \tag{A5}\\
\mathcal{Q}_{2} \\
\mathcal{Q}_{3} \\
\mathcal{Q}_{4}
\end{array}
$$\right)=\left($$
\begin{array}{c}
\mathcal{P}_{1} \\
\mathcal{V}_{1}+\mathcal{N} \\
\mathcal{V}_{1}-\mathcal{N} \\
\mathcal{P}_{4}
\end{array}
$$\right)
\]

give rise to a null basis $Q_{i} \cdot Q_{i}=0, i=1,2,3,4$ where $Q_{1} \cdot Q_{4}=-Q_{2} \cdot Q_{3}=2 L^{2}$

In order to prove Theorem 1 let us give one of the points say $\left(a_{2}, \bar{a}_{2}\right)$ a special status of a fourth (running) point in $\mathbb{R}^{1,1}$ this time to be denoted by $(a, \bar{a})$. Of course we still insist on our (75) causality condition. Now we have the

$$
\begin{align*}
& \zeta:=\frac{\left(a_{2}-a_{4}\right)\left(a_{3}-a_{1}\right)}{\left(a_{2}-a_{1}\right)\left(a_{4}-a_{3}\right)}>0, \\
& \bar{\zeta}:=\frac{\left(\bar{a}_{2}-\bar{a}_{4}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right)}{\left(\bar{a}_{2}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)}>0 \tag{A6}
\end{align*}
$$

cross ratios at our disposal and one can also use the spinors $z=(a, L)$ and $\bar{z}=(\bar{a}, L)$ regarded as row vectors.

Let us now define

$$
\begin{align*}
\left(\begin{array}{ll}
\psi_{11} & \psi_{12} \\
\psi_{21} & \psi_{22}
\end{array}\right)= & \frac{1}{\sqrt{\left(a_{4}-a_{1}\right)\left(a_{4}-a_{3}\right)\left(a_{3}-a_{1}\right)}} \\
& \times\left(\begin{array}{ll}
\left(a_{4}-a_{3}\right) a_{1} & \left(a_{4}-a_{3}\right) L \\
\left(a_{3}-a_{1}\right) a_{4} & \left(a_{3}-a_{1}\right) L
\end{array}\right)  \tag{A7}\\
\left(\begin{array}{ll}
\bar{\psi}_{\text {i i }} & \bar{\psi}_{\text {i i }} \\
\bar{\psi}_{2 \mathrm{i}} & \bar{\psi}_{2 i}
\end{array}\right)= & \frac{1}{\sqrt{\left(\bar{a}_{4}-\bar{a}_{1}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)\left(\bar{a}_{3}-\bar{a}_{1}\right)}} \\
& \times\left(\begin{array}{ll}
\left(\bar{a}_{4}-\bar{a}_{3}\right) \bar{a}_{1} & \left(\bar{a}_{4}-\bar{a}_{3}\right) L \\
\left(\bar{a}_{3}-\bar{a}_{1}\right) \bar{a}_{4} & \left(\bar{a}_{3}-\bar{a}_{1}\right) L
\end{array}\right) . \tag{A8}
\end{align*}
$$

We denote these $2 \times 2$ matrices by $\psi$ and $\bar{\psi}$. They are $2 \times 2$ matrices having the index structure $\psi_{\alpha m}$ and $\bar{\psi}_{\dot{\alpha} \dot{m}}$. These matrices are built up from the two component spinors familiar from Eqs. (172) and (173). Explicitly $\psi_{1 m}$ corresponds to $\psi_{1}$ and $\psi_{2 m}$ corresponds to $\psi_{4}$.

Then recalling the definition of Eq. (175) one can perform the following calculation

$$
\begin{align*}
z \epsilon \psi^{T}= & \frac{L}{\sqrt{\mathcal{D}}}\left(a_{4}-a_{3}\right)\left(a-a_{1}\right)(1, \zeta) \\
z \epsilon \mathcal{N} \epsilon \bar{z}^{T}= & \left(z \epsilon \psi^{T}\right) \epsilon\left(\bar{\psi} \epsilon \bar{z}^{T}\right)=\frac{L^{2}}{\sqrt{\mathcal{D} \overline{\mathcal{D}}}}\left(a-a_{1}\right)\left(\bar{a}-\bar{a}_{1}\right) \\
& \times\left(a_{4}-a_{3}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)(\bar{\zeta}-\zeta), \tag{A9}
\end{align*}
$$

where now in the (A6) definition of the cross ratio $\zeta$ we have to use $a=a_{2}$.

Recall that the matrix $\mathcal{N}_{\text {mi }}$ represents a spacelike four vector $N \in \mathbb{R}^{2,2}$ in the helicity formalism. Moreover, defining

$$
\begin{equation*}
\mathcal{Z}_{m \dot{m}}:=z_{m} \bar{z}_{\dot{m}} \tag{A10}
\end{equation*}
$$

and we observe that it represents a lightlike vector $Z \in \mathbb{R}^{2,2}$. Then we have $z \epsilon \mathcal{N} \epsilon \bar{z}^{T}=-\operatorname{Tr}(\mathcal{N} \tilde{\mathcal{Z}})$ hence using (A2) one can write our result as
$2 N \cdot Z=\frac{L^{2}}{\sqrt{\mathcal{D} \overline{\mathcal{D}}}}\left(a-a_{1}\right)\left(\bar{a}-\bar{a}_{1}\right)\left(a_{4}-a_{3}\right)\left(\bar{a}_{4}-\bar{a}_{3}\right)(\zeta-\bar{\zeta})$.

Then $N \cdot Z=0$ if and only if $\zeta=\bar{\zeta}$ as claimed.
We note that by employing the spinor matrices $\psi$ and $\bar{\psi}$ used in our proof of Theorem 1 the four basic null vectors of (A5) characterizing the string world sheet segment in the helicity formalism can be arranged as [20]
$W_{\alpha m, \dot{\alpha} \dot{m}}:=\psi_{\alpha m} \bar{\psi}_{\dot{\alpha} \dot{m}}:=\frac{1}{2}\left(\begin{array}{cc}\mathcal{P}_{1} & \mathcal{V}_{1}+\mathcal{N} \\ \mathcal{V}_{1}-\mathcal{N} & \mathcal{P}_{4}\end{array}\right)$.

## APPENDIX B

In this appendix we present some calculational details. First we prove the (93) identity. Using the (86) definition a calculation gives

$$
\frac{\mathcal{Z}_{i}-\mathcal{Z}_{j}}{2 r_{i j}^{2}}=\left(\begin{array}{cc}
\frac{a_{i}+a_{j}}{a_{i}-a_{j}}+\frac{\bar{a}_{i}+\bar{a}_{j}}{\bar{a}_{i}-\bar{a}_{j}} & \frac{2 L}{\left(\bar{a}_{i}-\bar{a}_{j}\right)}  \tag{B1}\\
\frac{2 L}{\left(a_{i}-a_{j}\right)} & 0
\end{array}\right) .
$$

Then we plug in the (90) relation into the right-hand side of Eq. (93) to obtain
$\frac{r_{12} r_{34}}{r_{13} r_{24}}\left[\frac{\mathcal{Z}_{1}-\mathcal{Z}_{2}}{2 r_{12}^{2}}-\frac{\mathcal{Z}_{1}-\mathcal{Z}_{4}}{2 r_{14}^{2}}\right]=\left[\frac{\mathcal{Z}_{1}-\mathcal{Z}_{4}}{2 r_{14}^{2}}-\frac{\mathcal{Z}_{1}-\mathcal{Z}_{3}}{2 r_{13}^{2}}\right]$.

Then for the left-hand side of (B2) we get
$\frac{r_{12} r_{34}}{r_{13} r_{24}}\left(\begin{array}{cc}a_{1} \frac{a_{2}-a_{4}}{\left(a_{1}-a_{2}\right)\left(a_{1}-a_{4}\right)}+\bar{a}_{1} \frac{\bar{a}_{2}-\bar{a}_{4}}{\left(\bar{a}_{1}-\bar{a}_{2}\right)\left(\bar{a}_{2}-\bar{a}_{4}\right)} & L \frac{\bar{a}_{2}-\bar{a}_{4}}{\left(\bar{a}_{1}-\bar{a}_{2}\right)\left(\bar{a}_{1}-\bar{a}_{4}\right)} \\ L \frac{a_{2}-a_{4}}{\left(a_{1}-a_{2}\right)\left(a_{1}-a_{4}\right)} & 0\end{array}\right)$
and for the right-hand side

$$
\left(\begin{array}{cc}
a_{1} \frac{a_{4}-a_{3}}{\left(a_{1}-a_{4}\right)\left(a_{1}-a_{3}\right)}+a_{1} \frac{\bar{a}_{4}-\bar{a}_{3}}{\left(\bar{a}_{1}-\bar{a}_{4}\right)\left(\bar{c}_{1}-\bar{a}_{3}\right)} & L \frac{\bar{a}_{4}-\bar{a}_{3}}{\left(\bar{a}_{1}-\bar{a}_{4}\right)\left(\bar{a}_{1}-\bar{a}_{3}\right)}  \tag{B4}\\
L \frac{a_{4}-a_{3}}{\left(a_{1}-a_{4}\right)\left(a_{1}-a_{3}\right)} & 0
\end{array}\right) .
$$

Now one can see that by virtue of (88) the left hand side can be converted to the right-hand side hence our (93) identity indeed holds.

Let us now prove the (94) identity. When the four points of Sec. III D are on a hyperbola one can use the hyperbolic version of the inscribed angle theorem [57] to arrive at

$$
\begin{equation*}
-\frac{\Delta_{14} \cdot \Delta_{34}}{4 r_{14} r_{34}}=-\frac{\Delta_{12} \cdot \Delta_{23}}{4 r_{12} r_{23}}=\cosh \theta . \tag{B5}
\end{equation*}
$$

Indeed these expressions show that the relative rapidity $\theta$ between two observers starting from $x_{1}$ and later from $x_{3}$ will be the same as the vertex of their intended meeting points is moved from $x_{4}$ to $x_{2}$ along the hyperbola.

From Eq. (B5) we obtain

$$
\begin{equation*}
\frac{r_{14} r_{34}}{r_{12} r_{23}}=\frac{\Delta_{14} \cdot \Delta_{34}}{\Delta_{12} \cdot \Delta_{32}}=\frac{r_{13}^{2}-r_{14}^{2}-r_{34}^{2}}{r_{13}^{2}-r_{12}^{2}-r_{23}^{2}}, \tag{B6}
\end{equation*}
$$

where we have used the identity

$$
\begin{equation*}
\Delta_{i j} \cdot \Delta_{k j}=-4 r_{i j}^{2}-4 r_{k j}^{2}+4 r_{i k}^{2} \tag{B7}
\end{equation*}
$$

Then from (B6) one can see that
$\frac{r_{13}}{r_{12} r_{23}}-\frac{r_{12}}{r_{13} r_{23}}-\frac{r_{23}}{r_{12} r_{13}}=\frac{r_{13}}{r_{14} r_{34}}-\frac{r_{14}}{r_{13} r_{34}}-\frac{r_{34}}{r_{13} r_{14}}$.
In this expression one can get rid of $\frac{r_{23}}{r_{12} r_{13}}$ using the second of (91) and of $\frac{r_{14}}{r_{13} r_{34}}$ using the first of (91). From here one indeed arrives at (94).

Finally, we present some details for the calculation of $N_{a}$ the normal vector for the string world sheet segment. First we write (37) in the following form:

$$
\begin{align*}
N_{a} & =\frac{1}{2} \varepsilon_{a b c d} \Pi^{c d} V_{1}^{b}=* \Pi_{a b} V_{1}^{b}=L^{2} * \Pi_{a b}\left(\frac{p_{3}^{b}}{p_{3} \cdot p_{4}}\right) \\
& =\frac{r_{14}^{2}}{2 r_{13} r_{34} r_{14}} * \Pi_{a b} Z_{3}^{b}, \tag{B9}
\end{align*}
$$

where

$$
\begin{equation*}
\Pi=\frac{p_{1} \wedge p_{4}}{p_{1} \cdot p_{4}} \tag{B10}
\end{equation*}
$$

where we have used Eqs. (86), (92), (95), (97), and (99). Now a calculation shows that

$$
\begin{align*}
\Pi^{-10}+\Pi^{12} & =\frac{L}{a_{1}-a_{4}}+\frac{1}{L} \frac{a_{1} a_{4}}{a_{1}-a_{4}} \\
\Pi^{-10}-\Pi^{12} & =\frac{L}{\bar{a}_{1}-\bar{a}_{4}}+\frac{1}{L} \frac{\bar{a}_{1} \bar{a}_{4}}{\bar{a}_{1}-\bar{a}_{4}}  \tag{B11}\\
\Pi^{01}-\Pi^{-12} & =\frac{L}{a_{1}-a_{4}}-\frac{1}{L} \frac{a_{1} a_{4}}{a_{1}-a_{4}} \\
\Pi^{01}+\Pi^{-12} & =\frac{L}{\bar{a}_{1}-\bar{a}_{4}}-\frac{1}{L} \frac{\bar{a}_{1} \bar{a}_{4}}{\bar{a}_{1}-\bar{a}_{4}} \tag{B12}
\end{align*}
$$

$\Pi^{-11}+\Pi^{02}=\frac{a_{1}+a_{4}}{a_{1}-a_{4}}, \quad \Pi^{-11}-\Pi^{02}=\frac{\bar{a}_{1}+\bar{a}_{4}}{\bar{a}_{1}-\bar{a}_{4}}$.
It can be shown that left and right moving parts correspond to the self-dual and antiself-dual parts of $\Pi_{a b}$. Using these expressions in (B9) the result of (109)-(112) now follows by a straightforward calculation.

## APPENDIX C

We have seen that two $U, V \in \mathbb{R}^{2, d}$ null vectors define an $\operatorname{AdS}_{d+1}$ minimal surface via the equations $U$. $X=0$ and $V \cdot X=0$. In the Poincaré model these equations become

$$
\begin{align*}
& z^{2}+\left(x-x_{u}\right) \cdot\left(x-x_{u}\right)=0  \tag{C1}\\
& z^{2}+\left(x-x_{v}\right) \cdot\left(x-x_{v}\right)=0 \tag{C2}
\end{align*}
$$

Due to the time and space translational invariance of the metric (224) in the Poincare model the area of a minimal surface can depend only on the quantities $\Delta^{\mu}=x_{v}^{\mu}-x_{u}^{\mu}$ while the coordinates of the center are $\frac{1}{2}\left(x_{u}^{\mu}+x_{v}^{\mu}\right)$. Therefore we can calculate the area in the special case with $x_{u}^{\mu}=-x_{v}^{\mu}$ (hence, the minimal surface lies in the origin) as a function of $\Delta^{\mu}=2 x_{v}=-2 x_{u}$ and then substitute back an arbitrary difference $\Delta^{\mu}=x_{u}^{\mu}-x_{v}^{\mu}$ to get the general result. In the following let us examine this special case.

Assume that $x_{u}^{\mu}=-x_{v}^{\mu}$ and denote $\Delta^{\mu}=2 x_{v}=-2 x_{u}$. Equations (237) can be written in the form,

$$
\begin{align*}
& z^{2}-\left(t+\frac{1}{2} \Delta^{0}\right)^{2}+\sum_{k}\left(x^{k}+\frac{1}{2} \Delta^{k}\right)^{2}=0  \tag{C3}\\
& z^{2}-\left(t-\frac{1}{2} \Delta^{0}\right)^{2}+\sum_{k}\left(x^{k}-\frac{1}{2} \Delta^{k}\right)^{2}=0 \tag{C4}
\end{align*}
$$

where $k=1, \ldots, d-1$. In this case $x_{u} \bullet x_{u}=x_{v} \cdot x_{v}$ therefore their intersection lies in the plane

$$
\begin{equation*}
t \Delta^{0}=\sum_{k} x^{k} \Delta^{k} \tag{C5}
\end{equation*}
$$

Substituting this back into the equation of cones one gets the following formula:

$$
\begin{equation*}
z^{2}-\frac{1}{\left(\Delta^{0}\right)^{2}}\left(\sum_{k} x^{k} \Delta^{k}\right)^{2}+\sum_{k}\left(x^{k}\right)^{2}=-\frac{1}{4} \Delta \cdot \Delta=r^{2} \tag{C6}
\end{equation*}
$$

Now with a change of coordinates $x^{k} \rightarrow \tilde{x}^{k}$ by an $S O(d-1)$ transformation in the $x^{k}$ subspace one can make the vector $\Delta^{a}$ to be parallel to $\tilde{x}^{1}$. The sum $\sum_{a}\left(x^{a}\right)^{2}$ stays invariant. In this setup it can be shown that the equation simplifies to

$$
\begin{equation*}
z^{2}+\frac{4 r^{2}}{\left(\Delta^{0}\right)^{2}}\left(\tilde{x}^{1}\right)^{2}+\left(\tilde{x}^{2}\right)^{2}+\cdots+\left(\tilde{x}^{d-1}\right)^{2}=r^{2} \tag{C7}
\end{equation*}
$$

The coordinate $x^{0}$ can be expressed by (C5) as

$$
\begin{equation*}
t=\frac{\tilde{x}^{1}}{\Delta^{0}} \sqrt{\sum_{k}\left(\Delta^{k}\right)^{2}} \tag{C8}
\end{equation*}
$$

The metric

$$
\begin{equation*}
d s^{2}=L^{2} \frac{d z^{2}+d x \cdot d x}{z^{2}} \tag{C9}
\end{equation*}
$$

stays invariant under the change of coordinates by the $S O(d-1)$ transformation.

It is convenient to parametrize the minimal surface by $(d-1)$-dimensional spherical coordinates $\theta, \phi_{1}, \phi_{d-2}$,

$$
\left.\begin{array}{l}
z=r \cos \theta  \tag{C10}\\
t=\frac{1}{2} \sqrt{\sum_{k}\left(\Delta^{k}\right)^{2}} \sin \theta \cos \phi_{1} \\
\tilde{x}^{1}=\frac{1}{2} \Delta^{0} \sin \theta \cos \phi_{1} \\
\tilde{x}^{2}=r \sin \theta \sin \phi_{1} \cos \phi_{2} \\
\ldots \\
\tilde{x}^{d-2}=r \sin \theta \sin \phi_{1} \ldots \cos \phi_{d-2} \\
\tilde{x}^{d-1}=r \sin \theta \sin \phi_{1} \ldots \sin \phi_{d-2}
\end{array}\right\},
$$

where $\phi_{1}, \ldots, \phi_{d-3} \in[0, \pi], \quad \phi_{d-2} \in[0,2 \pi] \quad$ and $\quad z>0$ implies that $\theta_{d-1}:=\theta \in[0, \pi / 2]$.

The area of the minimal surface $X_{R}$ can be determined by calculating the following integral:

$$
\begin{equation*}
\mathcal{A}\left(X_{R}\right)=\int d^{d-1} x \sqrt{h} \tag{C11}
\end{equation*}
$$

where the induced metric $h_{k l}$ is given by

$$
\begin{equation*}
h_{k l}=L^{2} \frac{\partial_{k} z \partial_{l} z+\partial_{k} \tilde{x} \bullet \partial_{l} \tilde{x}}{z^{2}} \tag{C12}
\end{equation*}
$$

One can show that the induced metric tensor $h_{k l}$ is therefore a $(d-1) \times(d-1)$-dimensional tensor whose elements are
$\left.\begin{array}{l}h_{\theta \theta}=\frac{L^{2}}{\cos ^{2} \theta}, \\ h_{k k}=\frac{L^{2}}{\cos ^{2} \theta} \sin ^{2} \theta \sin ^{2} \phi_{1} \ldots \sin \phi_{k-2}, \quad \text { for } k=\phi_{1}, \ldots, \phi_{d-2} \\ h_{k l}=0, \quad \text { for } k \neq l\end{array}\right\}$.

Hence, the area form on the surface is given by

$$
\begin{align*}
d^{d-1} \sqrt{h}= & d \theta d \phi_{1} \ldots d \phi_{d-2} L^{d-1} \frac{\sin ^{d-2} \theta}{\cos ^{d-1} \theta} \sin ^{d-3} \phi_{1} \\
& \times \sin ^{d-4} \phi_{2} \ldots \sin \phi_{d-3} \tag{C14}
\end{align*}
$$

Now we are able to calculate the area of the minimal surface. Inserting (C14) into (C11) one gets the following integral:

$$
\begin{align*}
A_{\min }= & L^{d-1} \int_{0}^{\pi / 2} d \theta \frac{\sin ^{d-2} \theta}{\cos ^{d-1} \theta} \int_{0}^{\pi} d \phi_{1} \sin ^{d-3} \phi_{1} \ldots \\
& \times \int_{0}^{2 \pi} d \phi_{d-2} \tag{C15}
\end{align*}
$$

The integration over variables $\phi_{1}, \ldots, \phi_{d-2}$ gives the (245) surface $\Omega_{d-2}$ of a unit sphere, thus

$$
\begin{equation*}
\mathcal{A}\left(X_{R}\right)=L^{d-1} \Omega_{d-2} \int_{0}^{\pi / 2} d \theta \frac{\sin ^{d-2} \theta}{\cos ^{d-1} \theta} . \tag{C16}
\end{equation*}
$$

Or by a change of variable $y=\cos \theta=z / r$ one gets

$$
\begin{equation*}
\mathcal{A}\left(X_{R}\right)=L^{d-1} \Omega_{d-2} \int_{0}^{1} d y \frac{\left(1-y^{2}\right)^{\frac{d-3}{2}}}{y^{d-1}} \tag{C17}
\end{equation*}
$$

Now it is important to note that this is just a formal expression due to the divergence of the embedding metric at $z \rightarrow 0$. So to get a finite value one needs to regularize the minimal surface by limiting $z$ to $z>\delta$, where $\delta$ is small. In the $y=z / r$ coordinates this means a regularization $y>\delta / r$. Hence the regularized area of the minimal surface can be calculated by

$$
\begin{equation*}
\mathcal{A}\left(X_{R}\right)=L^{d-1} \Omega_{d-2} \int_{\delta / r}^{1} d y \frac{\left(1-y^{2}\right)^{\frac{d-3}{2}}}{y^{d-1}} \tag{C18}
\end{equation*}
$$

The integrand can be expanded into a series

$$
\begin{equation*}
\left(1-y^{2}\right)^{\frac{d-3}{2}} y^{1-d}=\sum_{n=0}^{\infty} C_{n} y^{(2 n+1)-d} \tag{C19}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{0}=1, C_{n}=\frac{(-1)^{n}}{2^{n} n!}(d-3)(d-5) \ldots(d-(2 n+1)) \tag{C20}
\end{equation*}
$$

Therefore, one need to calculate the following series

$$
\begin{equation*}
\sum_{n=0}^{\infty} C_{n} \int_{\delta / r}^{1} d y y^{(2 n+1)-d} \tag{C21}
\end{equation*}
$$

Now we need to calculate this series separately for even and odd dimensions.

## 1. Case of $\boldsymbol{d}$ even

Let consider first the even $d$ case. For $n=(d-2) / 2$ we need to integrate $1 / y$ so we get a term proportional to $\log y$. Hence, we need to separate the summation into three parts:

$$
\begin{align*}
\sum_{n=0}^{\infty} C_{n} \int d y y^{(2 n+1)-d}= & \sum_{n=0}^{(d-4) / 2} \frac{C_{n}}{2 n-d+2} y^{(2 n+2)-d} \\
& +C_{(d-2) / 2} \log y \\
& +\sum_{n=d / 2}^{\infty} \frac{C_{k}}{2 n-d+2} y^{(2 n+2)-d} . \tag{C22}
\end{align*}
$$

Therefore, for the integral in the calculation for the area of the minimal surface in the case of $d$ even one gets

$$
\begin{align*}
\int_{\delta / r}^{1} d y \frac{\left(1-y^{2}\right)^{\frac{d-3}{2}}}{y^{d-1}}= & \mathrm{const}-\sum_{n=0}^{(d-4) / 2} \frac{C_{n}}{2 n-d+2}\left(\frac{r}{\delta}\right)^{d-(2 n+2)} \\
& +C_{(d-2) / 2} \log \left(\frac{r}{\delta}\right) \\
& -\sum_{n=d / 2}^{\infty} \frac{C_{n}}{2 n-d+2}\left(\frac{\delta}{r}\right)^{(2 n+2)-d}, \quad(\mathrm{C} 2) \tag{C23}
\end{align*}
$$

where the constant term comes from the integral evaluated at $y=1$. The logarithmic term can be written in the form,

$$
\begin{align*}
C_{(d-2) / 2} \log \left(\frac{r}{\delta}\right) & =\frac{(-1)^{(d-2) / 2}(d-3)!!}{2^{(d-2) / 2}\left(\frac{d-2}{2}\right)!} \log \left(\frac{r}{\delta}\right) \\
& =\frac{(-1)^{(d-2) / 2}}{2} \frac{(d-3)!!}{(d-2)!!} \log \left(\frac{r^{2}}{\delta^{2}}\right) \tag{C24}
\end{align*}
$$

Our main concern will be further elaborations on the meaning of this term.

## 2. Case of $d$ odd

For the odd-dimensional case the logarithmic term disappears so the series simply becomes
$\sum_{n=0}^{\infty} C_{n} \int d y y^{(2 n+1)-d}=\sum_{n=0}^{\infty} \frac{C_{k}}{2 n-d+2} y^{(2 n+2)-d}$.
It is easy to show that this expression is equal to

$$
\begin{align*}
& \sum_{n=0}^{\infty} \frac{C_{n}}{2 n-d+2} y^{(2 n+2)-d} \\
& =\frac{y^{2-d}}{d-2}{ }_{2} F_{1}\left(\frac{2-d}{2}, \frac{3-d}{2}, \frac{4-d}{2} ; y^{2}\right) \tag{C26}
\end{align*}
$$

where

$$
\begin{equation*}
{ }_{2} F_{1}(a, b, c ; x)=1+\frac{a b}{c} \frac{x}{1!}+\frac{a(a+1) b(b+1)}{c(c+1)} \frac{x^{2}}{2!}+\ldots \tag{C27}
\end{equation*}
$$

is the hypergeometric function. Therefore, the integral in the area calculation is

$$
\begin{align*}
\int_{\delta / r}^{1} d y \frac{\left(1-y^{2}\right)^{\frac{d-3}{2}}}{y^{d-1}}= & \frac{1}{d-2}{ }_{2} F_{1}\left(\frac{2-d}{2}, \frac{3-d}{2}, \frac{4-d}{2} ; 1\right) \\
& -\frac{1}{d-2}\left(\frac{r}{\delta}\right)^{d-2} \\
& \times{ }_{2} F_{1}\left(\frac{2-d}{2}, \frac{3-d}{2}, \frac{4-d}{2} ;\left(\frac{r}{\delta}\right)^{2}\right) \tag{C28}
\end{align*}
$$

The first constant term can be expressed explicitly in terms of gamma functions,

$$
\begin{align*}
& \frac{1}{d-2}{ }_{2} F_{1}\left(\frac{2-d}{2}, \frac{3-d}{2}, \frac{4-d}{2} ; 1\right) \\
& =\frac{\Gamma\left(\frac{4-d}{2}\right) \Gamma\left(\frac{d-1}{2}\right)}{(2-d) \sqrt{\pi}}=\frac{\Gamma\left(\frac{2-d}{2}\right) \Gamma\left(\frac{d-1}{2}\right)}{2 \sqrt{\pi}} \tag{C29}
\end{align*}
$$

We are only examining again this term due to latter reasons.
Merging the even and odd case the area of the minimal surface for even and for odd $d$ is

$$
\mathcal{A}\left(X_{\mathcal{R}}\right)=\ldots+L^{d-1} \Omega_{d-2}\left\{\begin{array}{cc}
\frac{(-1)^{(d-2) / 2}}{2} \frac{(d-3)!!}{(d-2)!!} \log \left(\frac{r^{2}}{\delta^{2}}\right), & \text { if } d \text { is even }  \tag{C30}\\
\frac{\left.\Gamma \frac{(2-d}{2}\right) \Gamma\left(\frac{d-1}{2}\right)}{2 \sqrt{\pi}}, & \text { if } d \text { is odd }
\end{array}\right\}+\cdots
$$

One can use in this formula (245) and the identity $\Gamma\left(\frac{1}{2}+m\right)=2^{-m}(2 m-1)!!\sqrt{\pi}$ with $m=(d-2) / 2$ to obtain the final form as

$$
\mathcal{A}\left(X_{\mathcal{R}}\right)=\ldots+L^{d-1}\left\{\begin{array}{cc}
\frac{(-2 \pi)^{(d-2) / 2}}{(d-2)!!} \log \left(\frac{r^{2}}{\delta^{2}}\right), & \text { if } d \text { is even }  \tag{C31}\\
\pi^{(d-2) / 2} \Gamma\left(\frac{2-d}{2}\right), & \text { if } d \text { is odd }
\end{array}\right\}+\cdots
$$

It is important to realize that $\mathcal{A}\left(X_{\mathcal{R}}\right)$ can also be written in the form [44] of

$$
\mathcal{A}\left(X_{\mathcal{R}}\right)=\cdots+L^{d-1} \frac{\pi^{d / 2}}{\Gamma(d / 2)}\left\{\begin{array}{cc}
(-1)^{(d-2) / 2} \frac{2}{\pi} \log \left(\frac{r}{\delta}\right), & \text { if } d \text { is even }  \tag{C32}\\
(-1)^{(d-1) / 2}, & \text { if } d \text { is odd }
\end{array}\right\}+\cdots
$$

Then we notice that the term after $L^{d-1}$ is the regularized hyperbolic volume $V\left(\mathbb{T}^{d-1}\right)$, i.e., the volume of the space with metric $d s_{\mathbb{H}^{d-1}}^{2}=d u^{2}+\sinh ^{2} u d \Omega_{d-2}^{2}$. Then one can write for the universal contributions the formula

$$
\begin{equation*}
\mathcal{A}\left(X_{\mathcal{R}}\right) \simeq L^{d-1} V\left(\mathbb{-}^{d-1}\right) \tag{C33}
\end{equation*}
$$

We have considered the so far a special case when the minimal surface is placed at the origin. However, due to spacial and time translational invariance (C30) still holds for any arrangement, only $r$ need to be replaced by

$$
\begin{equation*}
r^{2}=-\frac{1}{4}\left(x_{u}-x_{v}\right) \cdot\left(x_{u}-x_{v}\right) \tag{C34}
\end{equation*}
$$
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[^1]:    ${ }^{1}$ Do not confuse our quantity $\mathcal{A}(i j)$ which is of dimension length due to the fact that our minimal "surface" is a geodesic "line", with $A(i j)$ of (132) which is of dimension length squared.

[^2]:    ${ }^{2}$ This result is a reformulation Proposition 3.4. of Ref. [23].

[^3]:    ${ }^{3}$ The somewhat unusual convention of shifting $x_{0}$ by $1 / g$ was introduced to be also in accord with our previous parametrization of hyperbolas in Eq. (78) by $a_{0}=t_{0}+x_{0}$ and $\bar{a}_{0}=t_{0}-x_{0}$.

[^4]:    ${ }^{4}$ Do not confuse the proper time $-\tau_{0} \leq \tau \leq \tau_{0}$ of Eq. (192) associated with a particular accelerating observer with the modular time $-\infty \leq \tilde{\tau} \leq \infty$ of Eq. (200). They are related to each other by the formula

    $$
    \tanh (g \tau)=\frac{g R \sinh \left(\frac{\tilde{\tau}}{R}\right)}{1+\sqrt{1+g^{2} R^{2}} \cosh \left(\frac{\tilde{\tau}}{R}\right)} .
    $$

    As is well-known the interplay between $\tau$ and $\tilde{\tau}$ is related to the thermal time hypothesis see Ref. [24].

[^5]:    ${ }^{5}$ This derivation can similarly be done for null vectors that satisfying $U \cdot V>0$. However, then their patch vectors are timelike separated if and only if $U^{-} V^{-}>0$.

[^6]:    ${ }^{6}$ See however, Ref. [32] for recent results with calculations for mutual information for arbitrary spherical regions with large separation.

[^7]:    ${ }^{7}$ Timelike displacements in kinematic space correspond to deformations of diamonds keeping their center invariant [9].

[^8]:    ${ }^{8}$ Two purifications are are parallel when the transition probability $\left|\left\langle\psi_{1} \mid \psi_{2}\right\rangle\right|$ is maximized.
    ${ }^{9}$ The first equality of the next equation is Uhlmann's theorem. For the holographic context see Ref. [37].

[^9]:    ${ }^{10}$ The $\log (\tilde{\varepsilon})$ term comes from a regularization factor [34].
    ${ }^{11}$ See for example Eq. (5.5a) of Ref. [42].

[^10]:    ${ }^{12}$ Here a factor of 2 is added to be consistent with Nielsen's geometric method [51].

[^11]:    ${ }^{13}$ In the case of Ref. [37] the mixed state generalization of Berry's phase i.e., Uhlmann's phase and the associated curvature was considered. In this case instead of the Provost-Valée metric as the real part of the quantum geometric tensor one should consider the Bures [35] metric.

[^12]:    ${ }^{14}$ Clearly $\operatorname{Tr}(\tilde{\mathcal{A} \mathcal{B}})=\operatorname{Tr}(\mathcal{A \mathcal { B }})$ in accord with $A \cdot B=B \cdot A$.

