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#### Abstract

Twist operators implement symmetries in bounded regions of the space. Standard twists are a special class of twists constructed using modular tools. The twists corresponding to translations have interesting special properties. They can move continuously an operator from a region to a disjoint one without ever passing through the gap separating the two. In addition, they have generators satisfying the spectrum condition. We compute explicitly these twists for the two-dimensional chiral fermion field. The twist generator gives place to a new type of energy inequality where the smeared energy density is bounded below by an operator.
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## I. INTRODUCTION

A twist is an operator that implements a symmetry in a region of space but does nothing outside. Twists implementing any symmetry, be it internal or spacetime symmetry, can always be constructed in a standard way using modular tools [1-4]. It is simple to construct a twist in a spatial region $A$ for a Noether symmetry with Noether current $j^{\mu}$. This is done by exponentiating the local charge

$$
\begin{equation*}
\tau_{A}=e^{i \lambda \int d^{d-1} x f(x) j^{0}(x)} \tag{1}
\end{equation*}
$$

where $f(x)=1$ inside $A$ and $f(x)$ smoothly go to zero outside $A \cup Z$, where $Z$ is a small buffer zone surrounding $A$. This is necessary to have a nonsingular operator. We are also omitting a small smearing in the time direction. Using modular theory it is possible to construct twists implementing locally also discrete symmetries without Noether currents. While the strong form of the Noether theorem (existence of currents for continuous symmetries) is still incomplete $[5,6]$, this gives a weak form of the Noether theorem that is also valid for discrete symmetries [4].

Using a translation current $j^{\mu}=a_{\nu} T^{\mu \nu}$, with $T^{\mu \nu}$ the stress tensor, (1) will implement locally translations in the $a_{\nu}$ direction. Suppose now we have two identical but disjoint balls $A_{1}$ and $A_{2}$ in space and want a unitary operator that implements the translation from $A_{1}$ to $A_{2}$ on all operators localized on $A_{1}$, but does nothing outside of

[^0]Published by the American Physical Society under the terms of the Creative Commons Attribution 4.0 International license. Further distribution of this work must maintain attribution to the author(s) and the published article's title, journal citation, and DOI. Funded by SCOAP ${ }^{3}$.
$\left(A_{1} \cup Z_{1}\right) \cup\left(A_{2} \cup Z_{2}\right)$, for two arbitrarily small buffer zones $Z_{1}, Z_{2}$ surrounding the balls. That is, we want a translation operator capable of leaping from one region to the other. Is this possible?

By integrating the charge density over the two balls, we will never be able to translate operators from $A_{1}$ to $A_{2}$. Operators from $A_{1}$ will get crushed into the buffer zone $Z_{1}$ of $A_{1}$ for large translations and never reach $A_{2}$. This Noether twist is a product of two operators localized in $A_{1} \cup Z_{1}$ and $A_{2} \cup Z_{2}$, which makes such a translation impossible. However, it is the result of a paper by Buchholz et al. [4] that such a translation operator generically exists in quantum field theory (QFT). The generator of this translation from $A_{1}$ to $A_{2}$ should contain something similar to the Noether charge in $A_{1} \cup A_{2}$, such as to implement infinitesimal translations, but something more, connecting the two regions, is needed in the buffer zone around the two balls. This is precisely what the standard twist mentioned above achieves.

This twist is abstractly constructed using modular theory, and as such it is generally difficult to grasp what it is "made of." One of the objectives of this paper is to explicitly construct a translation twist in a simple model, the chiral $d=2$ fermion, where the necessary modular tools are sufficiently known. ${ }^{1}$

[^1]Another interest is that standard twists are constructed by unitary transformations of the global symmetry operator by a universal localizing map. Therefore, the twist and its charge generator have the same spectrum as the global ones [4]. This implies that standard translation local charges satisfy the spectrum condition of the global momentum operator. Understanding these local charges as a contribution proportional to the stress tensor and additional operators will lead us to operator-bounded energy inequalities, where the suitably smeared energy density in some region of the space is bounded below by an operator localized in the boundary. This differs from the usual energy bounds where the energy density is bounded by a number. We find these bounds explicitly for the chiral fermion and compare them with the Fewster-Hollands energy density bounds for a conformal field theory (CFT) [7]. We find that none of the bounds are generally stronger than the other and compare the conditions for saturation.

The paper is organized as follows. In Sec. II we review the construction of standard twists using modular theory. In Sec. III we describe the modular data for the chiral fermion. In Sec. IV we display how standard translation twists act in the model, and in particular the twists that jump from one interval to another. In Sec. V we show the explicit form of the standard twist charges for this model and study the operator-bounded energy conditions. Finally, we present the conclusions.

## II. STANDARD TWISTS

Given two separated regions $A$ and $B$ in QFT and the corresponding operator algebras $\mathcal{A}$ and $\mathcal{B}$, the split property asserts the existence of type I factors $\mathcal{N}, \mathcal{N}^{\prime}$, such that $\mathcal{A} \subset \mathcal{N}, \mathcal{B} \subset \mathcal{N}^{\prime}$. Here the prime indicates the commutant of an algebra. A factor of type I is the algebra of all bounded operators acting in some Hilbert space $\mathcal{H}$. An equivalent description of the split property is that the factors $\mathcal{N}$ and $\mathcal{N}^{\prime}$ are the algebras acting on two Hilbert spaces $\mathcal{H}_{\mathcal{N}}, \mathcal{H}_{\mathcal{N}^{\prime}}$ such that the global Hilbert space writes

$$
\begin{equation*}
\mathcal{H}=\mathcal{H}_{\mathcal{N}} \otimes \mathcal{H}_{\mathcal{N}^{\prime}} . \tag{2}
\end{equation*}
$$

Therefore, the algebra $\mathcal{A}$ acts on the first Hilbert space factor and $\mathcal{B}$ in the second. The split property has been proved to hold in QFT under very general conditions [8,9].

The factor $\mathcal{N}$ in the split property is highly nonunique. However, a standard construction follows from modular theory that gives this split from the vacuum state $|\Omega\rangle$ and the two algebras [2]. The essential tool is modular conjugation which is defined as follows. Given an algebra $\mathcal{A}$ and a (cyclic separating ${ }^{2}$ ) vector $|\Omega\rangle$, the modular conjugation $J$ is defined through

[^2]\[

$$
\begin{gather*}
S a|\Omega\rangle=a^{\dagger}|\Omega\rangle, \quad a \in \mathcal{A},  \tag{3}\\
S=J \Delta^{1 / 2} . \tag{4}
\end{gather*}
$$
\]

The last equation is the polar decomposition of $S$ into a positive operator $\Delta=e^{-K}$ and an antiunitary $J$, with $J \Delta=\Delta^{-1} J . K$ is known as the modular Hamiltonian. The modular conjugation $J$ maps the algebra into its commutant $J \mathcal{A} J=\mathcal{A}^{\prime}$ and satisfies $J^{2}=1, J=J^{\dagger}$. See Ref. [10] for details on modular operators.

In the present case, the vacuum is cyclic and separating for the algebra $\mathcal{A B} \equiv \mathcal{A} \vee \mathcal{B}$, that is, the algebra generated by the two. Then, it induces the modular conjugation $J_{\mathcal{A B}}$ corresponding to this algebra. $J_{\mathcal{A B}}$ maps the algebra of the two regions into its commutant. The standard split factors are constructed as [2]

$$
\begin{equation*}
\mathcal{N}=\mathcal{A} \vee\left(J_{\mathcal{A B}} \mathcal{A} J_{\mathcal{A B}}\right), \quad \mathcal{N}^{\prime}=\mathcal{B} \vee\left(J_{\mathcal{A B}} \mathcal{B} J_{\mathcal{A B}}\right) . \tag{5}
\end{equation*}
$$

These factors obey $J_{\mathcal{A B}} \mathcal{N} J_{\mathcal{A B}}=\mathcal{N}, J_{\mathcal{A B}} \mathcal{N}^{\prime} J_{\mathcal{A B}}=\mathcal{N}^{\prime}$ and are defined by this property. Notice the type I factor $\mathcal{N}$ is generated by the mutually commuting algebras $\mathcal{A}$ and $J_{\mathcal{A B}} \mathcal{A} J_{\mathcal{A B}}$.

For the applications we have in mind, $A$ is a causal region and both these algebras are type $\mathrm{III}_{1}$ factors, but together they generate $\mathcal{N}$. The commuting algebras $J_{\mathcal{A B}} \mathcal{A} J_{\mathcal{A B}}$ and $J_{\mathcal{A B}} \mathcal{B} J_{\mathcal{A B}}$ are composed of operators localized in the buffer zone $Z$ that is the complement of the union of $A$ and $B$.

Consider the vacuum state acting on $\mathcal{A}$. There is a unique purification of this state on $\mathcal{A}$ considered inside the Hilbert space $\mathcal{H}_{\mathcal{N}}$, where this purified state is invariant under $J_{\mathcal{A B}}$. Call this state $|\Omega\rangle_{\mathcal{N}}$. In an analogous way $|\Omega\rangle_{\mathcal{N}^{\prime}}$ is defined as the unique vector that purifies the vacuum acting on $\mathcal{B}$ inside $\mathcal{H}_{\mathcal{N}^{\prime}}$ and that is invariant under $J_{\mathcal{A B}}$. The vector $|\eta\rangle=|\Omega\rangle_{\mathcal{N}} \otimes|\Omega\rangle_{\mathcal{N}^{\prime}}$ acts as the vacuum on $\mathcal{A}$ or $\mathcal{B}$ but erases correlations between the algebras. The vectors $|\Omega\rangle_{\mathcal{N}}$ and $|\Omega\rangle_{\mathcal{N}^{\prime}}$ are cyclic inside the corresponding factors $\mathcal{N}$ and $\mathcal{N}^{\prime}$. Consequently, $|\eta\rangle$ is cyclic in the full Hilbert space.

The unitary localization map $W: \mathcal{H} \rightarrow \mathcal{H} \otimes \mathcal{H}$ is defined such that for any $a \in \mathcal{A}$ y $b \in \mathcal{B}$,

$$
\begin{equation*}
W a b|\eta\rangle=a|\Omega\rangle \otimes b|\Omega\rangle . \tag{6}
\end{equation*}
$$

This completely defines the map because the action of $\mathcal{A}$ and $\mathcal{B}$ together is cyclic on both sides. It can be shown that $W$ is an isomorphism. $W^{\dagger}$ maps the factors in the tensor product $\mathcal{H} \otimes \mathcal{H}$ into the factors defined by the product $\mathcal{H}_{\mathcal{N}} \otimes \mathcal{H}_{\mathcal{N}^{\prime}}$. This is why it can be used to localize in $\mathcal{N}$ operators defined globally, which can be thought to act on the first factor in $\mathcal{H} \otimes \mathcal{H}$. It follows from this definition that

$$
\begin{equation*}
W a W^{\dagger}=a \otimes 1, \quad W b W^{\dagger}=1 \otimes b, \quad a \in \mathcal{A}, b \in \mathcal{B}, \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
W J_{\mathcal{A B}} W^{\dagger}=J_{\mathcal{A}} \otimes J_{\mathcal{B}} \tag{8}
\end{equation*}
$$

A standard twist can be readily constructed with these ingredients. Given a global unitary $U$ acting on $\mathcal{H}$ the localization map provides a local unitary $\tau$ acting nontrivially only on the first split factor $\mathcal{N}$ and leaving invariant $\mathcal{N}^{\prime}$,

$$
\begin{equation*}
\tau=W^{\dagger}(U \otimes 1) W \tag{9}
\end{equation*}
$$

If $U$ is a global symmetry $\tau$ will be a twist operator for this symmetry. In fact, let $a \in \mathcal{A}, b \in \mathcal{B}$ and assume $U a U^{\dagger} \in \mathcal{A}$. Using (7) it follows that

$$
\begin{gather*}
\tau a \tau^{\dagger}=U a U^{\dagger}  \tag{10}\\
\tau b \tau^{\dagger}=b \tag{11}
\end{gather*}
$$

In this way, if $U$ is a translation, and the translation keeps an operator $a$ in the algebra $\mathcal{A}$, the action of $\tau$ will be exactly as a translation. This includes the case where the region $A$ is formed by more than one connected component and the translation carries an operator from one component to the other. In addition, $\tau$ will do nothing to operators localized in $B$, no matter the size of the applied translation.

To understand these twists more explicitly it is convenient to describe the operator content of the theory by local field operators $\psi(x)$. In general, we know the action of the symmetry $U$ on the field operators. This will carry field operators into field operators. It remains to have an understanding of the action of the localization map $W$ on them. We already know how $(\psi(x) \otimes 1)$ transforms for $x \in A$, Eq. (7). To understand the transformation of $(\psi(x) \otimes 1)$ for $x \in A^{\prime}$ we can first write this operator as an operator $J_{\mathcal{A}} \phi J_{\mathcal{A}}$, for some $\phi$ inside $\mathcal{A}$ in the first factor, by acting with the modular conjugation of $\mathcal{A}$. Call $A^{\prime}$ to the complementary spacelike separated region to $A$, such that operators localized in $A^{\prime}$ commute with $\mathcal{A}$. We get for $x \in A^{\prime}$,

$$
\begin{align*}
W^{\dagger}(\psi(x) \otimes 1) W= & W^{\dagger}\left(J_{\mathcal{A}} \phi J_{\mathcal{A}} \otimes 1\right) W \\
= & W^{\dagger}\left(J_{\mathcal{A}} \otimes J_{\mathcal{B}}\right)(\phi \otimes 1)\left(J_{\mathcal{A}} \otimes J_{\mathcal{B}}\right) W \\
= & W^{\dagger}\left(J_{\mathcal{A}} \otimes J_{\mathcal{B}}\right) W W^{\dagger}(\phi \otimes 1) \\
& \times W W^{\dagger}\left(J_{\mathcal{A}} \otimes J_{\mathcal{B}}\right) W \\
= & J_{\mathcal{A B}} \phi J_{\mathcal{A B}}=J_{\mathcal{A B}} J_{\mathcal{A}} \psi(x) J_{\mathcal{A}} J_{\mathcal{A B}} . \tag{12}
\end{align*}
$$

An analogous calculation gives the transformation for a field on $B^{\prime}$ in the second factor. So we have that

$$
\begin{align*}
& W^{\dagger}(\psi(x) \otimes 1) W=\psi(x), \quad x \in A,  \tag{13}\\
& W^{\dagger}(1 \otimes \psi(x)) W=\psi(x), \quad x \in B, \tag{14}
\end{align*}
$$

$$
\begin{array}{ll}
W^{\dagger}(\psi(x) \otimes 1) W=J_{\mathcal{A B}} J_{\mathcal{A}} \psi(x) J_{\mathcal{A}} J_{\mathcal{A B}}, & x \in A^{\prime}, \\
W^{\dagger}(1 \otimes \psi(x)) W=J_{\mathcal{A B}} J_{\mathcal{B}} \psi(x) J_{\mathcal{B}} J_{\mathcal{A B}}, & x \in B^{\prime} . \tag{16}
\end{array}
$$

For Noether symmetries, these rules already give a more explicit form for the twist. Equation (9) gives the twist generator or local charge $Q_{A}$ as the mapping of the global symmetry charge operator $Q$ acting on the first factor. Written in terms of the transformed charge density, it is

$$
\begin{align*}
Q_{A} & =W^{\dagger}(Q \otimes 1) W=\int d^{d-1} x W^{\dagger}\left(j^{0}(x) \otimes 1\right) W \\
& =\int_{A} d^{d-1} x j^{0}(x)+\int_{A^{\prime}} d^{d-1} x J_{\mathcal{A B}} J_{\mathcal{A}} j^{0}(x) J_{\mathcal{A}} J_{\mathcal{A B}} \tag{17}
\end{align*}
$$

The first term gives the sharp twist in $A$ while the second term gives a smearing term in the buffer zone $Z=(A \cup B)^{\prime} .^{3}$

To understand the action of the twist, suppose $U(a)$ is a translation by a vector $a$ in spacetime. We want to follow the action of the translation twists $\tau(a)$ on field operators $\psi(x), x \in A$, for increasing values of the translation parameter $a$. Equations (10) and (11) allow us to understand the action of the twist on the field whenever $x \in A$ and $x+a \in A$,
$\tau(a)^{\dagger} \psi(x) \tau(a)=\psi(x+a), \quad x \in A, x+a \in A$.
In such case, it is just the ordinary translation operation and this holds even if $x$ and $x+a$ belong to disjoint connected components of $A$. When, on the contrary, $x+a \in A^{\prime}$, we have, using (9), (7), and (15),

$$
\begin{gather*}
\tau(a)^{\dagger} \psi(x) \tau(a)=J_{\mathcal{A B}} J_{\mathcal{A}} \psi(x+a) J_{\mathcal{A}} J_{\mathcal{A B}}, \\
x \in A, x+a \in A^{\prime} . \tag{19}
\end{gather*}
$$

This indicates that if the global translation takes the field to the complementary spatial region $A^{\prime}$, then the twist takes the operator to $J_{\mathcal{A B}} \mathcal{A} J_{\mathcal{A B}} \subset \mathcal{N}$. This never leaves $\mathcal{N}$ but is localized in the algebra corresponding to the "buffer zone" $Z=(A \cup B)^{\prime}$ outside both $A$ and $B$. ${ }^{4}$

These equations show that to compute a standard twist explicitly we need to understand the action of the modular conjugations $J_{\mathcal{A}}, J_{\mathcal{B}}, J_{\mathcal{A B}}$. In general, it is difficult to understand these operators explicitly, especially in the case of $J_{\mathcal{A B}}$ which corresponds to regions with more than one connected component. Up to the present day, these types of

[^3]operators are known explicitly only for the chiral fermion. We now turn to this case.

## III. MODULAR CONJUGATION FOR THE FREE CHIRAL FERMION

For fermions there is a slight modification to be made to the modular operators. If $\mathcal{A}$ is the algebra of a region containing the fermion field $\psi(x), \mathcal{A}^{\prime}$ will not contain the fermion field in the complementary region because fermions anticommute. This can be corrected in a standard way by a unitary transformation [11]. Define the operator fermionic sign $\Gamma$ by

$$
\begin{equation*}
\Gamma^{2}=1, \quad \Gamma^{\dagger}=\Gamma, \quad \Gamma \psi(x) \Gamma=-\psi(x) \tag{20}
\end{equation*}
$$

and from it the unitary $Z$,

$$
\begin{equation*}
Z=\frac{1-i \Gamma}{1-i} \tag{21}
\end{equation*}
$$

We have

$$
\begin{align*}
& Z Z^{\dagger}=1, \quad Z \psi(x) Z^{\dagger}=-i \Gamma \psi(x) \\
& Z \psi(x) \psi(y) Z^{\dagger}=\psi(x) \psi(y) \tag{22}
\end{align*}
$$

For an even fermion state, $\Gamma|\Omega\rangle=Z|\Omega\rangle=|\Omega\rangle$, we also have

$$
\begin{equation*}
\Gamma J \Gamma=J, \quad J Z=Z^{\dagger} J \tag{23}
\end{equation*}
$$

Defining the twisted modular reflection

$$
\begin{equation*}
\tilde{J}=Z J \tag{24}
\end{equation*}
$$

this operator maps the fermion algebra $\mathcal{A}$ into the twisted commutant $\tilde{\mathcal{A}}$ containing all even operators that commute with $\mathcal{A}$ and all odd operators that commute with the even part of $\mathcal{A}$ and anticommute with the odd part of $\mathcal{A}$. As a result, understanding commutation as graded commutativity and commutants as twisted ones, the twisted modular reflection plays the role of the ordinary Tomita-Takesaki modular reflection in fermionic theories. However, in the construction of twists of the preceding section, this modification plays no role since the symmetries are represented by even operators with even charge densities, where the actions of $J$ and $\tilde{J}$ coincide. In other terms, in formulas like (19), where two modular reflections are applied to a fermion operator, the use of $J$ or $\tilde{J}$ is indifferent. Nevertheless, to study the action of the modular reflection on a fermion field it will be convenient to use $\tilde{J}$.

We will focus on the chiral Majorana fermion model. This is a field $\psi(x)=\psi(x)^{\dagger}, x \in \mathbb{R}$, with anticommutation relation

$$
\begin{equation*}
\{\psi(x), \psi(y)\}=\delta(x-y) \tag{25}
\end{equation*}
$$

and Hamiltonian

$$
\begin{equation*}
H=i / 2 \int d x: \psi(x) \partial_{x} \psi(x): . \tag{26}
\end{equation*}
$$

The vacuum is Gaussian with two-point function

$$
\begin{equation*}
\langle\Omega| \psi(x) \psi(y)|\Omega\rangle=(2 \pi i)^{-1}(x-y-i \epsilon)^{-1} . \tag{27}
\end{equation*}
$$

The coordinate $x$ can be thought of as a null coordinate in two dimensions. The Hamiltonian is positive definite and translates fields in $x$.

The modular operators for the chiral fermion are known. For a Gaussian state, the modular Hamiltonian is quadratic on the fields. The corresponding kernel was diagonalized in [12], obtaining the modular flow. This was analyzed in detail [13-20] and generalized in several works [21-23]. The modular conjugation was computed in [24] (see also $[17,25,26]$ ). We define a conjugated fermion field as

$$
\begin{equation*}
\tilde{\psi}(x)=\tilde{J} \psi(x) \tilde{J} \tag{28}
\end{equation*}
$$

Since the theory is Gaussian the action of $\tilde{J}$ transforms linearly the field to the adjoint field (the modular flow also acts linearly for these Gaussian fields). For the convenience of the reader, we rederive this linear action of $\tilde{J}$ from the knowledge of modular flow in Appendix A, in a slightly different setup as in [24].

To express the result consider a region $A$ formed by $n$ disjoint intervals $A=\left(a_{1}, b_{1}\right) \cup\left(a_{2}, b_{2}\right) \cup \cdots \cup\left(a_{n}, b_{n}\right)$, where the intervals are ordered from left to right. The complementary region $A^{\prime}=\left(b_{1}, a_{2}\right) \cup\left(b_{2}, a_{3}\right) \cup \cdots \cup$ $\left(b_{n}, \infty\right) \cup\left(-\infty, a_{1}\right)$ can also be thought to be formed by $n$ intervals in the compactified line, where $\left(b_{n}, a_{1}\right) \equiv$ $\left(b_{n}, \infty\right) \cup\left(-\infty, a_{1}\right)$. Define the functions

$$
\begin{align*}
\Pi_{a}(x) & =\Pi_{i=1}^{N}\left(x-a_{i}\right), \quad \Pi_{b}(x)=\Pi_{i=1}^{N}\left(x-b_{i}\right) \\
f(x) & =-\frac{\Pi_{a}(x)}{\Pi_{b}(x)} \tag{29}
\end{align*}
$$

$f(x)$ is always increasing. It is positive in $A$ and increases from 0 to $\infty$ in each interval. On the other hand, in the complement $A^{\prime}, f(x)$ is negative and increases from $-\infty$ to 0 in each interval. Then, the equation

$$
\begin{equation*}
f(x)=-f(y) \tag{30}
\end{equation*}
$$

gives, for each $y \in A, n$ different real solutions for $x$,

$$
\begin{equation*}
x_{j}=s_{j}(y), \quad j=1, \ldots, n \tag{31}
\end{equation*}
$$

Each of the solutions $s_{j}(y)$ belongs to a different interval in the complement $A^{\prime}$ of $A$. The functions $s_{j}(y)$ are decreasing
with $y \in A$, i.e., $s_{j}^{\prime}(y)<0$. Note the same functions $s_{j}$ solve Eq. (30) for the complementary region $A^{\prime}$.

Using these functions, the modular conjugation $\tilde{\psi}(y)=$ $\tilde{J} \psi(y) \tilde{J}$ (we have $\tilde{J}^{\dagger}=\tilde{J}$ ) is expressed as [24]

$$
\begin{equation*}
\tilde{\psi}(y)=\sum_{j=1}^{N} a_{j}(y) \psi\left(s_{j}(y)\right) \tag{32}
\end{equation*}
$$

where

$$
\begin{align*}
a_{j}(y) & =\frac{2 f\left(s_{j}(y)\right)}{f^{\prime}\left(s_{j}(y)\right)\left(y-s_{j}(y)\right)} \\
& =\frac{2}{\left(y-s_{j}(y)\right)}\left(\sum_{i=1}^{n} \frac{1}{s_{j}(y)-a_{i}}-\frac{1}{s_{j}(y)-b_{i}}\right)^{-1} . \tag{33}
\end{align*}
$$

This is valid for any $y$, not necessarily in $A$. The modular conjugation is the same for the algebras $A$ and $A^{\prime}$. This is reflected here in that the functions $s_{j}(y)$ are the same for $A$ and $A^{\prime}$ and $f$ is transformed into $-1 / f$ for $A^{\prime}$. This leaves (33) unchanged.

Equation (32) has to be understood as an equation for distributions in the variable $y$. It gives the modular transformed field operator as a discrete sum of field operators. Each of the $n$ operators in this sum is localized in one interval of the complementary region $A^{\prime}$. How we can understand the relative weight of each of these $n$ components? To answer this question, recall that as $\tilde{J}$ is an antiunitary operator,

$$
\begin{equation*}
\{\tilde{\psi}(x), \tilde{\psi}(y)\}=\tilde{J}\{\psi(x), \psi(y)\} \tilde{J}=\delta(x-y) . \tag{34}
\end{equation*}
$$

On the other hand, we have from (32)

$$
\begin{align*}
\{\tilde{\psi}(x), \tilde{\psi}(y)\}= & \sum_{j, i=1}^{N} a_{i}(x) a_{j}(y) \delta\left(s_{i}(x)-s_{j}(y)\right) \\
= & \left(\sum_{i=1}^{N} \frac{a_{i}(x)^{2}}{\left|s_{i}^{\prime}(x)\right|}\right) \delta(x-y) \\
& +\sum_{j, i=1, i \neq j}^{N} a_{i}(x) a_{j}(y) \delta\left(s_{i}(x)-s_{j}(y)\right) . \tag{35}
\end{align*}
$$

Comparing (34) and (35) we arrive at

$$
\begin{align*}
\sum_{i=1}^{N} \frac{a_{i}(x)^{2}}{\left|s_{i}^{\prime}(x)\right|} & =1, \\
\sum_{j, i=1, i \neq j}^{N} a_{i}(x) a_{j}(y) \delta\left(s_{i}(x)-s_{j}(y)\right) & =0 . \tag{36}
\end{align*}
$$

From (32) and (36) we interpret

$$
\begin{equation*}
P_{i}(x)=\frac{a_{i}(x)^{2}}{\left|s_{i}^{\prime}(x)\right|} \tag{37}
\end{equation*}
$$

as the proportion of the field at the point $s_{i}(x)$ in the decomposition of $\tilde{\psi}(x)$ in local operators. In fact, $a_{i}(x) /\left|s_{i}^{\prime}(x)\right|^{1 / 2}$ can be thought of as the true amplitude of the different components when the fields are normalized to have a unit anticommutator. The second relation in (36) implies algebraic relations satisfied by the coefficients of the different components of the conjugated field.

The formulas (32) and (33) give the modular conjugation. To make these formulas more explicit we only need the roots $s_{j}(y)$ of Eq. (30). These are polynomial equations of order $n$. For one interval $A=(a, b)$ we have a single root

$$
\begin{equation*}
s(y)=\frac{a b-\frac{(a+b)}{2} y}{\frac{(a+b)}{2}-y} \tag{38}
\end{equation*}
$$

This is a conformal reflection mapping the interior of the interval into the exterior. The conjugation of the field gives

$$
\begin{equation*}
\tilde{\psi}(y)=\frac{b-a}{a+b-2 y} \psi(s(y)) \tag{39}
\end{equation*}
$$

For two symmetric intervals $A=(-b,-a) \cup(a, b)$ the two solutions, that we can call $s_{ \pm}$, are

$$
\begin{equation*}
s_{ \pm}(y)=\frac{-(a-b)^{2} y \pm \sqrt{(a-b)^{4} y^{2}+4 a b\left(y^{2}-a b\right)^{2}}}{2\left(a b-y^{2}\right)} \tag{40}
\end{equation*}
$$

## A. Fermions on the circle

It is also useful to consider the compact picture of the line by conformally mapping the line to the circle of the unit modulus complex numbers $|z|=1$. This picture allows us to obtain simpler expressions for some specific symmetric regions. See Refs. [13,16]. The mapping is given by Cayley transform

$$
\begin{equation*}
z=\mathrm{Ca}(x)=\frac{1+i x}{1-i x} \tag{41}
\end{equation*}
$$

Under the Cayley transformation, the real fermion field transforms as

$$
\begin{equation*}
\check{\psi}(z)=\frac{1}{\sqrt{-i \mathrm{Ca}^{\prime}(x)}} \psi(x)=\frac{i(i+x)}{\sqrt{2}} \psi(x), \tag{42}
\end{equation*}
$$

where $z=\mathrm{Ca}(x)$. Then one has the conjugate field

$$
\begin{equation*}
\check{\psi}^{\dagger}(z)=z \check{\psi}(z) \tag{43}
\end{equation*}
$$

These fields have the anticommutation rule

$$
\begin{equation*}
\left\{\check{\psi}(z), \check{\psi}^{\dagger}(w)\right\}=\frac{1}{\left|\mathrm{Ca}^{\prime}(x)\right|} \delta(x-y):=\check{\delta}(z-w) \tag{44}
\end{equation*}
$$

To construct symmetric regions let $I=(U, V)$ be an arc of $S^{1}$. Call $\sqrt[n]{I}=\cup_{j=1}^{n}\left(u_{j}, v_{j}\right)$ the set of $n$ symmetrical arcs distributed on $S^{1}$ that arises from applying the n-root to the
points of $I$. If we applied to these arcs the inverse Cayley transform we obtain a distribution of intervals on the real axis $A=\mathrm{Ca}^{-1}(\sqrt[n]{I})=\cup_{j=1}^{n}\left(a_{j}, b_{j}\right)$.

Now if we want to study the modular conjugation in this distribution of intervals $A$ we have to use the function defined on (29) and the condition (30). It can be shown that
$f(x)=\prod_{j=1}^{n} \frac{x-a_{j}}{x-b_{j}}=\mathrm{cons} \prod_{j=1}^{n} \frac{z-u_{j}}{z-v_{j}}=\operatorname{cons} \frac{z^{n}-U}{z^{n}-V}=\check{f}(z)$,
where we used $z=\frac{1+i x}{1-i x}, \quad u_{j}=\frac{1+i a_{j}}{1-i a_{j}}, \quad v_{j}=\frac{1+i b_{j}}{1-i b_{j}}, ~ U=u_{j}^{n}$, $V=v_{j}^{n}$. The condition $f(x)+f(y)=0$ is equivalent to $\check{f}(z)+\check{f}(w)=0$, with $z, w \in S^{1}$. This writes

$$
\begin{equation*}
w^{n}=\frac{\frac{U+V}{2} z^{n}-U V}{z^{n}-\frac{U+V}{2}} . \tag{46}
\end{equation*}
$$

Taking the n-roots of $w^{n}$ we obtain the $n$ solutions $\check{s}_{j}(z)$ that we want. It will be useful to rename the solution for one interval as

$$
\begin{equation*}
s_{0}(z)=\frac{\frac{U+V}{2} z-U V}{z-\frac{U+V}{2}} \tag{47}
\end{equation*}
$$

The solutions $s_{j}(z)$ for $n$ intervals then obey

$$
\begin{equation*}
s_{j}(z)^{n}=s_{0}\left(z^{n}\right) \tag{48}
\end{equation*}
$$

Now we want to study the modular conjugation on these fields. We define

$$
\begin{equation*}
\check{\tilde{\psi}}(z)=\tilde{J} \check{\psi}^{\dagger}(z) \tilde{J} \tag{49}
\end{equation*}
$$

Using (32) and (33) we can show that

$$
\begin{equation*}
\check{\tilde{\psi}}(z)=\sum_{j=1}^{n} d_{j}(z) \check{\psi}\left(\check{s}_{j}(z)\right), \tag{50}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{j}(z)=\frac{\check{f}\left(\check{s}_{j}(z)\right)}{\check{f}^{\prime}\left(\check{s}_{j}(z)\right)} \frac{2}{z-\check{s}_{j}(z)} . \tag{51}
\end{equation*}
$$

We can see that $d_{j}(z)$ conserves the same expression that had $a_{j}(x)$. Using (45) and (48) we find, more explicitly,
$d_{j}(z)=\frac{2}{n(U-V)} \frac{\left(s_{0}\left(z^{n}\right)-U\right)\left(s_{0}\left(z^{n}\right)-V\right)}{s_{0}\left(z^{n}\right)} \frac{s_{j}(z)}{z-s_{j}(z)}$,
where $s_{0}(z)$ was defined in (47).

To compute the weights $\check{P}_{j}(z)$ of each component we follow the same procedure as above. First, we check the anticommutation relation of $\check{\tilde{\psi}}(z)$,

$$
\begin{align*}
\left\{\check{\tilde{\psi}}(z), \tilde{\psi}^{\dagger}(w)\right\}= & \tilde{J}\left\{\check{\psi}^{\dagger}(z), \check{\psi}(w)\right\} \tilde{J}=\check{\delta}(z-w) \\
= & \sum_{i=1}^{n} \frac{\left|d_{i}(z)\right|^{2}}{\left|\check{s}_{i}^{\prime}(z)\right|} \check{\delta}(z-w) \\
& +\sum_{j, i=1, i \neq j}^{n} d_{i}(z)\left(d_{j}(w)\right)^{*} \check{\delta}\left(\check{s}_{i}(z)-\check{s}_{j}(w)\right) . \tag{53}
\end{align*}
$$

The second term of this last expression vanishes. Then the weights are

$$
\begin{equation*}
\check{P}_{j}(z)=\frac{\left|d_{j}(z)\right|^{2}}{\left|\check{s}_{j}^{\prime}(z)\right|}=\frac{\left|a_{j}(x)\right|^{2}}{\left|s_{j}^{\prime}(x)\right|}=P_{j}(x) \tag{54}
\end{equation*}
$$

It is interesting to emphasize that the weights $P_{i}(x)$ do not transform under the Cayley transformation, as expected. Using the identity

$$
\begin{equation*}
\check{s}_{j}(z)^{n}=s_{0}\left(z^{n}\right) \Rightarrow \check{s}_{j}^{\prime}(z)=\frac{s_{0}^{\prime}\left(z^{n}\right)}{\check{s}_{j}(z)^{n-1}} z^{n-1} \tag{55}
\end{equation*}
$$

we can calculate the weights $\check{P}_{j}(z)$ as

$$
\begin{align*}
\check{P}_{j}(z) & =\frac{\left|d_{j}(z)\right|^{2}}{\left|\check{s}_{j}^{\prime}(z)\right|} \\
& =\frac{4}{n^{2}}\left|\frac{\left(s_{0}\left(z^{n}\right)-U\right)^{2}\left(s_{0}\left(z^{n}\right)-V\right)^{2}}{s_{0}^{\prime}\left(z^{n}\right)(U-V)^{2}}\right|\left|\frac{1}{\left(z-\check{s}_{j}(z)\right)^{2}}\right| \tag{56}
\end{align*}
$$

We can see that, for the chosen special configuration of regions, both $d_{j}(z)$ and $\check{P}_{j}(z)$ have a factor that does not depend on the solution $\check{s}_{j}(z)$, times a simple term that depends on the particular solution.

## IV. STANDARD TRANSLATION TWISTS

In this section we give examples of standard twists for one and two intervals, computing the action of the oneparameter groups of translations on the field operators. For one interval, we compare with twists formed by smearing the Noether charge. For two intervals, we display how the standard twists make the fields jump from one interval to the other, without disturbing the outside region.

## A. Standard twist vs Noether twist for one interval

Let us take the interval $A=(-a, a)$ and the smearing zones $Z_{-}=(-\epsilon-a,-a)$ and $Z_{+}=(a, a+\epsilon)$ which
together form $Z=Z_{-} \cup Z_{+}$. Hence, the complementary region is $B=(-\infty,-a-\epsilon) \cup(a+\epsilon, \infty)$ (see Fig. 1).

Let us first construct a twist by smearing the Noether charge. The local charge has the generic form

$$
\begin{equation*}
H_{\alpha}=\frac{i}{2} \int d x \alpha(x): \psi(x) \partial_{x} \psi(x): \tag{57}
\end{equation*}
$$

where $\alpha(x)$ is a smooth function such that $\alpha(x)=1$ for $x \in A$ and $\alpha(x)=0$ for $x \in B$. The twist translation group is given by

$$
\begin{equation*}
\tau_{\alpha}(t)=e^{-i H_{\alpha} t} \tag{58}
\end{equation*}
$$

Writing the transformed field as

$$
\begin{equation*}
\hat{\psi}(x, t)=\tau_{\alpha}(t)^{\dagger} \psi(x) \tau_{\alpha}(t) \tag{59}
\end{equation*}
$$

we obtain, deriving with respect to the time parameter,

$$
\begin{align*}
\frac{d \hat{\psi}(x, t)}{d t} & =i\left[H_{\alpha}, \hat{\psi}(x, t)\right] \\
& =\alpha(x) \partial_{x} \hat{\psi}(x, t)+\frac{1}{2} \partial_{x} \alpha(x) \hat{\psi}(x, t) \tag{60}
\end{align*}
$$

Assuming $\alpha(x)>0$ for $x \in A \cup Z$ for simplicity, the solution of this differential equation with the initial condition $\hat{\psi}(x, 0)=\psi(x), x \in A$, is

$$
\begin{align*}
\hat{\psi}(x, t) & =\sqrt{\frac{\alpha\left(g^{-1}(t+g(x))\right)}{\alpha(x)}} \psi\left(g^{-1}(t+g(x))\right), \\
g(u) & =\int_{x_{0}}^{u} \frac{1}{\alpha(s)} d s \tag{61}
\end{align*}
$$

$x_{0}$ is an arbitrary point inside $A$. The formula for $\hat{\psi}(x, t)$ is in fact independent of $x_{0}$. As $g$ and its inverse function $g^{-1}$ are increasing, the action of the twist for positive parameter $t$ always moves the field to the right. In addition, the field gets multiplied by a normalizing factor that is necessary to keep invariant anticommutators. Hence, while initially, for small enough $t$, the twist just translates inside $A$, for larger positive $t$, it squeezes all operators to the right interval $(a, a+\epsilon)$ of the buffer zone and toward the point $a+\epsilon$ in the limit $t \rightarrow \infty$. For negative values of $t$ the fields are moved in the opposite direction and end up squeezed on the left buffer zone for large negative $t$.

Now we describe the action of the standard translation twists. Let us start with a point $x \in A$ and apply a twist $\tau_{A}(t)$ of translations of parameter $t$. Equations (18) and (19) give

$$
\tau_{A}(t)^{\dagger} \psi(x) \tau_{A}(t)= \begin{cases}\psi(x+t), & x+t \in A  \tag{62}\\ J_{\mathcal{A B}} J_{\mathcal{A}} \psi(x+t) J_{\mathcal{A}} J_{\mathcal{A B}}, & x+t \notin A\end{cases}
$$



FIG. 1. Distribution of intervals on the line.

The composition of the two modular conjugations is computed with the formulas of Sec. III. $J_{\mathcal{A}}$ corresponds to a single interval and is associated with the mapping $x \rightarrow s(x)$, where $s(x)$ follows form (38) by replacing $a \rightarrow-a, b \rightarrow a$,

$$
\begin{equation*}
s(x)=\frac{a^{2}}{x}, \quad \tilde{J}_{\mathcal{A}} \psi(x) \tilde{J}_{\mathcal{A}}=\frac{a}{x} \psi\left(a^{2} / x\right) \tag{63}
\end{equation*}
$$

This point transformation is composed with the one effected by $J_{\mathcal{A B}}$ that takes a point and sends it to two possible locations according to the functions $s_{ \pm}$of (40), where we have to take $b=a+\epsilon$. As a result, the composition $J_{\mathcal{A B}} J_{\mathcal{A}}$ maps a field at a point $x$ to two possible positions given by

$$
\begin{align*}
q_{ \pm}(x) & =s_{ \pm}(s(x)) \\
& =\frac{x\left(-a^{2} \epsilon^{2} \pm x \sqrt{a^{3}\left(4(a+\epsilon)\left(-\frac{a^{3}}{x^{2}}+a+\epsilon\right)^{2}+\frac{a \epsilon^{4}}{x^{2}}\right)}\right)}{2 a x^{2}(a+\epsilon)-2 a^{4}} \tag{64}
\end{align*}
$$

This is shown in Fig. 2. When $x+t \in A$, the twist just performs the translation by $t$. For $x+t \in A^{\prime}$ the action of the twist is nonlocal, and the field is split into two components at the points $q_{ \pm}(x+t)=s_{ \pm}(s(x+t))$, each


FIG. 2. The twists moves the field as an ordinary translation if $x+t \in A$ (green dashed line). Afterward, for $x+t \in A^{\prime}$, it splits it into two fields at the positions of $q_{+}(x+t)$ and $q_{-}(x+t)$ inside the buffer zone. This is shown here by the blue and red curves, where we have taken $a=1$ and $\epsilon=1$.
one in one of the intervals $(-\epsilon-a,-a),(a, a+\epsilon)$ of the buffer zone $Z$. It never leaves the buffer zone in this case. In the limit $t \rightarrow \pm \infty$, the position of the two fields gets frozen at $q_{ \pm}= \pm \sqrt{a(a+\epsilon)}$.

More precisely, the transformation is

$$
\begin{align*}
\tau_{A}(t)^{\dagger} \psi(x) \tau_{A}(t)= & c_{+}(x+t) \psi\left(q_{+}(x+t)\right) \\
& +c_{-}(x+t) \psi\left(q_{-}(x+t)\right), \quad x+t \in A^{\prime} \tag{65}
\end{align*}
$$

where
$c_{ \pm}(x)=\frac{a}{x} \frac{1}{q_{ \pm}(x)-\frac{a^{2}}{x}}\left(\frac{(a+\epsilon)}{(a+\epsilon)^{2}-q_{ \pm}(x)^{2}}+\frac{a}{q_{ \pm}(x)^{2}-a^{2}}\right)^{-1}$.

The coefficients $c_{ \pm}$were obtained from the use of (33) for $J_{\mathcal{A}}$ and next for $J_{\mathcal{A B}}$ and finally replacing $a_{1}=$ $-(a+\epsilon), b_{1}=-a, a_{2}=a, b_{2}=a+\epsilon$.

The probabilities associated with the two components are

$$
\begin{equation*}
p_{ \pm}(x+t)=\frac{c_{ \pm}(x+t)^{2}}{\left|q_{ \pm}^{\prime}(x+t)\right|}, \quad p_{+}(x+t)+p_{-}(x+t)=1 \tag{67}
\end{equation*}
$$

They are plotted in Fig. 3. When $x+t \rightarrow a$, we have $q_{+}(a)=a$ and $q_{-}(a)=-(a+\epsilon)$. At that point, $p_{+}(a)=1$ and $p_{-}(a)=0$, giving the continuity of the operator as it crosses from $A$ to the buffer zone, and it is split in two for larger $t$. In the same way, for $x+t=-a, q_{-}(-a)=-a$, $q_{+}(-a)=a+\epsilon$, and $p_{+}(-a)=0, p_{-}(-a)=1$.


FIG. 3. The weights of both components of the modular conjugated field are shown here by the red and blue curves. The geometry is the same as in Fig. 2, and the colors of the curves here correspond to the trajectories displayed there.

For large $|x+t| \rightarrow \infty$, the limit positions $q_{ \pm}( \pm \infty)=$ $\pm \sqrt{a(a+\epsilon)}$ on the two buffer intervals get equal probabilities $p_{ \pm}( \pm \infty)=1 / 2$ is this symmetric case. This is in contrast with the Noether twist where the fields get squeezed to $\pm(a+\epsilon)$ for $x+t \rightarrow \pm \infty$. However, if we choose the two buffer zones of different sizes, say $\epsilon_{1}$ and $\epsilon_{2}$ for the left and right intervals, and take a limit of $\epsilon_{1} \ll \epsilon_{2}$, a, we get a vanishing probability for the left component in the large $t$ limit,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} p_{-}(x+t) \sim \frac{8\left(a+\epsilon_{2}\right)^{2}\left(2 a+\epsilon_{2}\right)}{a \epsilon_{2}\left(4 a+3 \epsilon_{2}\right)^{2}} \epsilon_{1}+O\left(\epsilon_{1}^{2}\right) \tag{68}
\end{equation*}
$$

It is interesting to remark that the action of the twist is continuous but not infinitely differentiable, in the sense, for example, of its action on the correlation function

$$
\begin{equation*}
\langle\Omega| \tau_{A}(t)^{\dagger} \psi(x) \tau_{A}(t) \psi(y)|\Omega\rangle \tag{69}
\end{equation*}
$$

This function has discontinuous first derivatives as a function of $t$ or $x$ when $x+t$ hits the buffer zone. This is analogous to the discontinuity of the second derivative in the density of the type I factor $\mathcal{N}$ found in [17]. In contrast, we can make the action of the Noether twist (61) infinitely differentiable just by choosing $\alpha$ to be so.

We will study the generator of the one interval standard twist in Sec. V. This generator is positive definite, in contrast to the generator (57) of the Noether twist.

## B. Jumping twists

If the region $A$ has $n$ intervals, with $n>1$, the translation twist has an interesting effect. Because Eq. (62) is always valid for any $A, B$, if we start with the field $\psi(x)$ for $x \in A_{1}$ in one of the intervals $A_{1}$ of $A$, and apply a twist of parameter $t_{0}$ such that $x+t_{0} \in A_{2}$, for $A_{2}$ another interval of $A$, the twist will make the field "jump" between different intervals. This cannot be done by twists constructed smearing the Noether charge. It is interesting to understand how this jump is realized if we continuously change the twist parameter from $t=0$ to $t=t_{0}$. As the twist belongs to the algebra of $A \cup Z$, the transformed field can never have support on the region $B$ complementary to $A \cup Z$. What actually happens is that the field is moved inside $A_{1}$ until it reaches the buffer zone $Z$. Then it is split into different fields living in the components of the buffer zone $Z$, which consists of $2 n$ intervals separating the $n$ intervals of $A$ and the $n$ intervals of $B$. If we continue the twist translation, at some point all the components of the split field will tend to have zero weight, except one that will tend to have weight 1 . When this happens, this component enters the interval $A_{2}$ as a single field. The field is thus reconstituted from the buffer zone, having never passed through the intervals of $B$ that separate the different intervals of $A$.

All this readily follows from the expressions for the twist action of the previous sections. However, in general, these expressions involve the roots of a polynomial in $2 n$ variables and are either cumbersome for $n=2$ or have to be dealt with numerically for $n>2$. For this reason, we are presenting here the case of symmetric intervals on the circle, as described in Sec. III A. This is the same effect though, as we are using ordinary translations in the circle, this corresponds to a particular one-parameter group of conformal transformation on the line and not to translations on the line.

We take the simplest case of $n=2$ and the maximally symmetric case where we start with the interval $I_{A \cup B}=$ $(-i, i)$ that generates $\sqrt[4]{I_{A \cup B}}=A \cup B$. This is shown in the Fig. 4. Explicitly, $A=A_{1} \cup A_{2}=\left(e^{i \frac{i \pi}{8}}, e^{i \frac{5 \pi}{8}}\right) \cup\left(e^{i \frac{11 \pi}{8}}, e^{i \frac{13 \pi}{8}}\right)$ and $B=B_{1} \cup B_{2}=\left(e^{i \frac{\pi}{8}}, e^{i \frac{9 \pi}{8}}\right) \cup\left(e^{i \frac{-\pi}{8}}, e^{i \frac{\pi}{8}}\right)$. Also, we have $I_{A}=\left(e^{i \frac{3 \pi}{4}}, e^{i \frac{i \pi}{4}}\right)$ that generates $A=\sqrt{I_{A}}$. Considering a fermion placed in $e^{i \phi} \in A$, then the twist that we will apply corresponds to a rotation of angle $\theta$. We have

$$
\begin{array}{ll}
\tau_{A}(\theta)^{\dagger} \check{\psi}\left(e^{i \phi}\right) \tau_{A}(\theta) & e^{i(\phi+\theta)} \in A \\
& =\left\{\begin{array}{ll}
\check{\psi}\left(e^{i(\phi+\theta)}\right), & e^{i(\phi+\theta)} \notin A \\
J_{\mathcal{A B}} J_{\mathcal{A}} \check{\psi}\left(e^{i(\phi+\theta)}\right) J_{\mathcal{A}} J_{\mathcal{A B}}, & .
\end{array} . \begin{array}{l}
\end{array} .\right. \tag{70}
\end{array}
$$

Using the formulas developed in Sec. III A, we arrive at

$$
\begin{align*}
& J_{\mathcal{A B}} J_{\mathcal{A}} \check{\varphi}(z) J_{\mathcal{A}} J_{\mathcal{A B}} \\
& =\sum_{k=1}^{4}\left[d_{k}\left(\check{g}_{1}^{A}(z)\right) c_{1}(z)^{*}+d_{k}\left(\check{g}_{2}^{A}(z)\right) c_{2}(z)^{*}\right] \check{\varphi}\left(\tilde{s}_{k}(z)\right), \tag{71}
\end{align*}
$$

where

$$
\begin{aligned}
& \check{g}_{j}^{A}(z)=i(-1)^{j-1} \sqrt[2]{\frac{z^{2}+\sqrt{2}}{\sqrt{2} z^{2}+1}} \\
& \tilde{s}_{k}(z)=\check{s}_{k}^{A B}\left(\check{g}_{j}^{A}(z)\right)=e^{i \frac{i \pi}{4}(2 k+1)} \sqrt{\frac{\sqrt{2} z^{2}+1}{z^{2}+\sqrt{2}}}
\end{aligned}
$$



FIG. 4. Distribution of intervals on the circle.
where $j=1,2, k=1,2,3,4$ and the principal branch is selected by the roots. The $\check{g}_{j}^{A}(z)$ and $c_{j}(z)$ are the solutions for the positions and amplitudes of the fermions that appear when we apply $J_{\mathcal{A}}$, and $\check{s}_{k}^{A B}(z)$ and $d_{k}(z)$ are the ones that appear when we apply $J_{\mathcal{A B}}$. They are constructed using formulas (48) and (51) using the respective $U$ and $V$ for $A$ and $A \cup B$. We remark that $\tilde{s}_{k}(z)$ does not depend on $j$; this is because when we evaluate $\check{s}_{k}^{A B}\left(\check{g}_{j}^{A}(z)\right)$ we have to remind the form of the solution (48). Therefore, when we perform $\check{g}_{j}^{A}(z)^{4}$. the dependence on $j$ is eliminated. In Fig. 5 we can see the paths that the four branches follow in the case where $e^{i(\phi+\theta)} \notin A$.

We can calculate the probabilities following the same procedure as in (53) and obtain
$P_{k}(z)=\frac{\left|d_{k}^{A B}\left(\check{g}_{1}^{A}(z)\right) c_{1}^{A}(z)^{*}+d_{k}^{A B}\left(\check{g}_{2}^{A}(z)\right) c_{2}^{A}(z)^{*}\right|^{2}}{\left|\tilde{s}_{k}^{\prime}(z)\right|}$.
Is interesting to note that the probabilities are not the product of the probabilities that appear by acting with $J_{\mathcal{A}}$ and $J_{\mathcal{A B}}$ separately. It is because the high symmetry of this problem removes the dependencies of $j$ at the fermions positions (73). In Fig. 6 we plot the probabilities in the interval $A_{1} \cup Z_{1} \cup B_{1} \cup Z_{2} \cup A_{2}$, corresponding to the same range in Fig. 5.

From these graphs, we can observe the following behavior. Let us assume that initially our fermion is located in $A_{1}=\left(e^{i \frac{i \pi}{8}}, e^{i \frac{j \pi}{8}}\right) \subset A$. If we apply the twist $\tau^{A}(\theta)$ to this fermion, where the parameter $\theta$ is small enough to keep it within $A$, then the twist only translates it and its movement will correspond to the black dashed line marked on the


FIG. 5. Plot of the argument of $\tilde{s}_{k}\left(e^{i(\phi+\theta)}\right)$ as a function of $\phi+\theta$ in the intervals $A_{1} \cup Z_{1} \cup B_{1} \cup Z_{2} \cup A_{2}$, which are marked with colors in the horizontal axis. The horizontal strips mark the positions of the different intervals on the vertical axis. The black dotted line represents the case where the fermion is in $e^{i(\phi+\theta)} \in A$, where it is only translated by the twist. The fermion is split into four branches as it leaves $A_{1}$. When it enters $A_{2}$, all branches disappear except one that reaches probability 1.


FIG. 6. Plot of the probabilities $P_{k}\left(e^{i(\phi+\theta)}\right)$ as a function of $\phi+\theta$ in the interval $A_{1} \cup Z_{1} \cup B_{1} \cup Z_{2} \cup A_{2}$, which are marked with colors in the horizontal axis. The probability $P_{k}(z)$ is the one corresponding to the fermion located at $\tilde{s}_{k}(z)$. The black dotted line represents the case where the fermion is in $e^{i(\phi+\theta)} \in A$, where it is not split.
graph. However, if the parameter is large enough to take it out of region $A$, the twist will transform the fermion into four fermions located at positions $\tilde{s}_{k}\left(e^{i(\phi+\theta)}\right)$ in the four intervals $Z_{k}$ of the buffer zone. As the parameter $\theta$ increases, the positions of the fermions will vary as seen in the graph, until the parameter becomes large enough for $e^{i(\phi+\theta)} \in A_{2}=\left(e^{i \frac{11 \pi}{8}}, e^{i \frac{13 \pi}{8}}\right) \subset A$, and thus we return to the solution represented by the black dashed line in the graph. Analyzing how the probabilities behave along this trajectory, using Fig. 6, we can see that as the fermion starts to leave the interval $A_{1}$, the largest probability is $P_{1}$, which corresponds to the fermion located at $\tilde{s}_{1}(z) \in Z_{1}$. Then the probabilities of the other fermions increase, indicating a mixture among them. As we increase the parameter $\theta$ and $e^{i(\phi+\theta)}$ approaches to $A_{2}$, we observe that the probability $P_{1}$ starts to decrease while the probability $P_{2}$, the probability corresponding to the fermion located at $\tilde{s}_{2}(z) \in Z_{2}$, increases reaching 1 upon entering $A_{2}$.

To summarize, when the twist takes the fermion out of region $A$, it produces a mixture of operators in the buffer zone, each with its corresponding probability $P_{k}$. However, as we approach another interval of the region $A$ again, the mixture begins to unravel, and we regain a single operator located in $A$. Therefore, the twist operator has successfully transported a fermion operator from the interval $A_{1}$ to $A_{2}$ without ever being within region $B_{1}$ that separates the intervals of $A$. In other words, it has enabled the fermion to jump from one interval to another without ever passing through the separating spaces $B$ between the different intervals of $A$.

It is interesting to note that for translations on a circle an analogous effect of field regeneration also happens for the
case where $A$ and $B$ are single intervals. In that case, the field that starts in $A$ is ordinarily translated until it hits the buffer zone on the right side of the interval, where it is converted into a nonlocal operator in the buffer zone. After some more translation, the local field is regenerated and reappears on the left side of the interval $A$.

## V. TWIST GENERATOR AND OPERATORBOUNDED ENERGY INEQUALITIES

In the previous sections we have computed how the standard translation twist acts on field operators. Now we are going to give a closed expression for the twist itself. Since twists form a continuous group, a compact way to write these twists is to display its generator $\tilde{H}$. This is defined by

$$
\begin{equation*}
\tau(x)=e^{-i x \tilde{H}} \tag{75}
\end{equation*}
$$

where $x$ is the translation parameter. From Eq. (9),

$$
\begin{equation*}
\tau(x)=W^{\dagger}(U(x) \otimes 1) W \tag{76}
\end{equation*}
$$

it follows that the generator is given by

$$
\begin{equation*}
\tilde{H}=W^{\dagger}(H \otimes 1) W \tag{77}
\end{equation*}
$$

where $H$ is the full Hamiltonian of the theory acting on the first Hilbert space copy. For simplicity, we will consider the specific case of the twist for a single interval treated in Sec. IV A. The region where the twist acts as translations is $A=(-a, a)$, the region where it does not act is $B=$ $(-\infty,-b) \cup(b, \infty)$ with $a<b$, and the smearing zones are $Z_{+}=(a, b)$ and $Z_{-}=(-b,-a)$.

For the chiral fermion the Hamiltonian writes

$$
\begin{equation*}
H=\int_{\mathbb{R}} d x: T(x): \tag{78}
\end{equation*}
$$

with

$$
\begin{equation*}
T(x)=\frac{i}{2} \psi(x) \partial_{x} \psi(x) \tag{79}
\end{equation*}
$$

The normal ordering for singular products of operators can be written using a point-splitting regularization as

$$
\begin{equation*}
: \psi(x) \partial \psi(x):=\lim _{y \rightarrow x}(\psi(x) \partial \psi(y)-\langle\Omega| \psi(x) \partial \psi(y)|\Omega\rangle) \tag{80}
\end{equation*}
$$

To use a more compact notation, in what follows we define

$$
\begin{equation*}
\tilde{T}(x, y)=\frac{i}{2} \psi(x) \partial_{y} \psi(y) \tag{81}
\end{equation*}
$$

Then, the normal ordering of the stress tensor is given by

$$
\begin{equation*}
: T(x):=\lim _{y \rightarrow x} \tilde{T}(x, y)-\langle\Omega| \tilde{T}(x, y)|\Omega\rangle \tag{82}
\end{equation*}
$$

and using Eq. (27) we have

$$
\begin{equation*}
\langle\Omega| \tilde{T}(x, y)|\Omega\rangle=\frac{1}{4 \pi(x-y)^{2}} \tag{83}
\end{equation*}
$$

The generator of the twist (77) writes

$$
\begin{equation*}
\tilde{H}=\int_{\mathbb{R}} d x W^{\dagger}(: T(x): \otimes 1) W \tag{84}
\end{equation*}
$$

Using (82) we get

$$
\begin{align*}
\tilde{H} & =\int_{\mathbb{R}} d x \lim _{y \rightarrow x} W^{\dagger}((\tilde{T}(x, y)-\langle\Omega| \tilde{T}(x, y)|\Omega\rangle) \otimes 1) W \\
& =\int_{\mathbb{R}} d x \lim _{y \rightarrow x} W^{\dagger}(\tilde{T}(x, y) \otimes 1) W-\langle\Omega| \tilde{T}(x, y)|\Omega\rangle \tag{85}
\end{align*}
$$

From this last expression we can see that there are several cases to consider. When $x, y \in A$, the operator $\tilde{T}(x, y)$ is in the algebra $\mathcal{A}(A)$. Then $W$ transforms it trivially to the same operator in the global Hilbert space, see Ref. (13). Therefore, we have

$$
\begin{equation*}
W^{\dagger}(\tilde{T}(x, y) \otimes 1) W=\tilde{T}(x, y), \quad x, y \in A \tag{86}
\end{equation*}
$$

When $x, y \notin A$ we use property (15),

$$
\begin{equation*}
W^{\dagger}(\tilde{T}(x, y) \otimes 1) W=J_{\mathcal{A B}} J_{\mathcal{A}} \tilde{T}(x, y) J_{\mathcal{A}} J_{\mathcal{A B}}, \quad x, y \notin A \tag{87}
\end{equation*}
$$

The last case is when $x \in A$ but $y \notin A$ or vice versa. In this case, we have to express $\tilde{T}(x, y)$ in terms of the fermionic operators. For example, suppose $x \in A, y \notin A$,

$$
\begin{align*}
W^{\dagger}(\psi(x) \partial \psi(y) \otimes 1) W & =W^{\dagger} \psi(x) \otimes 1 W W^{\dagger} \partial \psi(y) \otimes 1 W \\
& =\psi(x) J_{\mathcal{A B}} J_{\mathcal{A}} \partial \psi(y) J_{\mathcal{A}} J_{\mathcal{A B}} . \tag{88}
\end{align*}
$$

When $x \notin A$ but $y \in A$ we have a similar expression where $J_{\mathcal{A B}} J_{\mathcal{A}}$ now act on $\psi(x)$. We will write
$W^{\dagger}(\tilde{T}(x, y) \otimes 1) W=\tilde{T}_{1, J}(x, y), \quad x \in A$ and $y \notin A$,
where $\tilde{T}_{1, J}(x, y)$ indicates that only the fermion evaluated at $y$ transforms with $J_{\mathcal{A B}} J_{\mathcal{A}}$.

Hence, to evaluate the integral (85) we have to take into account the three cases. It might seem that the third case, when one of the variables is inside $A$ and the other outside, is marginal and will not give contributions because ultimately we are going to set $y \rightarrow x$. However, we will see this part of the integral provides an important numerical contribution to the twist Hamiltonian. Of course, this constant is irrelevant when computing twist transformations of operators.

To get a more symmetric expression let us rename the variables as $x \rightarrow x-h / 2$ and $y \rightarrow x+h / 2$. The pointsplitting limit is $h \rightarrow 0$. Separating the integral in the different cases, we have

$$
\begin{align*}
\tilde{H}= & \lim _{h \rightarrow 0} \int_{-a+\frac{h}{2}}^{a-\frac{h}{2}}\left(\tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)-\langle\Omega| \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)|\Omega\rangle\right) d x \\
& +\int_{a+\frac{h}{2}}^{\infty}\left(J_{\mathcal{A B}} J_{\mathcal{A}} \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right) J_{\mathcal{A}} J_{\mathcal{A B}}-\langle\Omega| \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)|\Omega\rangle\right) d x \\
& +\int_{-\infty}^{-a-\frac{h}{2}}\left(J_{\mathcal{A B}} J_{\mathcal{A}} \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right) J_{\mathcal{A}} J_{\mathcal{A B}}-\langle\Omega| \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)|\Omega\rangle\right) d x \\
& +\int_{a-\frac{h}{2}}^{a+\frac{h}{2}}\left(\tilde{T}_{1, J}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)-\langle\Omega| \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)|\Omega\rangle\right) d x \\
& +\int_{-a-\frac{h}{2}}^{-a+\frac{h}{2}}\left(\tilde{T}_{J, 1}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)-\langle\Omega| \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)|\Omega\rangle\right) d x \tag{90}
\end{align*}
$$

The limit of the first term is simply

$$
\begin{align*}
& \lim _{h \rightarrow 0} \int_{-a+\frac{h}{2}}^{a-\frac{h}{2}}\left(\tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)-\langle\Omega| \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)|\Omega\rangle\right) d x \\
& \quad=\int_{A}: T(x): d x \tag{91}
\end{align*}
$$

In the second and third terms we find the transformations of
the full operator, but since $J_{\mathcal{A B}}$ and $J_{\mathcal{A}}$ leave the vacuum invariant, we get

$$
\begin{align*}
\langle\Omega| \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)|\Omega\rangle= & \langle\Omega| J_{\mathcal{A B}} J_{\mathcal{A}} \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right) \\
& \times J_{\mathcal{A}} J_{\mathcal{A B}}|\Omega\rangle \tag{92}
\end{align*}
$$

Therefore, the second term gives

$$
\begin{align*}
\lim _{h \rightarrow 0} & {\left[\int_{a+\frac{h}{2}}^{\infty}\left(J_{\mathcal{A B}} J_{\mathcal{A}} \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right) J_{\mathcal{A}} J_{\mathcal{A B}}-\langle\Omega| \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)|\Omega\rangle\right) d x\right.} \\
& \left.+\int_{-\infty}^{-a-\frac{h}{2}}\left(J_{\mathcal{A B}} J_{\mathcal{A}} \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right) J_{\mathcal{A}} J_{\mathcal{A B}}-\langle\Omega| \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)|\Omega\rangle\right) d x\right] \\
= & \int_{A^{\prime}}: J_{\mathcal{A B}} J_{\mathcal{A}} T(x) J_{\mathcal{A}} J_{\mathcal{A B}}: d x . \tag{93}
\end{align*}
$$

Then we can take normal ordering after computing the transformation of $T(x)$. Recalling (65), we have

$$
\begin{gather*}
J_{\mathcal{A B}} J_{\mathcal{A}} \psi(x) J_{\mathcal{A}} J_{\mathcal{A B}}=c_{+}(x) \psi\left(q_{+}(x)\right)+c_{-}(x) \psi\left(q_{-}(x)\right)  \tag{94}\\
q_{ \pm}(x)=\frac{x\left(-a^{2}(b-a)^{2} \pm x \sqrt{4 a b\left(a b-\frac{a^{4}}{x^{2}}\right)^{2}+(b-a)^{4} \frac{a^{4}}{x^{2}}}\right)}{2\left(a b x^{2}-a^{4}\right)}  \tag{95}\\
c_{ \pm}(x)=\frac{a}{x} \frac{1}{q_{ \pm}(x)-\frac{a^{2}}{x}}\left(\frac{b}{b^{2}-q_{ \pm}(x)^{2}}+\frac{a}{q_{ \pm}(x)^{2}-a^{2}}\right)^{-1} \tag{96}
\end{gather*}
$$

We recall that $q_{ \pm}$maps the complement $A^{\prime}$ of $A$ to the intervals $Z_{ \pm}$. The functions $c_{ \pm}$have domain $A^{\prime}$ and $\left|c_{ \pm}\right| \leq 1$. From here, using (81), we arrive at

$$
\begin{equation*}
: \tilde{J}_{\mathcal{A B}} \tilde{J}_{\mathcal{A}} T(x) \tilde{J}_{\mathcal{A}} \tilde{J}_{\mathcal{A B}}:=\sum_{i=\{+,-\}} c_{i}(x)^{2} q_{i}^{\prime}(x): T\left(q_{i}(x)\right):+\frac{i}{2} \sum_{i, j \in\{+,-\}, i \neq j}: c_{i}(x) \psi\left(q_{i}(x)\right)\left(c_{j}(x) \psi\left(q_{j}(x)\right)\right)^{\prime}: \tag{97}
\end{equation*}
$$

The full derivation of this equation can be consulted in Appendix B 1. The first term is again proportional to the stress tensor, while the second one is a nonlocal product of two fermion fields. We now make more explicit the expressions of these terms.

If $x \notin A$ then $q_{ \pm}(x) \in Z_{ \pm}$. Hence the support of the terms linear in the stress tensor includes $A$, Eq. (91), and the smearing zones. This is made more explicit by the change of variables $q=q_{i}(x)$ in the first term of (97),

$$
\begin{align*}
& \sum_{i \in\{+,-\}} \int_{A^{\prime}} d x c_{i}^{2}(x) q_{i}^{\prime}(x): T\left(q_{i}(x)\right): \\
& \quad=\sum_{i \in\{+,-\}} \int_{Z_{i}} d q c_{i}^{2}\left(q_{i}^{-1}(q)\right): T(q):, \tag{98}
\end{align*}
$$

where $q_{i}^{-1}$ is the inverse function of $q_{i}$. Adding this term with (91) we get the local part of the twist generator,

$$
\begin{equation*}
\tilde{H}_{\mathrm{loc}}=\int_{A \cup Z} \alpha(x): T(x): d x \tag{99}
\end{equation*}
$$

where

$$
\alpha(x)= \begin{cases}1 & x \in A  \tag{100}\\ g_{ \pm}(x)^{2} & x \in Z_{ \pm}\end{cases}
$$

and

$$
\begin{equation*}
g_{ \pm}(x)=c_{ \pm}\left(q_{ \pm}^{-1}(x)\right)=\frac{2 a^{2} b^{2}-\left(a^{2}+b^{2}\right) x^{2} \pm x \sqrt{(b-a)^{4} x^{2}+4 a b\left(x^{2}-a b\right)^{2}}}{2 a(b-a)\left(a b+x^{2}\right)} \tag{101}
\end{equation*}
$$

Then $\alpha(x)=\alpha(-x)$ is even and $g_{-}(x)=g_{+}(-x)$. An example of the function $\alpha(x)$ is shown in Fig. 7. Remarkably, this smearing function has discontinuous first derivatives at the end points $\pm a$ of the interval $A$. The standard twist then differs from the twists (99) formed by simply smearing $T$ with smooth functions by this feature,
on top of having additional nonlocal terms in the buffer zone.

Then, for simplifying the nonlocal term [the last term in (97)], we can integrate by parts one of the terms of the sum, anticommute the fermions to get a unique term, and then change variables to obtain an integral over the buffer zone. We get

$$
\begin{align*}
\tilde{H}_{\text {nonloc }} & =\frac{i}{2} \sum_{i, j \in\{+,-\}, i \neq j} \int_{A^{\prime}} d x: c_{i}(x) \psi\left(q_{i}(x)\right)\left(c_{j}(x) \psi\left(q_{j}(x)\right)\right)^{\prime}: \\
& =\frac{i}{2} \int_{A^{\prime}} d x: c_{-}(x) \psi\left(q_{-}(x)\right)\left(c_{+}(x) \psi\left(q_{+}(x)\right)\right)^{\prime}+c_{+}(x) \psi\left(q_{+}(x)\right)\left(c_{-}(x) \psi\left(q_{-}(x)\right)\right)^{\prime}: \\
& =i \int_{A^{\prime}} d x: c_{-}(x) \psi\left(q_{-}(x)\right)\left(c_{+}(x) \psi\left(q_{+}(x)\right)\right)^{\prime}: \\
& =i \int_{Z_{+}} d x: c_{-}\left(q_{+}^{-1}(x)\right) \psi\left(q_{-}\left(q_{+}^{-1}(x)\right)\right)\left(c_{+}\left(q_{+}^{-1}(x)\right) \psi(x)\right)^{\prime}: \\
& =i \int_{Z_{+}} d x: g_{-}(\tilde{x}) \psi(\tilde{x})\left(g_{+}(x) \psi(x)\right)^{\prime}:=-i \int_{Z_{-}} d x:\left(g_{-}(x) \psi(x)\right)^{\prime} g_{+}(\tilde{x}) \psi(\tilde{x}): \tag{102}
\end{align*}
$$

In the last equation we have written
$\tilde{x}=q_{-}\left(q_{+}^{-1}(x)\right)=-a b / x=q_{+}\left(q_{-}^{-1}(x)\right), \quad \tilde{\tilde{x}}=x$.
The function $\tilde{x}$ maps $Z_{+} \leftrightarrow Z_{-}$. The nonlocal term consists of a bilinear of the fermion fields with one field in each of the intervals $Z_{+}, Z_{-}$.

It rests to evaluate the last two terms in (90), which are localized in the boundary of the interval. Let us look how $\tilde{T}(x, y)$ transforms in this case. Let us first see what happens for the term localized near the first boundary in $x=-a$. We have


FIG. 7. Function $\alpha(x)$ in Eq. (100) giving the smearing factor of the energy density in the local term of the twist generator. Here we have chosen the intervals as $A=(-1,1), Z_{-}=(-2,-1)$, $Z_{+}=(1,2), B=(-\infty,-2) \cup(2, \infty)$.

$$
\begin{align*}
& \tilde{T}_{J, 1}\left(x-\frac{h}{2}, x+\frac{h}{2}\right) \\
& \quad=\sum_{i \in\{+,-\}} c_{i}\left(x-\frac{h}{2}\right) \tilde{T}\left(q_{i}\left(x-\frac{h}{2}\right), x+\frac{h}{2}\right) \tag{104}
\end{align*}
$$

The integral gives

$$
\begin{align*}
& \int_{-a-\frac{h}{2}}^{-a+\frac{h}{2}}\left(\sum_{i \in\{+,-\}} c_{i}\left(x-\frac{h}{2}\right) \tilde{T}\left(q_{i}\left(x-\frac{h}{2}\right), x+\frac{h}{2}\right)\right. \\
& \left.\quad-\langle\Omega| \tilde{T}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)|\Omega\rangle\right) d x \tag{105}
\end{align*}
$$

We have to analyze this integral with some care. Even if the size of the interval vanishes with $h \rightarrow 0$, it turns out there are divergent contributions of the integrand in this limit, giving place to a nontrivial constant contribution. We normal order the operator extracting its expectation value, using Eq. (83) we have

$$
\begin{align*}
& \langle\Omega| \tilde{T}_{J, 1}\left(x-\frac{h}{2}, x+\frac{h}{2}\right)|\Omega\rangle \\
& \quad=\sum_{i \in\{+,-\}} \frac{c_{i}\left(x-\frac{h}{2}\right)}{4 \pi\left(q_{i}\left(x-\frac{h}{2}\right)-\left(x+\frac{h}{2}\right)\right)^{2}} . \tag{106}
\end{align*}
$$

Adding and subtracting this term gives an integral of a normal order operator in a vanishing small interval, plus a constant. Taking the limit $h \rightarrow 0$ eliminates the operator and leaves the contribution

$$
\begin{equation*}
\lim _{h \rightarrow 0} \int_{-a-\frac{h}{2}}^{-a+\frac{h}{2}}\left(-\frac{1}{4 \pi h^{2}}+\sum_{i \in\{+,-\}} \frac{c_{i}\left(x-\frac{h}{2}\right)}{4 \pi\left(q_{i}\left(x-\frac{h}{2}\right)-\left(x+\frac{h}{2}\right)\right)^{2}}\right) d x \tag{107}
\end{equation*}
$$

Here we have used $\langle\Omega| T\left(x-\frac{h}{2}, x+\frac{h}{2}\right)|\Omega\rangle=\frac{1}{4 \pi h^{2}}$.
The next simplification is that the term with $q_{+}(x)$ does not have divergences for $h \rightarrow 0$ and hence does not contribute when the integration interval collapses to a point. This is because the image of this function belongs to $Z_{+}$, and the denominator is bounded above some constant value. We write
$f_{-}(x, h)=\frac{-1}{4 \pi h^{2}}+\frac{c_{-}\left(x-\frac{h}{2}\right)}{4 \pi\left(\left(q_{-}\left(x-\frac{h}{2}\right)-\left(x+\frac{h}{2}\right)\right)\right)^{2}}$,
and

$$
\begin{equation*}
\int_{-a-\frac{h}{2}}^{-a+\frac{h}{2}} f_{-}(x, h) d x=\int_{-\frac{h}{2}}^{\frac{h}{2}} f_{-}(-a+u, h) d u \tag{109}
\end{equation*}
$$

Expanding for small values of $u$ we have

$$
\begin{align*}
& \int_{-\frac{h}{2}}^{\frac{h}{2}} f_{-}(-a+u, h) d u \\
& =\int_{-\frac{h}{2}}^{\frac{h}{2}}\left[f_{-}(-a, h)+f_{-}^{\prime}(-a, h) u+f_{-}^{\prime \prime}(-a, h) \frac{u^{2}}{2!}+O\left(u^{3}\right)\right] d u \\
& =f_{-}(-a, h) h+f_{-}^{\prime \prime}(-a, h) \frac{h^{3}}{24}+\cdots \tag{110}
\end{align*}
$$

To evaluate these terms we use that
$q_{ \pm}( \pm a)= \pm a, \quad q_{ \pm}^{\prime}( \pm a)=1, \quad c_{ \pm}( \pm a)=1$,
$c_{\mp}( \pm a)=0, \quad c_{ \pm}^{\prime}( \pm a)=\frac{q_{ \pm}^{\prime \prime}( \pm a)}{2}$.
It is only necessary to compute the first two terms in the expansion. It can be shown that the terms of larger order vanish in the limit (see Appendix B 2). We have

$$
\begin{align*}
\lim _{h \rightarrow 0} f_{-}(-a, h) h & =0 \\
\lim _{h \rightarrow 0} f_{-}^{\prime \prime}(-a, h) \frac{h^{3}}{24} & =\frac{q_{-}^{\prime \prime}(-a)}{48 \pi}=\frac{b}{6 \pi\left(b^{2}-a^{2}\right)} . \tag{112}
\end{align*}
$$

It then follows that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \int_{-a-\frac{h}{2}}^{-a+\frac{h}{2}} f_{-}(x, h) d x=\frac{b}{6 \pi\left(b^{2}-a^{2}\right)} \tag{113}
\end{equation*}
$$

Now we have to do a similar calculation for the integral near the boundary $x=a$. In this case, the field that falls out of the region $A$ is a field derivative and taking into account
that only the term with $q_{+}(x)$ in the denominator has a divergence, we get the integrand

$$
\begin{align*}
f_{+}(x, h)= & -\frac{1}{4 \pi h^{2}}+\frac{c_{+}^{\prime}\left(x+\frac{h}{2}\right)}{4 \pi\left(x-\frac{h}{2}-q_{+}\left(x+\frac{h}{2}\right)\right)} \\
& +\frac{c_{+}\left(x+\frac{h}{2}\right) q_{+}^{\prime}\left(x+\frac{h}{2}\right)}{4 \pi\left(x-\frac{h}{2}-q_{+}\left(x+\frac{h}{2}\right)\right)^{2}} \tag{114}
\end{align*}
$$

Following the same ideas as above, the expansion gives

$$
\begin{align*}
\lim _{h \rightarrow 0} f_{+}(a, h) h & =0 \\
\lim _{h \rightarrow 0} f_{+}^{\prime \prime}(a, h) \frac{h^{3}}{24} & =-\frac{q_{+}^{\prime \prime}(a)}{48 \pi}=\frac{b}{6 \pi\left(b^{2}-a^{2}\right)} . \tag{115}
\end{align*}
$$

As a result, the integral is

$$
\begin{equation*}
\lim _{h \rightarrow 0} \int_{a-\frac{h}{2}}^{a+\frac{h}{2}} f_{+}(x, h) d x=\frac{b}{6 \pi\left(b^{2}-a^{2}\right)} \tag{116}
\end{equation*}
$$

Then the contribution of the two boundaries is the same and the full constant term is twice this value.

Summarizing, the expression of the twist generator is

$$
\begin{align*}
\tilde{H}= & \frac{1}{3 \pi} \frac{b}{b^{2}-a^{2}}+\int_{A \cup Z} d x \alpha(x): T(x): \\
& +i \int_{Z_{+}} d x: g_{-}(\tilde{x}) \psi(\tilde{x})\left(g_{+}(x) \psi(x)\right)^{\prime}: \tag{117}
\end{align*}
$$

where $\alpha(x)$ and $g_{ \pm}(x)$ are given in (100) and (101).
This twist generator has an interesting property [4]. As it results from a unitary transformation from the ordinary Hamiltonian $H$ which is positive definite, it is also positive definite. In fact, it has the same spectrum as the original Hamiltonian even if it has support in a finite interval. ${ }^{5}$ In particular, the vacuum expectation value must be positive, which is immediate from the normal ordering of the operators in (117). We have

$$
\begin{equation*}
\langle\Omega| \tilde{H}|\Omega\rangle=\frac{1}{3 \pi} \frac{b}{b^{2}-a^{2}} . \tag{118}
\end{equation*}
$$

[^4]It is interesting to note that using (100)-(112) and (115) it follows that this constant value can also be written in terms of the change of the slope of the smearing function of the local term on the points where it becomes nondifferentiable,

$$
\begin{equation*}
\langle\Omega| \tilde{H}|\Omega\rangle=\frac{\alpha_{-}^{\prime}(-a)-\alpha_{+}^{\prime}(a)}{48 \pi} \tag{119}
\end{equation*}
$$

where $\alpha_{+}^{\prime}$ means the limit on the right of the derivative of the smearing function $\alpha(x)$ and $\alpha_{-}^{\prime}$ the limit on the left.

## A. Energy inequality and comparison with Fewster-Hollands bound

It is known that, for any QFT, smearing the energy density with a positive function of compact support such as

$$
\begin{equation*}
\int d x \alpha(x) T_{00}(x) \tag{120}
\end{equation*}
$$

produces an operator that cannot be positive. In other words, there are always states such that this localized energy turns out to be negative. The reason is quite simple. If this operator were positive definite, since its vacuum expectation value vanishes, it would be the case that the operator annihilates the vacuum. But it is not possible to annihilate the vacuum for a localized operator because of the Reeh-Schlieder theorem (for a simple account see Ref. [27]).

It has been of interest to understand how much localized negative energy a state can have. This quest gave place to the quantum energy inequalities that generically give a (negative) lower bound on the localized energy in terms of the smearing function $\alpha$ (for a review see Ref. [28]). The most general and sharpest of such bounds was obtained by Fewster and Hollands (FH bound) for CFTs in two dimensions [7]. It reads
$\int d x \alpha(x)\langle\Phi| T(x)|\Phi\rangle \geq-\frac{c}{12 \pi} \int d x\left(\frac{d \sqrt{\alpha(x)}}{d x}\right)^{2}$,
for any vector state $|\Phi\rangle$, and where $c$ is the central charge. For the free Majorana fermion $c=\frac{1}{2}$. The bound follows from the positivity of the Hamiltonian unitarily transformed by a general conformal transformation (diffeomorphism of the line). The term on the right-hand side is produced by the anomaly. The bound is sharp because it is saturated for the corresponding unitary transformation of the vacuum state.

Different types of bounds on the energy density, involving entropy quantities, have also been explored. For impure global states, sharper bounds containing an entropy term have been derived [29]. Another type of bound is the quantum null energy condition, which bounds the energy density at a point in terms of a second derivative of an entanglement entropy [30].

From the standard translation twists follows different types of energy bounds that we can call operator-bounded
energy inequalities. These involve the energy density in a bounded region of space and some specific operator, that is not given in terms of the energy density, at the boundary of this region or, more precisely, in the smearing zone. The derivation of the bound follows a similar idea as in the FH bound. It starts from the positivity of the Hamiltonian and a unitary transformation that preserves the spectrum. In this case, however, the transformation is the localization transformation $W$. This maps the Hamiltonian on one copy of a duplicated Hilbert space to a twist. This twist essentially contains the energy density in the localization region plus some new elements at the boundary.

For the free chiral fermion, we can be more specific. Given the positivity of the twist generator spectrum, for any state $|\Phi\rangle$ we have, using the single interval twist of the previous section,

$$
\begin{align*}
& \int_{A \cup Z} d x \alpha(x)\langle\Phi|: T(x):|\Phi\rangle \\
& \geq-\frac{1}{3 \pi} \frac{b}{b^{2}-a^{2}} \\
&-i \int_{Z_{+}} d x\langle\Phi|: g_{-}(\tilde{x}) \psi(\tilde{x})\left(g_{+}(x) \psi(x)\right)^{\prime}:|\Phi\rangle \tag{122}
\end{align*}
$$

where $\alpha(x) \in[0,1]$ is given by Eq. (100), and $g_{ \pm}(x)$, with $\left|g_{ \pm}(x)\right| \leq 1$, is given in Eq. (101).

This bound is also sharp because it follows from a unitary transformation of the Hamiltonian (in a duplicated Hilbert space). Indeed, it will be saturated by any state that is the unitary transformation of the vacuum state in the first Hilbert space. This is any state of the form

$$
\begin{equation*}
W^{\dagger}(|\Omega\rangle \otimes|\Psi\rangle)=|\Omega\rangle_{\mathcal{N}} \otimes|\Psi\rangle_{\mathcal{N}^{\prime}} \tag{123}
\end{equation*}
$$

for any $|\Psi\rangle$. These types of states have the special feature that they are unentangled between the algebras of $\mathcal{A}(A) \subset \mathcal{N}$ and $\mathcal{A}(B) \subset \mathcal{N}^{\prime}$. More precisely, these states do not have any connected correlation between $A$ and $B$.

In this sense, this bound and the FH bound, when applied to the same smearing function $\alpha$ of Eq. (100), are not comparable. For an unentangled state of the form (123), the bound (122) saturates while the FH bound does not. Conversely, for a limit of states obtained from conformal transformations of the vacuum such that the FH bound saturates, the bound (122) does not.

For our present smearing function $\alpha$, the constant on the left-hand side of the FH bound is finite and can be computed exactly, though we refrain from writing this long expression here. ${ }^{6}$ To compare with the constant term

[^5]on the left-hand side of (122) we can express both constant terms in dimensionless form writing $a=k b, 0<k<1$. Then we express
\[

$$
\begin{equation*}
\frac{1}{24 \pi} \int d x\left(\frac{d \sqrt{\alpha(x)}}{d x}\right)^{2}=b^{-1} f_{F H}(k) \tag{124}
\end{equation*}
$$

\]

and analogously for the constant term in our inequality

$$
\begin{equation*}
\langle\Omega| \tilde{H}|\Omega\rangle=b^{-1} f(k), \quad f(k)=\frac{1}{3 \pi} \frac{1}{1-k^{2}} . \tag{125}
\end{equation*}
$$

Figure 8 shows the two functions. In the limit of a short buffer zone, $k \rightarrow 1$, both functions diverge in the same way, while the difference converges to a constant,

$$
\begin{gather*}
f_{F H}(k) \sim(6 \pi)^{-1}(1-k)^{-1}+(8 \pi)^{-1}-1 / 48,  \tag{126}\\
f(k) \sim(6 \pi)^{-1}(1-k)^{-1}+(12 \pi)^{-1}, \tag{127}
\end{gather*}
$$

such that $f-f_{F H} \rightarrow 0.00757 \cdots$. In the opposite limit, $k \rightarrow 0$, the function $f_{F H} \sim(24 \sqrt{k})^{-1}$ diverges, while $f \sim$ $1 /(3 \pi)$ remains bounded.

It is interesting to note that these operator bounds can be greatly generalized by combining the transformations. First one makes a conformal transformation of the Hamiltonian in the first factor Hilbert space and then applies the localization map. The result is a positive operator that has support in $A \cup Z$ and has a quite arbitrary smearing function for the energy density inside $A$. It also contains a bilinear of the fermion fields in the buffer zone. Another possibility is to use the localization map, repeatedly transforming positive operators into positive operators. We will not pursue these constructions more explicitly here.


FIG. 8. Functions $f_{F H}(k)$ (red) and $f(k)$ (blue). The difference between the functions changes sign around $k \sim 0.47$. In the limit $k \rightarrow 1$ both functions have the same pole divergence but differ by a constant.

## VI. CONCLUSIONS

We have computed explicitly the standard translation twists for the chiral fermion theory. They are constructed using modular tools, as prescribed by the general theory in [4]. These twists have interesting properties that are not shared by twists constructed by simply smearing the stress tensor. For example, using a group of twists corresponding to multi-interval regions one can continuously translate an operator from an interval, arriving finally to a disjoint one, without ever having passed through a gap between them. They also have a positive generator. This can be thought as a local Hamiltonian with some specific "boundary conditions" determined by the model itself. We have computed this generator explicitly for one interval. It consists of a local piece, constructed by a smearing of the stress tensor, a constant term, and a nonlocal term containing products of fermion fields at two different points of the smearing region of the twist. The expression for the twist generator can be used to write inequalities for the energy contained in a region where the bound is given by an operator. These inequalities are neither weaker nor stronger than other wellknown energy bounds for CFTs.

To generalize this construction to other theories it is necessary to know the action of the modular conjugation for more than one interval. The explicit form of the modular Hamiltonian for two intervals is known for the chiral scalar too [14], and it would not be difficult to understand the action of the modular conjugation in this case. Because the chiral scalar is a Gaussian model, this action of the modular conjugation will also be linear in the fields. As a result, the twist generator will be quadratic in the fields as is the case for the chiral fermion. However, as happens with the modular Hamiltonian, it is expected that this action and the resulting twist generators would be completely nonlocal in the buffer zone. To be more clear, we expect the kernel of the quadratic expression for the twist generator to contain a nonzero continuous function on the two coordinates, and not just a sum of $\delta$ function terms as in the fermion case.

The chiral scalar algebras are subalgebras of the Dirac (complex) chiral fermion theory due to bosonization. That is, we have the identification $\partial \phi=j$ between the chiral derivative of the free massless scalar $\phi$ and the Dirac current $j$. This raises an interesting question. Twists for the scalar are operators in the fermionic theory. They will translate correctly the current operator and the stress tensor, which are shared by the fermion model. It is interesting to understand what would be the action of the scalar twist on the fermions fields. What is clear is that at least these twists for the scalar will be unable to move fermions between two disjoint intervals. ${ }^{7}$ This is because the operator content of the twists

[^6]belongs to the algebras generated by the two intervals and their buffer zones and cannot contain a fermion operator in one interval and an antifermion one in the other. However, this is necessary for translating the fermion operator between intervals. More generally, a twist that produces jumps between two disjoint regions always has to contain all types of charge-anticharge pairs for the charges that are able to transport. Consequently, the scalar twists will translate the fermions to the buffer zone of the interval in which it is initially located, but will be unable to produce the jump between intervals. In this way it acts as a filter of the charged part of an arbitrary operator, separating it from its neutral part. It would be interesting to explore this more explicitly.
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## APPENDIX A: MODULAR CONJUGATION FROM MODULAR FLOW

Let us write

$$
\begin{equation*}
\tilde{\psi}(y)=\tilde{J} \psi(y) \tilde{J}=\int d x K(x, y) \psi(x) \tag{A1}
\end{equation*}
$$

The anticommutator selects the kernel $K$,

$$
\begin{equation*}
\{\psi(x), \tilde{\psi}(y)\}=K(x, y) \tag{A2}
\end{equation*}
$$

Using that $\{\psi(x), \tilde{\psi}(y)\}=\langle\Omega|\{\psi(x), \tilde{\psi}(y)\}|\Omega\rangle$, we get

$$
\begin{align*}
\langle\Omega|\{\psi(x), \tilde{\psi}(y)\}|\Omega\rangle= & \langle\Omega| \psi(x) \tilde{J} \psi(y) \tilde{J}|\Omega\rangle \\
& +\langle\Omega| \tilde{J} \psi(y) \tilde{J} \psi(x)|\Omega\rangle . \tag{A3}
\end{align*}
$$

Using that $\tilde{J}$ is antiunitary and that $\tilde{J}|\Omega\rangle=|\Omega\rangle$, we have

$$
\begin{equation*}
\{\psi(x), \tilde{\psi}(y)\}=\langle\Omega| \psi(x) \tilde{J} \psi(y)|\Omega\rangle+\langle\Omega| \psi(y) \tilde{J} \psi(x)|\Omega\rangle^{*} \tag{A4}
\end{equation*}
$$

From this we get

$$
\begin{align*}
\langle\Omega| \psi(x) \tilde{J} \psi(y)|\Omega\rangle= & \langle\Omega| \psi(x) Z J \psi(y)|\Omega\rangle=\langle\Omega| \psi(x) J Z^{\dagger} \psi(y)|\Omega\rangle=\langle\Omega| \psi(x) J Z^{\dagger} \psi(y) Z Z^{\dagger}|\Omega\rangle=\langle\Omega| \psi(x) J i \Gamma \psi(y)|\Omega\rangle \\
& =\langle\Omega| \psi(x) J i \Gamma \psi(y) \Gamma \Gamma|\Omega\rangle=\langle\Omega| \psi(x) J(-i) \psi(y)|\Omega\rangle=i\langle\Omega| \psi(x) J \psi(y)|\Omega\rangle,  \tag{A5}\\
\langle\Omega| \psi(y) \tilde{J} \psi(x)|\Omega\rangle^{*}= & \langle\Omega| \psi(y) J Z^{\dagger} \psi(x)|\Omega\rangle^{*}=\langle\Omega| \psi(y) Z J \psi(x)|\Omega\rangle^{*}=\langle\Omega| Z Z^{\dagger} \psi(y) Z J \psi(x)|\Omega\rangle^{*}=\langle\Omega| i \Gamma \psi(y) J \psi(x)|\Omega\rangle^{*} \\
& =(-i)\langle\Omega| \psi(y) J \psi(x)|\Omega\rangle^{*}=(-i)\langle\Omega| \psi(x) J \psi(y)|\Omega\rangle^{*} . \tag{A6}
\end{align*}
$$

From this we obtain

$$
\begin{align*}
\{\psi(x), \tilde{\psi}(y)\} & =i\left[\langle\Omega| \psi(x) J \psi(y)|\Omega\rangle-\langle\Omega| \psi(x) J \psi(y)|\Omega\rangle^{*}\right]=-2 \operatorname{Im}(\langle\Omega| \psi(x) J \psi(y)|\Omega\rangle) \\
& =-2 \operatorname{Im}\left(\langle\Omega| \psi(x) \Delta^{\frac{1}{2}} \psi(y)|\Omega\rangle\right) \tag{A7}
\end{align*}
$$

At this point we find it useful to recall the formula for the modular evolved correlator found in [16],

$$
\begin{equation*}
\langle\Omega| \psi(x) \Delta^{i t} \psi(y)|\Omega\rangle=\frac{1}{2 \pi i(x-y)} \frac{\Pi_{b}(x) \Pi_{a}(y)-\Pi_{b}(y) \Pi_{a}(x)}{e^{\pi t} \Pi_{b}(x) \Pi_{a}(y)-e^{-\pi t} \Pi_{b}(y) \Pi_{a}(x)} \tag{A8}
\end{equation*}
$$

where the polynomials $\Pi_{a}(x), \Pi_{b}(x)$ are defined in (29). For $x$ and $y$ in complementary regions this expression extends analytically for $-\frac{1}{2}<\operatorname{Im}(t)<\frac{1}{2}$. We need to take the limit to the boundary of the analyticity domain $t \rightarrow-\frac{i}{2}$ where the function will be singular for $x$, $y$ such that $\Pi_{b}(x) \Pi_{a}(y)+\Pi_{b}(y) \Pi_{a}(x)=0$. Using that

$$
\begin{equation*}
\lim _{y \rightarrow 0^{+}} \frac{1}{x-i y}=\frac{1}{x}+i \pi \delta(x) \tag{A9}
\end{equation*}
$$

we arrive at

$$
\begin{equation*}
\lim _{t \rightarrow-\frac{i}{2}}\langle\Omega| \psi(x) \Delta^{i t} \psi(y)|\Omega\rangle=\frac{-1}{2(x-y)}\left[\frac{1}{\pi} G(x, y)^{-1}+i \delta(G(x, y))\right] \tag{A10}
\end{equation*}
$$

with

$$
\begin{equation*}
G(x, y)=\frac{\Pi_{b}(x) \Pi_{a}(y)+\Pi_{b}(y) \Pi_{a}(x)}{\Pi_{b}(x) \Pi_{a}(y)-\Pi_{b}(y) \Pi_{a}(x)} \tag{A11}
\end{equation*}
$$

Then, the explicit expression of the anticommutator is

$$
\begin{equation*}
\{\psi(x), \tilde{\psi}(y)\}=\frac{1}{(x-y)} \delta(G(x, y)) \tag{A12}
\end{equation*}
$$

Using (A1) and (A2) we get the formula (32) for modular reflected field $\tilde{\psi}$ quoted in the main text.

## APPENDIX B: TWIST GENERATOR

In this appendix we present some calculations that were not detailed in the main text of Sec. V to allow for more clarity of the exposition.

## 1. Calculation of : $J_{\mathcal{A B}} J_{\mathcal{A}} T(x) J_{\mathcal{A}} J_{\mathcal{A B}}$ :

Here we compute $: J_{\mathcal{A B}} J_{\mathcal{A}} T(x) J_{\mathcal{A}} J_{\mathcal{A B}}:$. We find it convenient to use a more symmetric form of $T(x)$,

$$
\begin{equation*}
T(x)=\frac{i}{4}\left[\psi(x) \partial_{x} \psi(x)-\partial_{x} \psi(x) \psi(x)\right] . \tag{B1}
\end{equation*}
$$

We recall the transformation of the fermion field under the action of $J_{\mathcal{A}} J_{\mathcal{A B}}$,

$$
\begin{equation*}
J_{\mathcal{A B}} J_{\mathcal{A}} \psi(x) J_{\mathcal{A}} J_{\mathcal{A B}}=\sum_{j=\{+,-\}} c_{j}(x) \psi\left(q_{j}(x)\right) \tag{B2}
\end{equation*}
$$

The action of $J=J_{\mathcal{A B}} J_{\mathcal{A}}$ over $\psi(x) \partial_{x} \psi(x)$ is

$$
\begin{align*}
J \psi(x) \partial_{x} \psi(x) J^{\dagger} & =J \psi(x) J^{\dagger} \partial_{x}\left(J \psi(x) J^{\dagger}\right) \\
& =\sum_{j, i \in\{+,-\}} c_{j}(x) \psi\left(q_{j}(x)\right)\left(c_{i}(x) \psi\left(q_{i}(x)\right)\right)^{\prime} . \tag{B3}
\end{align*}
$$

Then,

$$
\begin{align*}
J T(x) J^{\dagger}= & \frac{i}{4} \sum_{j, i \in\{+,-\}}\left[c_{j}(x) \psi\left(q_{j}(x)\right)\left(c_{i}(x) \psi\left(q_{i}(x)\right)\right)^{\prime}-\left(c_{i}(x) \psi\left(q_{i}(x)\right)\right)^{\prime} c_{j}(x) \psi\left(q_{j}(x)\right)\right] \\
= & \sum_{i \in\{+,-\}} c_{i}(x)^{2} q_{i}^{\prime}(x) \frac{i}{4}\left[\psi\left(q_{i}(x)\right) \partial \psi\left(q_{i}(x)\right)-\partial \psi\left(q_{i}(x)\right) \psi\left(q_{i}(x)\right)\right] \\
& +\frac{i}{4} \sum_{j, i \in\{+,-\}, j \neq i}\left[c_{j}(x) \psi\left(q_{j}(x)\right)\left(c_{i}(x) \psi\left(q_{i}(x)\right)\right)^{\prime}-\left(c_{i}(x) \psi\left(q_{i}(x)\right)\right)^{\prime} c_{j}(x) \psi\left(q_{j}(x)\right)\right] \\
= & \sum_{i \in\{+,-\}} c_{i}(x)^{2} q_{i}^{\prime}(x) T\left(q_{i}(x)\right)+\frac{i}{2} \sum_{j, i \in\{+,-\}, j \neq i} c_{j}(x) \psi\left(q_{j}(x)\right)\left(c_{i}(x) \psi\left(q_{i}(x)\right)\right)^{\prime} \tag{B4}
\end{align*}
$$

In the last equation we used that $q_{ \pm}(x) \in Z_{ \pm}$, and $q_{+}(x) \neq q_{-}(x) \forall x \in \mathbb{R}$. Therefore, $\psi\left(q_{+}(x)\right) \psi\left(q_{-}(x)\right)=$ $-\psi\left(q_{-}(x)\right) \psi\left(q_{+}(x)\right)$. Summarizing, we have

$$
\begin{equation*}
: J_{\mathcal{A B}} J_{\mathcal{A}} T(x) J_{\mathcal{A}} J_{\mathcal{A B}}:=\sum_{i \in\{+,-\}} c_{i}(x)^{2} q_{i}^{\prime}(x): T\left(q_{i}(x)\right):+\frac{i}{2} \sum_{i, j \in\{+,-\}, i \neq j}: c_{i}(x) \psi\left(q_{i}(x)\right)\left(c_{j}(x) \psi\left(q_{j}(x)\right)\right)^{\prime}: \tag{B5}
\end{equation*}
$$

## 2. The limit $\lim _{h \rightarrow 0} f_{ \pm}^{n} h^{n+1}$

In Eq. (112) we neglected terms in the Taylor expansion of order greater than the second. We show here that these terms vanish in the $h \rightarrow 0$ limit. The functions have the following structure:

$$
\begin{align*}
f(x, h) & =\frac{1}{g(x, h)^{2}}, \quad g(a, h) \propto h, \quad g^{\prime}(a, h) \propto h \\
g^{(n)}(a, 0) & \neq 0 \quad \text { if } n \geq 2, \tag{B6}
\end{align*}
$$

where we suppose that the divergence is in the point $x=a$. Then, if we derive with respect to $x$, in all the terms of $f^{(n)}(a, h)$ we get a factor with the form
$\frac{g^{\prime}(a, h)^{k-m}}{g(a, h)^{2+k}} \propto \frac{1}{h^{2+m}}$ with $0 \leq k, 0 \leq m \leq k, k+m \leq n$,
where $k$ and $m$ are natural numbers that are given by the numbers of derivatives of the numerator and denominator, respectively. There is a term for each possible combination of $k$ and $m$ that respects the constraints. For $n$ even, that is the case of the terms arising from Eq. (110), we can show that $m_{\max }=\frac{n}{2}$ is the greatest possible value of $m$. To see this, we take any pair $(k, m)$ such that $k+m=n$ and necessarily $m \leq k$. Then, if $m \neq k$, we can get a new pair with larger $m$ by increasing the value of $m$ and reducing $k$ to the same amount, such as to keep $k+m=n$ constant. We can do this again $\frac{k-m}{2}$ times, until reaching $m=k$. This implies that $m_{\max }=\frac{n}{2}$. Therefore,

$$
\begin{equation*}
f^{n}(a, h) h^{n+1} \propto h^{n-1-m_{\max }}=h^{\frac{n-2}{2}} \tag{B8}
\end{equation*}
$$

Consequently, if $n>2$ all limits $h \rightarrow 0$ vanish.
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[^1]:    ${ }^{1}$ For $d=2$ twists act on a spatial interval. If this interval is semi-infinite, the twist is determined by one end point (neglecting the smearing). For twists of an internal symmetry, if we restrict attention to the algebra of neutral operators under this symmetry (also called the orbifold), these twists act as field operators at a point. This is because they commute with other neutral, spatially separated operators. This is the sense that is given to the term twist in much of the literature on $d=2$ CFTs. That is, a twist on an interval in the sense of this paper corresponds (up to some regularization) to a twist field operator and the corresponding antitwist field operator on the two end points of the interval.

[^2]:    ${ }^{2}$ Cyclic means the algebra acting on the vector generates a dense set of vectors in the Hilbert space. Separating means that no nontrivial element of the algebra can annihilate the state.

[^3]:    ${ }^{3}$ We will discuss in Sec. V nontrivial contributions that may come from the boundary $x \in \partial A$.
    ${ }^{4}$ For a more general case where $x+a$ is not in the causal region corresponding to $A$ nor in $A^{\prime}$, we have first to decompose $\psi(x+a)$ into fields in $A$ and $A^{\prime}$ using the equations of motion. We will not need this decomposition in this paper because we focus on a chiral field on the line.

[^4]:    ${ }^{5}$ In this case the spectrum is $\mathbb{R}^{+}$. Interestingly, the analogous single interval twist generator inside the circle must have discrete spectrum $\mathbb{Z}+$ const, as the corresponding circle Hamiltonian.

[^5]:    ${ }^{6}$ When $\alpha=0$ the integrand in the FH bound has to be taken zero. See Ref. [7] for mathematical details. In particular, in that paper, $\alpha(x)$ is assumed to be a smooth function of fast decrease. Our smearing function is not smooth, but we have taken the view that the FH bound holds as a limit whenever the right-hand side remains bounded.

[^6]:    ${ }^{7}$ That is, the twist formed by a split between the additive algebra for the intervals and its commutant algebra separated by a buffer zone.

