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Recent upper bounds from the Hydrogen Epoch of Reionization Array on the cosmological 21-cm
power spectrum at redshifts z ≈ 8, 10, have been used to constrain LX<2 keV=SFR, the soft-band x-ray
luminosity measured per unit star formation rate (SFR), strongly disfavoring values lower than
≈1039.5 erg s−1 M−1

⊙ yr. This conclusion is derived from seminumerical models of the 21-cm signal,
specifically focusing on contributions from atomic cooling galaxies that host population II stars. In this
work, we first reproduce the bounds on LX<2 keV=SFR and other parameters using a pipeline that combines
machine learning emulators for the power spectra and the intergalactic medium characteristics, together
with a standard Markov chain Monte Carlo parameter fit. We then use this approach when including
molecular cooling galaxies that host population III stars in the cosmic dawn 21-cm signal, and show that
lower values of LX<2 keV=SFR are hence no longer strongly disfavored. The revised Hydrogen Epoch of
Reionization Array bound does not require high-redshift x-ray sources to be significantly more luminous
than high-mass x-ray binaries observed at low redshift.
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I. INTRODUCTION

The 21-cm signal carries immense potential to probe the
cosmic dawn and Epoch of Reionization (EoR), two pivotal
phases in the early Universe [1–5]. It arises from the
hyperfine transition of neutral hydrogen atoms, and its
measurement enables us to peer into the Universe’s infancy
[6]. By studying the fluctuations in the 21-cm signal, we can
unravel the processes that drove the formation of the first
stars and galaxies [7–9], as well as the subsequent ionization
of the intergalactic medium (IGM) [10,11]. The 21-cm
signal is a powerful tool for understanding cosmic evolution
and unlocking the mysteries of our cosmic origins [2,3,12].
Several ground-breaking experiments have been designed

to target the 21-cm signal [13–19], including the Hydrogen
Epoch of Reionization Array (HERA)1 [20]. HERA has
recently released two datasets [21,22], that were used to set
an upper bound on the 21-cm fluctuation power spectrum
from the epoch of reionization (z ∼ 8 and 10). This upper
limit [21,22], together with other observations, including
the galaxy ultraviolet (UV) luminosity function [23–26],
the reionization optical depth [27] and the IGM neutral
fraction [28] was then used to place the first constraints on
properties related to the evolution of the first galaxies and the
epoch of reionization [29].

A major finding of Ref. [29] has to do with the parameter
LX<2 keV=SFR that quantifies the x-ray luminosity sourced
by the endpoints of the stars that drive cosmic dawn and is
defined as the ratio of the integrated soft-band (<2 keV)
x-ray luminosity to the star formation rate (SFR). The
HERA upper limit [21,22] disfavors LX<2 keV=SFR≲
1040 erg s−1M−1

⊙ yr values with high significance. Taken
at face value, this would imply that galaxies at high
redshifts were more x-ray luminous than metal-enriched
galaxies in the local Universe [30,31].
Crucially, the analysis in Ref. [29] considered only

population II (or PopII) stars [32] as the sources of heating
and ionization. The first generation of stars (PopIII) [33,34]
are believed to have formed inside metal-poor galaxies
(sometimes called molecular cooling galaxies or MCGs)
hosted by mini halos where gas is cooled by molecular line
transitions [34–41]. While we have very limited knowledge
about the formation and evolution of MCGs, a number of
simulations that have modeled them have shown that they
can significantly prepone the onset of cosmic dawn [42–47].
In addition, MCGs contribute to the total x-ray and ionizing
photon budget of the Universe [48,49]. Ignoring MCGs in
any analysis could therefore lead to an overestimation of
the x-ray and ionizing efficiencies of the atomic cooling
galaxies (ACGs) that are believed to host mostly PopII
stars [46]. This concern has also been raised in Ref. [22].
In this paper, we reanalyze the HERA data including

MCGs, using machine learning to emulate the 21-cm
signal [50–56] and other global quantities. The implication
for the LX<2 keV=SFR constraint is summarized in Fig. 1.
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Simulations play a crucial role in modeling the 21-cm
signal and interpreting the observational data [57–74].Due to
the complexity of the astrophysical processes involved,
simulations help us understand the underlying physics
and generate theoretical predictions for the 21-cm signal.
However, simulations can be computationally expensive, if
we need to simulate these complex processes accurately.
Furthermore, in the traditional Bayesian parameter-inference
pipeline, where we use simulations in each step to compare
the outcomes against observations, we require a significant
amount of time before the process converges. Even with
faster seminumerical codes such as 21cmFAST

2 [75], the
Markov chainMonteCarlo (MCMC) processwith aminimal
number of parameters can take up to several weeks to
converge. We, therefore, need alternative methods.
Machine learning (ML) techniques have emerged as

powerful tools for emulating the 21-cm signal and cir-
cumventing the time-consuming nature of traditional
simulators [50–56]. The importance of machine learning
in this context lies in its ability to significantly accelerate
the parameter inference process. By training a machine
learning model on a large set of precomputed simulations,
it becomes possible to generate fast and accurate emulators
that can predict the 21-cm signal for a given set of
cosmological and astrophysical parameters. Moreover,
machine learning emulators can be trained on a diverse
range of simulations, enabling the exploration of different
cosmological scenarios and astrophysical processes.
With the goal of revisiting the analysis in Ref. [29] to

check the robustness of the LX<2 keV=SFR constraint to the
inclusion of the PopIII stars or MCGs contribution, we have

built an ML-based emulator, that emulates the 21-cm power
spectrum Δ2

21ðkÞ as a function of wave vector k at different
redshifts ranging from cosmic dawn to the epoch of
reionization. We also built separate emulators for the
Cosmic Microwave Background (CMB) optical depth
and IGM neutral fraction.
Our paper is organized as follows. In Sec. II we briefly

describe the models used in the HERA analysis [29] and the
results of their analysis. In Sec. III we describe the HERA
phase-I data and the likelihood we use for our analysis,
including the additional observables. In Sec. IV we describe
the artificial neural network architecture our emulator is
based on, howwe build our training, validation and test sets,
and demonstrate the performance of emulator. In Sec. V we
explain how we include the PopIII contribution in the
modeling of the 21-cm signal. We then present our results
in Sec. VI. After reproducing the HERA parameter con-
straints with our pipelinewhen considering only PopII stars,
we include the MCGs in our simulations and train corre-
sponding emulators. We then perform the MCMC analysis
by considering both the ACG and MCG parameters. In
particular, we present the marginalized posterior of
LX<2 keV=SFR from this analysis (summarized in Fig. 1).
We find that with the mini halos, we can no longer discard
the LX<2 keV=SFR≲ 1040 erg s−1M−1

⊙ yr x-ray luminosity
values easily. Although there is a small decline in posterior
probability at LX<2 keV=SFR < 1039.5 ergs−1M−1

⊙ yr, the
LX=SFR ∼ 1039 erg s−1 M−1

⊙ yr values are still allowed.
This suggests that the relationship between star formation
and soft x-ray luminosity for high redshift galaxies may not
be very different from the local galaxies [30,31]. We discuss
and elaborate on this conclusion in Sec. VII.

II. SUMMARY OF THE HERA ANALYSIS

Reference [29] have considered four different models of
reionization to interpret the HERA observation. We briefly
discuss themodels below, and the inferences based on those.
(1) Density-driven linear bias model: In this model, the

21-cm fluctuations are assumed to follow the density
fluctuations and the 21-cm power spectrum is
proportional to the matter power spectrum. A bias
parameter, which is a function of quantities like xHI,
TS and TCMB, relates the two power spectra.

(2) Phenomenological reionization-driven model: In
this model, IGM is considered as a two phased
system consisting of fully ionized bubbles and
medium with uniform temperature outside of the
bubbles [76].

(3) Seminumerical model I (21cmFAST): This model
assumes that the star-forming galaxies reside inside
dark matter haloes and these galaxies are responsible
for the heating and ionization of the IGM. This
utilizes empirical scaling relations to relate galaxy
properties to their host dark matter haloes. The
galaxy properties include stellar to halo mass ratio,

FIG. 1. Marginalized posteriors for LX<2 keV=SFR, with (blue)
and without (orange) HERA and with (solid) and without
(dashed) molecular cooling halos. With the inclusion of MCGs,
the preference for strong x-ray heating weakens.

2github.com/21cmfast/21cmFAST.
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escape fraction of ionizing UV radiation, the star
formation rate and x-ray luminosity [75].

(4) Seminumerical model II: This is an alternate semi-
numerical model [77], built on similar assumptions
as 21cmFAST. On top of that, this model allows for an
excess radio background. Excess radio background,
on top of CMB, produces an enhanced 21-cm
absorption signal and can also increase the ampli-
tude of the 21-cm power spectrum.

The first two models relate the 21-cm signal directly to
the IGM properties, without trying to model the source
properties. On the other hand, the seminumerical models
try to model the properties of the radiation sources and their
evolution in redshift.
The analysis of Ref. [29] based on all of the above

models suggest that the IGM at z ¼ 10.4 is heated over the
adiabatic cooling limit at >95% confidence, and this rule
out the “cold reionization” scenarios in which the IGM
continues to adiabatically cool until it reionizes.
Considering the seminumerical model I, Ref. [29] quotes

a lower limit on the parameter LX<2 keV=SFR which
describes the heating ability of the EoR galaxies per
unit of star formation. We discuss the significance of
LX<2 keV=SFR later in this paper.
HERA observations, Based on the seminumerical model

II, and combined with the Chandra x-ray background
constraints, rule out most of the models that explain
the radio background observed by LWA [78] and
ARCADE-2 [79] as originating at z≳ 8.
Note that the inferences in Ref. [29] are very much

dependent on the choice of physical models and the
interpretations of different quantities change with models.
In our current analysis, we mainly focus on seminumerical
model I (21cmFAST), and we discuss the findings based on
this model in detail.

III. DATA AND LIKELIHOOD

A. The 21-cm observables

The emission or absorption of the 21-cm line is charac-
terized by the spin temperature, TS, and is usually measured
as the differential brightness temperature, δT21, with respect
to the brightness temperature of the low-frequency radio
background,Trad. In the usual scenario,Trad is taken to be the
CMB temperature Tcmb ¼ 2.7254 × ð1þ zÞ K where z
refers to the cosmological redshift. The differential bright-
ness temperature, δT21, can be expressed as [80–82]

δT21ðνÞ ¼
TS − Trad

1þ z
ð1 − e−τν0 Þ: ð1Þ

Here, the factor ð1 − e−τν0 Þ exhibits the effect of propagation
through a medium, where τν0 is the optical depth. Note that,
in this equation, the astrophysical information is mostly
encoded in TS, whereas the state of the propagating medium
is captured by the optical depth τν0 .

The measurement of δT21 is done in two different ways:
(i) Global signal: Here, δT21ðn; zÞ is first measured

along different directions n of the sky, keeping the
redshift (or frequency) fixed. The measurements are
finally averaged over the directions to convert into
an average quantity hδT21ðzÞi, which is known as the
global signal [83,84].

(ii) Fluctuations: Here, telescopes measure the spatial
fluctuations of the δT21ðx; zÞ field. The fluctuations
are then interpreted in terms of statistics like the
power spectrum [76,85–90], bispectrum [91–97],
etc. The 21-cm power spectrum is the most relevant
quantity for this work, and is defined as

hδ̃T21ðk1Þδ̃T21ðk2Þi ¼ ð2πÞ3δDðk1 − k2ÞP21ðk1Þ;
ð2Þ

where h…i denotes an ensemble average, δ̃T21ðkÞ is
the Fourier transform of δT21ðxÞ and δD is the Dirac
delta function. Specifically, the quantity of interest
for us is Δ2

21ðkÞ≡ k3P21ðkÞ=ð2π2Þ, which will be
the output of HERA measurements, and of our
simulations and emulators.

B. HERA phase-I data

The upper limits on the 21-cm signal from HERA were
first published in Ref. [21], and improved limits were
published in Ref. [22] These limits are based on 94 nights
of observation using the HERA phase I experimental
configuration. For detailed information on the configura-
tion, the reader is referred to Ref. [22]. Out of all the
different bands of observation, in this work we concentrate
on two bands: band 2, centered at z ¼ 7.9; and band 1,
centered at z ¼ 10.4. These bands are largely free of radio
frequency interference. Following Ref. [22], we use the
observed power spectrum computed using all fields for
each redshift band. For a comprehensive reading about the
data, the reader is referred to Refs. [21,22].

C. The data likelihood

The form of the likelihood function is important for any
Bayesian analysis. The 21-cm power spectrum measure-
ments from HERA suffer from (largely unknown) system-
atics which need to be taken into account in the likelihood
analysis. Below, we briefly explain how to derive the
likelihood in the presence of systematics.
First, we divide our data into two vectors, one for every

redshift bin,

d1 ¼

0
BBB@
cΔ2

21ðk1; z1Þ
Δ2

21ðk2; z1Þ
..
.

1
CCCA; d2 ¼

0
BBB@
cΔ2

21ðk01; z2Þ
Δ2

21ðk02; z2Þ
..
.

1
CCCA: ð3Þ
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In general ki ≠ k0i. Considering a single data vector, in order
to reduce the covariance between the neighboring k bins,
we follow the method adopted in Ref. [29]. Starting from a
minimum k bin (which is decided on the basis of the signal-
to-noise ratio), we include the alternate k bins in our
analysis such that the bins do not have significant overlap.
In the following derivation, we show the form of the
likelihood function for a single data vector, and the
composite likelihood for the two data vectors may be
calculated as L ∝ L1ðd1Þ · L2ðd2Þ.
Following Ref. [29], we assume a Gaussian likelihood

for the data, and denote the unknown systematics as u, so
that one can express the likelihood function for a data
vector d as

Lðdjθ;M;uÞ ∝ exp

�
−
1

2
rðθ;uÞTΓrðθ;uÞ

�
; ð4Þ

where rðθ;uÞ≡ d −W ·mðθÞ − u, mðθÞ is the emulator
prediction for the data vector d,W is the Window function
(which accounts for the point spreading in Fourier k
space [98–102]), and Γ≡ Σ−1 where Σ in the covariance
matrix. In the parameter estimation problem, we are
interested in finding the posterior probability for obtaining
a parameter set given the observation data. This can be
expressed in terms of the likelihood, based on Bayes’
theorem, as

pðθjd;M;uÞ ∝ Lðdjθ;M;uÞpðθjMÞpðuÞ; ð5Þ

where pðθjMÞ is the prior function of the parameter set θ
given the model M, and pðuÞ denotes the priors on the
systematics. In general, priors on systematics should come
from the experiments. However, in case of HERA, the
systematics are largely unknown. Therefore, we follow
Ref. [29] and marginalize over the systematics prior range
in order to obtain the likelihood. We assume a multivariate
uniform distribution for u, where the systematic noise in
each k and z bins are independent. The marginalization
can be done using,

Lðdjθ;M;uÞ∝
Z

umax

umin

exp

�
−
1

2
rðθ;uÞTΓrðθ;uÞ

�
du; : ð6Þ

Assuming Γ to be diagonal, the integral takes a simple
form

Lðdjθ;M;uÞ ∝
YNd

i

Z
ui;max

ui;min

exp

�
−
½yi − ui�2

2σ2i

�
dui; ð7Þ

where the index “i” denotes the k bin number, yi ¼ di −
½WmðθÞ�i is the difference between the model and the data
at each bin, Nd is the number of k bins, and σi are the
diagonal elements of the covariance matrix. In order to
calculate the integral, we set u∈ ½0;∞�, assuming

systematics to be positive (although negative systematics
can occur in some cases [103] and those are subject to
interpretation). Marginalization over the systematics using
the assumed bounds yields

Lðdjθ;MÞ ∝
YNd

i

1

2

�
1þ erf

�
yiffiffiffi
2

p
σi

��
; ð8Þ

where “erf” is the error function. We note that the
marginalized likelihood function is sensitive to the upper
bounds of the data points, which is particularly useful for
the HERA power spectrum data.

1. Additional observables

Note again that HERA measurements place only an
upper bound on the 21-cm power spectrum. Therefore, the
Likelihood in Eq. (8) does not impose any tight bounds on
the model parameters. Following Ref. [29], we use addi-
tional observables from other experiments to complement
the HERA power spectrum data. These additional observ-
ables are (i) the upper bound on the neutral hydrogen
fraction xHI < 0.06þ 0.05ð1σÞ at z ∼ 5.9, measured by
the dark fraction on high redshift quasar spectra [28],
(ii) the faint galaxy UV luminosity functions at z ¼ 6, 7,
8, 10 [23,24,26],3 and (iii) the Thomson scattering
optical depth of CMB photons τe ¼ 0.0569þ0.0081

−0.0066 , using
Planck [27] data from Ref. [104]. We shall see later that
these additional observables help to place tight bounds on
some of the model parameters, while HERA helps con-
strain some of the remaining parameters.

IV. ARTIFICIAL NEURAL NETWORK

In order to perform a MCMC analysis, we need to be
able to produce realizations of the 21-cm power spectra and
other global quantities, given a set of input parameters.
However, to simulate the 21-cm signal for a large cosmo-
logical volume with the required resolution using the latest
version of 21cmFAST [47] takes Oð1 hourÞ. The traditional
MCMC pipeline requires to generate a large number of
simulations in a sequential manner to be able to construct
the final posterior, which takes a lot of time and can be
prohibitive. In order to address this, we have developed an
artificial neural network (ANN)-based 21-cm signal emu-
lator, which we describe below.

A. ANN architecture

1. Simulations

It is relatively well accepted that the galaxies form
inside the dark matter halos, with different feedback

3https://github.com/21cmfast/21CMMC/tree/master/src/
py21cmmc/data.
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processes shape their evolution [105–110]. These galaxies
are the main sources of various radiation fields that affect
the 21-cm signal from the beginning of cosmic dawn to
the epochs that follow. We use the seminumerical code
21cmFAST that simulates various galaxy properties, depend-
ing on the host halo mass, and produces these radiation
fields [45–47,75,111–113]. The code then uses the same
radiation fields to deduce the 21-cm fluctuations at different
redshifts. Note that the seminumerical calculations of
21cmFAST are tuned to reproduce the galaxy UV luminosity
functions [114–116] observed at reionization as well as the
observed opacity of IGM.
Given a set of cosmological and astrophysical parame-

ters, 21cmFAST generates realizations of the 21-cm fluctua-
tions in coeval and/or light cone boxes. Those boxes are
then used to compute the global quantities like the mean
brightness temperature of the 21-cm signal hδT21i, optical
depth of reionization τreio, etc., and 21-cm fluctuation
power spectrum Δ2

21ðkÞ. In addition to this, 21cmFAST is
also able to output the UV luminosity function of galaxies
at various redshifts. We create an ensemble of the observ-
ables (which we call datasets) by changing the model
parameters, and this ensemble will be used to train and
validate our emulator, as we describe later in this section.
For the 21-cm power spectrum, in this work we are mainly
concerned about two redshift bins z ¼ 7.9 and 10.4 where
HERA observations have the best detection [29].
The definitions of the important astrophysical parame-

ters used in this work are given in Table I. The 21cmFAST

code models the effects of both the PopIII and PopII stars.
PopIII [33,34] refers to the first generation of stars believed
to reside in MCGs or minihalos, while PopII [32] refers to
the second generation of stars which predominantly reside
in atomically cooled galaxies or ACGs. We shall discuss
these in more detail in Sec. V. The parameters related to the
ACGs (MCGs) are represented by a “10” (“7” or “mini”) in
the subscript (referring to the typical halo mass). In the
next few sections, we shall assume that the cosmic dawn
and reionization processes are driven solely by the PopII
stars. We build the dataset in the following section using

21cmFAST where we consider only PopII stars. We note that
the same modeling has been considered in Ref. [29].

2. Building the dataset

In this section, we discuss the method of composing the
dataset which will then be divided into training, validation
and testing sets. We start by determining the desired range
over which we want to vary each parameter. Having its
range fixed, we sample the whole parameter space using a
latin hypercube (LH) sampler which seeks to produce
uniform sampling densities when all points are margin-
alized onto any one dimension [117]. After getting the
sampled parameter sets, we run the 21cmFAST code to obtain
the 21-cm power spectrum and global quantities like τe, xHI
for each combination. We then save these quantities along
with the parameter values.
We now discuss the dataset which consists of the 21-cm

power spectrum as a function of k. Note that, we have a
limited number of k bins from the simulations to begin
with. Before the training process, we use interpolation to
increase the number of power spectrum k bins to 70,
ranging from k ¼ 0.1–1.73 Mpc−1, so that the variation
with the wave number is smoother. The dataset is then
classified into six different classes (denoted by index “n”)
according to the amplitude difference between k bins. The
first four ðn ¼ 0–3Þ classes are for signals where the
difference between the maximal amplitude and the minimal
amplitude of the power spectrum, is smaller than 10n mK2

but greater than 10ðn−1Þ mK2. Class 5 is for signals where
the difference between the maximum and minimum power
spectrum values in different bins, i.e. [max(power spec-
trum)—min(power spectrum)] is> 103 mK2, Finally, class
6 is reserved for signals where the minimal amplitude is not
in the lowest k bin (these are exotic-shaped signals). This
classification is done so that when the emulator is trained,
we can take approximately the same number of samples
from each class, so that the trained emulator will not be
biased towards any of the classes. Without doing so,
emulating exotic signals tends to be more difficult, since

TABLE I. The main astrophysics parameters.

Parameters Description

f⋆………… Stellar to halo mass ratio for haloes

α⋆………… Stellar-to-halo mass power-law index

fesc………… Escape fraction of ionizing photons from the haloes

αesc………… Escape fraction of ionizing photons to halo mass power-law indices

Mturn……… Mass scale below which inefficient cooling and/or feedback suppresses efficient star formation

t⋆………… Star formation timescale in units of H−1ðzÞ
LX<2 keV=SFR Soft-band x-ray luminosity per SFR in units of erg s−1 M−1

⊙ yr for ACGs

E0………… Minimum x-ray energy (in eV) escaping the galaxies into the IGM
αX………… Spectral index of x-ray sources
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they are rare in the unmanipulated dataset. Note also that
the “class 0” signals are also very hard to emulate even after
this process because most of them are actually “dead” or
flat signals having no features that the emulator can learn.
This happens when for some parameter combination, the
fluctuations at all scales cease at a specific redshift. For
example, when the IGM becomes sufficiently ionized at
low redshifts that the fluctuations in the electron density
field become more or less uniform, and the power spectrum
is flat (and even becomes zero in some cases). Emulating
the flat signals is extremely difficult, and we have decided
not to include these at all in the emulating process.
Including flat signals in the emulating process leads to
unreliable predictions. A method for predicting these flat
signals (for use in the MCMC pipeline) will be explained
later. The bottom line is that we have discarded the class 0
signals when training the emulator.
For the training process, we take ∼2500 randomly

sampled signals from each class for z ¼ 7.9, and ∼3000
signals from each class for the z ¼ 10.4 band. We choose
the numbers such that we have a similar number of samples
in each class, and such that no class is over/under-
represented. Finally, the dataset is divided into training
(85%), validation (10%) and testing (5%) sets. Before the
training process, the astrophysical parameters are normal-
ized to be in the range ½−1; 1�. We do not normalize the
power spectrum as our initial tests suggested a better
performance with the original power spectrum.

3. NN architecture

In this section, we discuss the architecture of our NN
emulators. All of our NN emulators and classifiers are built
using the TensorFlow [118] and Keras [119] libraries
defined in PYTHON3. Here we consider a nine-parameter
emulator model based on 21cmFAST. According to this
model, only the halos which are cooled by atomic line
transitions host sources that start cosmic dawn and cosmic
reionization. The choice of the parameters is based on
Ref. [29]. As explained above, there is another possible
cooling mechanism, which makes it possible to form
sources inside minihalos. Using 21 cmFAST simulations, it
is possible to model these mini halos, and we shall discuss
this in more detail in the later sections.
Therefore, the emulator has nine input parameters, 70

output k bins, and six fully connected hidden layers—of
288, 512, 512, 288, 512, 1024 dimensions, respectively.
The number of layers and the number of neurons in each
was chosen after an optimization process. We have tested
the emulator for a number of conventional activation
functions, namely ReLU [120] and tanh, etc. We finally
settled with the following function (taken from Ref. [121])

fðx;αÞ ¼ x ⊙ ðαþ ð1 − αÞ ⊙ ð1þ e−xÞ−1Þ; ð9Þ

where x are the layer inputs, α is a vector of trainable
parameters, and ⊙ denotes the element-wise product. The
activation is followed by a batch normalization layer [122],
which standardizes the input for the next layer. After the
forward propagation, the loss is calculated using a relative
percentage error

Lðytrue; ypredðθÞÞ ¼
jytrue − ypredðθÞj

ytrue
× 100: ð10Þ

The training process is performed using mini batches of
size 128 samples, so that the trainable parameters are
updated using the gradients of the loss function, after
forward propagating each batch. The training process was
done using the Adam [123] optimizer, where the initial
learning rate is 0.01, and is reduced when the prediction on
the validation set does not improve over more than 10
epochs. The training phase ends when there is no improve-
ment over more than 30 epochs, and the best weights are
stored at that moment. Finally, we examine our emulator
performance on the test set, and the results are presented
in Fig. 2.

4. Retraining

After training the emulator, we review its performance
very carefully on the test set. In the context of the power
spectrum, we find that on rare occasions (less than 5%), the
emulator prediction differs from the real value by almost
100%. This may bias the MCMC results, particularly the
median value. We do the following to make sure that this
error does not affect our results.

FIG. 2. Emulator loss statistics on the testing sets, of size ∼650
signals for each band. The box represents all the samples that fall
between the 25th and the 75th percentile, and the line in the
middle of it is the median. The black circles are outliers that
extend beyond the 95th percentile.
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After the first training, we determine a rough ∼1σ region
in the parameter space by running the MCMC analysis
using the emulator. We then generate ∼5000 more signals
by sampling the rough 1σ parameter space using the LH
method, where the 1σ is considered for all the parameters
except LX<2 keV=SFR, for which the emulator has to be
accurate over the full prior range. We then retrain our
emulator on this resampled dataset.
Note that, for some astrophysical parameters such as α�,

the 1σ constraint range is very small as we shall show later
in Fig. 7. For those parameters, we choose a wider range
when sampling. We show the performance results after the
retraining process in Figs. 3 and 4. We see that the retrained
emulator gives a median error of 2–3% in the 1σ parameter
space. Now considering the whole range of parameters that
we used for initial training, we see that our retrained
emulator exhibits <20% median error outside of the 1σ
parameter space. This suggests that the emulator will have
better precision, at least within the 1σ parameter space,
such that it will not bias the MCMC analysis by much and
will provide better 1σ constraints.
We shall see later (see also Ref. [29]) that most of the

astrophysical parameters, courtesy of the additional observ-
ables used in addition to the HERA power spectrum data,
are very well constrained. Other parameters, like
LX<2 keV=SFR (which is meaningfully constrained only
at the lower side) or E0, have almost no constraints from the
observations. Now, due to the property of the Markov
chains, the MCMC algorithm will mostly sample the region
of the parameter space where our retrained emulator
performs extremely well. This means we shall have many
accurate MCMC samples in the vicinity of the 1σ range,
and very few less-accurate samples outside this region. This

weighs down any possible bias and ensures our predictions
are robust.

5. Classification

We have already mentioned in Sec. IVA 2 that the class 0
signals or flat power spectra are very hard to emulate. The
power spectrum amplitude in this class is close to zero,
≲3 mK2 for all the k bins. When we run the MCMC
process, for each set of parameters we need to know
whether the parameters will produce flat signals even
before we feed those to the ANN. We, therefore, need
machinery that predicts the occurrence of the flat signal for
a given parameter set.
We have built a neural network classifier for the above

purpose. This classifier is trained at each frequency band to
predict the occurrence of the flat 21-cm power spectrum.
We discuss the architecture of the classifier in Appendix C.
We find that the classifier’s prediction accuracy is ≳97%.
This indicates that, on average, we shall have a miss-
classification less than once in every 30 MCMC iterations.
This does not boast a serious error in the MCMC analysis.
Considering the flat signal, we choose the following

path. When the classifier predicts a flat signal for some
parameter combination, we generate a random power
spectrum at each k bin where the amplitude is drawn from
a Gaussian distribution having a mean of 2 mK2 and a
standard deviation of 1 mK2. This we do irrespective of the
parameter values. Our goal here is not to predict the flat
signal accurately as these signals are still somewhat rare.
Also, considering the upper bound on the 21-cm power
spectrum from HERA [and our chosen likelihood function
in Eq. (8)] it is clear that any flat signal below the upper
limit is allowed. Therefore, HERA data do not really
discard these parameter values, rather the constraints come
from the additional likelihoods. Therefore, we surmise that

FIG. 3. Retrained emulator loss statistics on our testing sets, of
size ∼250 signals for each band. The box represents all the
samples that are between the 25th and the 75th percentiles, and
the line in the middle of it is the median. The black circles are
outliers that extend beyond the 95th percentile.

FIG. 4. Different view of the loss statistics for the retrained
emulator. The dashed lines represent the 16th and 84th percentiles
respectively, and their exact value is written along with the
median value in the figure legend.
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our solution for tackling the flat power spectra does not
pose any serious issues.

B. Emulating the other observables

We extend our NN for emulating xHI and τe. These are
easy to emulate as for a fixed redshift both of them are just
single numbers. We have therefore used a relatively simple
neural network architecture for emulating both xHI

and τe.
As we discuss in Appendix A, we find that the emulators
performs extremely well and the emulation error is neg-
ligible. As for the simulated UV luminosity functions, we
do not have any emulators for these. UV luminosity
functions can be calculated analytically very quickly via
21cmFAST, and in the MCMC analysis we generate these
directly by plugging in the parameters.

V. THE ROLE OF MINIHALOS

The current understanding of the stellar composition in
galaxies at low redshifts is quite comprehensive. However,
our knowledge about the initial galaxies that sparked cosmic
reionization is limited. According to the hierarchical model
of structure formation, the first generation of stars, known as
PopIII stars, likely formed inside small molecular cooling
galaxies orMCGs around z ∼ 20–30 [34–41]. InsideMCGs,
the gas cools mainly through the H2 rotational–vibrational
transitions efficient at Tvir ∼ 103–104 K. These early gal-
axies were believed to be hosted by halos with virial
temperatures ≲104 K, corresponding to total halo masses
of ≲108M⊙ during the epochs of reionization and cosmic
dawn [41,44,45,47,124]. These small halos are often called
minihalos. Over time, feedbackmechanisms suppressed star
formation in these MCGs, leading to the emergence of
heavier ACGs with halo masses ≳108M⊙. Therefore, most
of the ACGs at high redshifts are “second-generation”
galaxies, forming out of MCGs. It is believed that the
second generation of stars, known as PopII stars, predomi-
nantly reside in ACGs [46].
PopII stars likely drove most of the heating and ioniza-

tion process at z ∼ 5–10 [125–127]. However, there should
be a small but significant contribution from the PopIII stars
or MCGs as well. The star formation in MCGs is subject to
a number of feedback processes like the Lyman-Werner
radiation feedback [36,74,128–132], baryon supersonic
streaming velocities [133–139], etc. Depending on these,
the radiation contribution from the MCGs varies. MCGs
spark the cosmic dawn epoch earlier compared to the
scenarios where only ACGs exist [74]. X-ray photons from
MCGs also prepone the epoch of heating [74], although
MCGs are believed to have a negligible contribution to
reionization. As emphasized above, in Ref. [29], the 21-cm
signal was modeled without taking the contribution of the
PopIII stars or MCGs into account. One of the main
conclusions of Ref. [29] is that the early galaxies were
more x-ray luminous than their present-day counterparts.

Our main goal in this paper is to check the validity of this
result in the presence of a contribution to the 21-cm signal
from PopIII stars.
One of the most salient features in the latest version of

21cmFAST code [47] is that it now includes the contributions
of both the MCGs and ACGs. The code assumes MCGs
host PopIII stars with a simple stellar-to-halo mass relation,
distinct from that of ACGs hosting PopII stars. For a
comprehensive reading about how 21cmFAST incorporates
PopII and PopIII stars in the calculations, the reader is
referred to Refs. [45,47].
As mentioned earlier, star formation in minihaloes

depends on feedback processes which further decide the
molecular-cooling turnover halo mass. Haloes below this
mass are not capable of forming stars. In 21cmFAST, this
turnover mass is a product of three factors [47],

Mmol ¼ M0ðzÞfvcbðvcbÞfLWðJ21Þ; ð11Þ
where M0ðzÞ is the molecular cooling threshold in the
absence of feedback with M0ðzÞ ¼ M̃0 × ð1þ zÞ−3=2
where M̃0 ¼ 3.3 × 107M⊙ (corresponding to a viral tem-
perature of 103 K [37]), fvcbðvcbÞ and fLWðJ21Þ encodes the
effects of respectively the baryon streaming velocity and
Lyman-Werner background radiation. fLWðJ21Þ is para-
metrized as

fLWðJ21Þ ¼ 1þ ALWðJ21ÞβLW ; ð12Þ
with ALW and βLW are two free parameters that quantifies
the strength of the feedback, and J21 being the Lyman-
Werner radiation intensity. Similarly, fvcbðvcbÞ is para-
metrized as

fvcbðvcbÞ ¼
�
1þ Avcb

vcb
vrms

�
βvcb

; ð13Þ

where vcb is the local value of the streaming velocity, vrms is
the rms of the streaming velocity, Avcb and βvcb are two free
parameters that determine the strength of the feedback.
We have kept the feedback parameter values fixed to
ALW ¼ 2.0, βLW ¼ 0.6, Avcb ¼ 1 and βvcb ¼ 1.8 throughout
all of the simulations that include MCGs. Note that the
feedback, or in other words, the parameters, are largely
unknown at the redshifts that we are interested in. The
contribution of MCGs in cosmic dawn and reionization
vary with the variation in these parameters. We do not vary
these in our analysis as these would increase the number of
parameters. However, we expect that our results will still be
valid even when these parameters are varied in the vicinity
of the fiducial values.
The 21cmFAST code has a number of astrophysical

parameters to characterize the galaxy properties. In
Table I, we mention some of the important astrophysical
parameters used in this work. We follow the same method
to build the dataset and utilize the same pipeline developed
in Sec. IV to emulate the 21-cm power spectrum and other
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observables in the presence of MCGs. We discuss the
performance of this emulator in Appendix B. Overall, we
find that we get similar results even after introducing the
additional parameters for MCGs.
In Fig. 5 we show the importance of accounting for the

MCGswhen interpreting the HERAdata, plotting the power
spectrum for LX<2 keV=SFR ¼ 1039 erg s−1 M−1

⊙ yr, where
we use onlyACGs in the simulation, we see that this value of
LX<2 keV=SFR is clearly disfavored by the HERA observa-
tions. This is consistent with the findings in Ref. [29].
However, when adding MCGs to our simulations, we find
that the same value of LX<2 keV=SFR is consistent with the
HERA data. A prediction for this behavior, was already
mentioned in Ref. [22]. The bottom line is that with MCGs,
even the smallest values of LX<2 keV=SFR in our prior range
cannot be ruled out by current HERA data. Later, we shall
see the same in the posterior distribution of LX<2 keV=SFR
from our full MCMC analysis.

VI. RESULTS

A. Bayesian inference

We now perform the MCMC analysis based on our
pipeline that combines the emulator discussed in Sec. IV

and the likelihood mentioned in Sec. III. In the MCMC
analysis, we have two main goals: (I) To reproduce the
results of Ref. [29] which includes only ACGs in the
analysis, and (II) to study the impact of MCGs on the x-ray
heating constraints. Considering the two goals, we have
two scenarios for the likelihood: (A) Use a likelihood for
only the additional observables mentioned in Sec. III C 1,
which we denote as “External likelihood,” and (B) consider
a “Full likelihood” that consists of the external likelihood
and the likelihood for the HERA power spectrum upper
bound. We, therefore, have four different MCMC infer-
ences and these are (I-A): ACGsþ External likelihood,
(I-B): ACGsþ Full likelihood, (II-A): MCGsþ External
likelihood, and (II-B): MCGsþ Full likelihood. We discuss
the results below. For the MCMC runs, we use the EMCEE

[140] sampler. In Table II, we show the prior ranges used
for this work and we use uniform flat priors for all the
variables.
For inferences of type I-A and I-B, we have used

the same prior range as in Ref. [29]. For inferences
with minihalos, we drop some parameters in order to
reduce the parameter space. We find that t� (0.5) and αX
(1.0) parameters are not very well constrained. Therefore,
even if we drop them, there should not be any major effect
on the inference. We keep them fixed at the values
mentioned within the brackets. Furthermore, in principle,
PopIII stars should have different x-ray luminosity

(denoted by LðIIIÞ
X<2 keV=SFR) than PopII stars (denoted by

LðIIÞ
X<2 keV=SFR). However, we have no prior knowledge of

LðIIIÞ
X<2 keV=SFR of the PopIII stars, which reside mainly in

MCGs. Considering this uncertainty, and, in order to reduce

the number of parameters, we assume LðIIIÞ
X<2 keV=SFR ¼

LðIIÞ
X<2 keV=SFR and call this the effective LX<2 keV=SFR.

FIG. 5. Comparison between simulated power spectra with
and without MCGs, and the emulator performance for each
signal. The parameters taken for the simulation are the medians
of the marginalized posterior distributions depicted in Fig. 8,
for all the parameters (MCG parameters were not included
in the “without MCGs” simulation) except LX<2 keV=SFR, for
which we have taken 1039 erg s−1 M−1

⊙ yr. We quote some
of the other parameters used in this figure for convenience:
log10f�;10 ¼−1.25, log10 f� ¼−2.65, α� ¼ 0.52, α�;mini ¼ −0.03,
log10fesc;10 ¼ −1.45, log10 fesc;7 ¼ −2.31, αesc ¼ 0.55. Note
that, for the “without MCGs” scenario (red curves), we have
considered only ACGs in the simulations (same as the scenario
assumed in Fig. 7) with the appropriate parameter values as
mentioned above, ignoring any contribution from the MCGs.

TABLE II. Prior range summary for all the astrophysical
parameters used in the different MCMC runs. Note that only a
subset of them is used in each run, as explained in the text.

Priors

Parameter name Lower bound Upper bound

log10 f�;10 −3.0 0.0
log10 f�;7 −3.5 −1.0
α� −0.5 1.0
α�;mini −0.5 0.5
log10 fesc;10 −3.0 0.0
log10 fesc;7 −3.0 0.0
αesc −1.0 1.0
log10½Mturn=M⊙� 8.0 10.0
t� 0.0 1.0
log10

LX<2 keV=SFR
erg s−1 M−1

⊙ yr
38.0 42.0

E0=keV 0.1 1.5
αX −1.0 3.0
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The prior range of the MCG parameters is taken to be the
same as the ACG parameters.
Note that the above choice may affect the prior volume

nontrivially. Making LðIIIÞ
X<2 keV=SFR ¼ LðIIÞ

X<2 keV=SFR auto-
matically reduces the effective value of LX<2 keV=SFR. This

would not be the case if LðIIIÞ
X<2 keV=SFR is made to vary

independently. However, as the PopIII stars are metal

poor, our naive expectation is that LðIIIÞ
X<2 keV=SFR≳

LðIIÞ
X<2 keV=SFR. Therefore, we expect our results to be

consistent and even somewhat conservative under the
assumption we made.

B. Weaker constraints on LX

In the top panel of Fig. 6, we show the marginalized
posteriors for LX<2 keV=SFR, the parameter most con-
strained by HERA, for inferences I-A and I-B. This figure
is directly comparable to Fig. 28 of Ref. [22] (see also
Fig. 7 in Ref. [29]) and our result is largely in agreement
with theirs. The external likelihoods do not impose any
constraint on LX<2 keV=SFR. The HERA data helps to place
bounds at low LX<2 keV=SFR, and we can see that values
below LX<2 keV=SFR ∼ 1040 erg s−1 M−1

⊙ yr are heavily
disfavored, while higher values are preferred.
The amplitude of the power spectrum increases as

LX<2 keV=SFR is decreased, and below LX<2 keV=SFR ∼
1039 erg s−1M−1

⊙ yr (as can be seen from Fig. 5, where we
change the LX<2 keV=SFR values while keeping the other
parameters at the median values as mentioned in Fig. 7),
the power spectrum amplitude exceeds the HERA 1σ
upper bound. On the other hand, we find an almost flat
posterior towards the large LX<2 keV=SFR. This result
somewhat disagrees with Ref. [22] where the LX<2 keV=
SFR posterior shows a steady decline at LX<2 keV=SFR >
1040.8 erg s−1M−1

⊙ yr. This is possibly due to the unequally
weighted sample points of the MultiNest sampler [141] used
by 21cmMC [142]. The key point in Fig. 6 is that for models
where only ACGs (or PopII stars) are present, the HERA
upper limit suggests more x-ray luminosity for the high-
redshift (z > 6) sources.
The bottom panel of Fig. 6 shows the marginalized

posteriors for LX<2 keV=SFR, for inferences II-A and II-B.
As discussed earlier, both these inferences are based on
models where we include MCGs (or PopIII stars) and
ACGs (or PopII stars), and LX<2 keV=SFR here represents
an effective value for the x-ray luminosity of these galaxies.
The External likelihoods do not place any bounds on
LX<2 keV=SFR within the prior range we used, which is
expected. However, with HERA data, we find a striking
difference when compared with the top panel. We see
that the strong preference for the high LX<2 keV=SFR
(LX<2 keV=SFR > 1040 erg s−1 M−1

⊙ yr) values is severely
relaxed as soon as we include MCGs. This is also evident
from Fig. 5. Although there is a decline in posterior

probability below LX<2 keV=SFR ∼ 1039.5 erg s−1M−1
⊙ yr,

this is not as significant as in the top panel where
the decline is very sharp at LX<2 keV=SFR <
1040 erg s−1M−1

⊙ yr. Overall, Fig. 6 clearly indicates that
the lower LX<2 keV=SFR values are still possible when we
add MCGs to the analysis.

C. Posteriors for other astrophysical parameters

In Fig. 7, we show 1D and 2D marginalized posterior
distributions for inferences I-A and I-B. This figure is
directly comparable to Fig. 6 of Ref. [29]. We find that our
results resemble the results of Ref. [29] except for one

FIG. 6. LX<2 keV=SFR marginalized posterior distribution. The
dark shaded area denotes 68% highest posterior density (HPD),
and the light shaded area denotes 95% HPD. The dashed black
line represents the average LX<2 keV=SFR as inferred from
observations of high-mass x-ray binaries (HMXBs) in local,
star-forming galaxies [30]. The dotted black line denotes the
theoretical prediction for metal-free HMXBs presented in
Ref. [147] (such galaxies are expected to be common in the
early Universe). The average observed value is outside the 2σ
region of the posterior distribution in the top plot, suggesting a
possible tension between the observations. However, the bottom
plot implies that this tension is relaxed when including MCGs in
the 21-cm simulations.
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detail. In Ref. [29], we see that there is a sudden decline in
the 1D posterior at the two ends for parameters αX and E0,
and at the highest end for t� and LX<2 keV=SFR. The reason
for this in the case of LX<2 keV=SFR was discussed
previously, and it is likely due to the unequally weighted
sample points in 21cmMC, and we suspect the same is
happening here for the other parameters.

Figure 8 is the same as Fig. 7 but for inferences II-A and
II-B. Here also most of the parameters are largely con-
strained by the external data, and HERA data only helps to
put a lower bound on LX<2 keV=SFR. Median values of
most of the ACG parameters are almost similar to Fig. 7
except for fesc;10. With MCGs in the scenario, we find that a
smaller median value of fesc;10 is now preferred. This is

FIG. 7. Posterior distributionwith andwithoutHERA data. Posteriors without HERAdata are produces using upper bound on the neutral
fraction x̄HI at z ¼ 5.9, τe—CMB optical depth, and galaxy UV luminosity function at redshift z ¼ 6–10 (MUV > −20).
The most significant effect of adding the HERA data, is ruling out the possibility of low values of LX<2 keV=SFR and setting
the 68% HPD on LX<2 keV=SFR ¼ ½1040.6; 1042� erg s−1 M−1

⊙ yr, which is in good agreement with the results presented at [22],
LX<2 keV=SFR ¼ ½1040.4; 1041.7� erg s−1 M−1

⊙ yr.
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expected as less radiation is required to escape from the
ACGs since MCGs also contribute to the ionizing photon
budget. We also see that log10f�;10 here is more tightly
constrained than in Fig. 7, although the median values are
similar in both figures. Considering the MCG parameters,
we find that the total likelihood places only upper bounds
on log10 f�;7 and log10 fesc;7, and almost no statistically
significant bound on α�;mini.

D. Considering different priors
on MCGs parameters

As discussed in [45], it is important to note that the
constraints over LX<2 keV=SFR, achieved when introducing
MCGs, are highly dependent on the allowed values of
log10 f�;7 and log10 fesc;7, i.e. on the choice of priors. In the
above analysis, we did not allow log10 f�;7 to be smaller
than −3.5. When lower values are permitted, the external

FIG. 8. Posterior distribution with and without HERA data, including MCGs. The most significant difference from what presented at
Fig. 7, are the relaxed constraints on LX<2 keV=SFR, setting the 68% HPD on LX<2 keV=SFR ¼ ½1040; 1042� erg s−1 M−1

⊙ yr, and the 95%
HPD on ½1038.6; 1042� erg s−1 M−1

⊙ yr.
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likelihoods push log10 f�;7 towards them. The star-forma-
tion-rate density of MCGs depends linearly on f�;7 [47],
thus it decreases as well. In turn, that decreases the number
of x-ray producing remnants in MCGs, which increases the
overall LX<2 keV=SFR required so that the power spectrum
amplitude remains below the HERA upper bounds. The
resulting constraints are very similar to the ones produced
when taking only ACGs into account, as shown in Fig. 9
(left panel). The opposite effect occurs when increasing
the lower bound on log10 f�;7. Higher values of log10 f�;7,
i.e. higher MCGs star-formation-rate density, yield more
x-ray producing sources, thus decreasing the required
LX<2 keV=SFR for the signal to be consistent with the
current HERA data. This behavior is illustrated as well in
Fig. 9 (left panel).
Similar behavior is seen when the lower bounds on

log10 fesc;7 are varied. Our fiducial value is log10 fesc;7 >
−3. When log10 fesc;7 is forced to be larger, ionization
occurs earlier, thus increasing the optical depth (τ is
calculated as an integral, where the integrand is propor-
tional to 1 − xHI). In order to fit for the optical depth
constraint from Ref. [27], log10 f�;7 must be smaller, and so
the LX<2 keV=SFR posterior tends towards the one achieved
in analysis I-B, as discussed above. In the opposite
scenario, we enable lower values of log10 fesc;7, and two
related processes take place. Since log10 fesc;7 is smaller,
ionization occurs later, such that the optical depth is smaller
as well. In addition, the neutral fraction at z ¼ 5.9, also
increases when log10 fesc;7 is lowered. The constraints on
these two observables force a higher value of log10 f�;7, and
as discussed above this enhances the effect of including

MCGs is the analysis. The LX<2 keV=SFR posteriors in the
different cases are shown in Fig. 9 (right panel). The bottom
line is that the above analysis is prior dependent, and
caution is warranted when reaching conclusions for models
with MCGs.

VII. CONCLUSIONS

In this work, we have introduced an ANN-based emu-
lator of the 21-cm signal which was trained on data
produced by the 21cmFAST seminumerical code. We found
this emulator to be accurate enough to predict the 21-cm
signal over a range of redshifts z and wave numbers k.
We then used this emulator in an MCMC pipeline

to reproduce the parameter constraints presented in
Refs. [22,29], based on the HERA phase-I upper limits
on the 21-cm power spectrum and the external likelihoods
containing information on the high-redshift UV luminosity
function, the IGM neutral fraction and the reionization
optical depth. Here, the underlying astrophysical model
assumption is that the ACGs (which host the PopII stars)
sparked the cosmic dawn and are responsible for the
subsequent heating and reionization of the IGM. Our
emulator-based MCMC pipeline seems to produce similar
results as presented in Ref. [29], which validates our
pipeline. One of the most important results of this analysis,
based on the posterior of the parameter LX<2 keV=SFR, can
be stated as follows. If PopII stars (or ACGs) dominate the
x-ray heating and reionization of the IGM, then we expect
the high redshift (z > 6) galaxies to be more x-ray
luminous (with LX<2 keV=SFR≳ 1040 erg s−1M−1

⊙ yr) than

FIG. 9. Marginalized posterior distribution of LX<2 keV=SFR obtained when including MCGs, while varying the lower bound of
log10 f�;7 (left) or the lower bound of log10 fesc;7 (right). When lower values of log10 f�;7 are enabled, the posterior distribution tends
towards the results of I-B (ACGs only). In case we restrict log10 f�;7 to a higher range, the LX<2 keV=SFR constraints tend to vanish, as
less s-ray luminosity is now required to lower the amplitude of the signal at the redshifts measured by HERA. Similarly, when higher
values of log10 fesc;7 are forced, the posterior distribution tends towards the results of I-B (ACGs only). If we allow log10 fesc;7 to be
smaller, the LX<2 keV=SFR constraints tend to relax.
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their present-day counterparts (for which LX<2 keV=SFR≈
1039 erg s−1M−1

⊙ yr) [30,31].
Our primary goal in this work was to check the validity

of the above result when we include MCGs in the analysis.
A number of recent simulations show that MCGs, which
predominantly host PopIII stars, also contribute to the total
photon budget during cosmic dawn and reionization.
Ignoring MCGs in any analysis could therefore lead to
an overestimation of the x-ray and ionizing efficiencies of
the ACGs. The same concern has also been mentioned
in Ref. [22].
We therefore trained our emulator with the results

obtained after including PopIII stars in the simulations,
and finally ran an MCMC analysis that fits for additional
parameters corresponding to the PopIII stars. The most
interesting result that emerges out of the final posterior
distributions we obtained is that including both ACGs and
MCGs in the simulations relaxes the preference for the high
x-ray luminosity of the high redshift sources as we
discussed in the previous paragraph, and now values as
low as LX<2 keV=SFR≲ 1039 erg s−1M−1

⊙ yr are still
allowed by the HERA power spectrum data. This is due
to the fact that MCGs contribute to the x-ray heating and
therefore the ACGs do not need to be as x-ray efficient.
This indicates that the x-ray luminosity of the high redshift
sources may not be very different from their low redshift
counterparts. It is important to note, that although we do see
a small decline in the posterior distribution at the lower
LX<2 keV=SFR regime when including MCGs (as in Figs. 1
and 6) we cannot determine confidently that higher values
are preferred. This is because the chosen likelihood function
[see Eq. (8)] gives higher probability for power spectra well
below the HERA upper bounds. In fact, as we see in Fig. 5,
the spectra of this low x-ray signal is just below the HERA
bound, making it a valid scenario. Contrary to that, the same
figure shows that when MCGs are not included, the spectra
obtained with large LX<2 keV=SFR is well above the upper
bound. As mentioned above, this result depends on the
choice of priors, and specifically on the allowed ranges of
log10 f�;7 and log10 f�;7, and caution has to be taken when
applying this conclusions.
Before closing, we check the validity of our results by

comparing them with the 21-cm global signal hδT21i
measured by the Shaped Antenna Measurement of the
Background Radio Spectrum 3 (SARAS 3) [143] experi-
ment in the frequency band 55 to 85 MHz. Note that
SARAS 3 did not yield a statistically significant detection
of hδT21i, rather they provide rms residuals of amplitude
213 mK which can be considered as upper and lower
bounds of the signal. Figure 10 shows that our results do
not contradict the SARAS 3 results. Note that existing
global signal [83,143–146] measurements do not have
much constraining power and hence are not included in
our analysis. However, with more precise experiments in
the future, global signal measurements will achieve more

constraining power. In that case, our pipeline can be easily
extended to emulate the global signals [52–54]. We shall
explore this possibility in future work.
Note that in our analysis, we have assumed that the x-ray

luminosities of both the PopII and PopIII stars are same, i.e.

LðIIÞ
X<2 keV=SFR ¼ LðIIIÞ

X<2 keV=SFR ¼ LX<2 keV=SFR. We call
LX<2 keV=SFR as the effective x-ray luminosity. This
choice is made just to reduce the total number of param-
eters. However, this choice affects the prior volume in a

non-trivial manner. Making LðIIÞ
X<2 keV=SFR ¼ LðIIIÞ

X<2 keV=
SFR automatically reduces the effective value of
LX<2 keV=SFR. This would not be the case if

LðIIIÞ
X<2 keV=SFR is made to vary independently. In this case,

if the likelihood had preferred a lower value

LðIIIÞ
X<2 keV=SFR ≪ LðIIÞ

X<2 keV=SFR, we would have obtained
the same conclusion as in Ref. [29]. However, this is
unlikely as the theoretical modeling indicates that the low-
metallicity stars, like PopIII, are expected to exhibit high

LX<2 keV=SFR [147], and we anticipate LðIIIÞ
X<2 keV=SFR≳

LðIIÞ
X<2 keV=SFR. Therefore, we expect that our conclusions

will still be valid under the assumption LðIIÞ
X<2 keV=SFR ¼

LðIIIÞ
X<2 keV=SFR ¼ LX<2 keV=SFR.
Future study will also try to address the limitations of the

emulator used in this work, most significant of which is the
inability to predict the flat or zero signals reliably. We have
proposed a workaround considering the present scenario.
However, with a more precise measurement of the power
spectrum, we will need to predict signals of all kinds with
better precision. Below, we discuss a few possible appro-

FIG. 10. Comparison of the 21-cm global signal obtained with
median values from the posterior distribution from the inference
which accounts for MCGs, and different LX<2 keV=SFR values.
These values are compared to the SARAS 3 brightness temper-
ature bounds, demonstrating that introducing MCGs while
enabling lower values of LX<2 keV=SFR does not create a conflict
with earlier cosmological measurements.
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aches to improving our emulation pipeline: (i) Using
generative adversarial networks [148], which implement
some unsupervised learning methods to train models.
(ii) Training the ANN on the likelihood function instead
of the power spectrum. In that case, the ANN does not have
to learn the complicated features of the signal. Rather, it
learns to make decisions as to how acceptable the signal is
based on the likelihood. (iii) Since in future experiments we
expect to have more redshift bands, we can treat the power-
spectra observations as two-dimensional data, where one
dimension is the redshift, and the other is the wave number.
We therefore can exploit the developing research in the
field of convolutional neural networks [149,150], which
uses for machine learning algorithms where the data
has more than one dimension, for our goal. A different
approach to the computational problem of producing
samples of our model in a reasonable time, is using analytic
codes like ZEUS21 [71]. This code provides good approx-
imations for all of 21cmFAST (ACG-only) outputs, in
Oð1–10Þ sec.
The conclusions of our work may have a number of

consequences which we note below: (i) MCGs spark
cosmic dawn and consequently, the Ly-α coupling starts
early. This allows the spin temperature to catch up with the
kinetic temperature at a higher redshift compared to the
scenario where only ACGs exist. Now, a combination of
less x-ray luminous (LX<2 keV=SFR≲ 1040 erg s−1M−1

⊙ yr)
MCG and ACGs would make the absorption signal deeper
and extended over several redshifts (compared to more
luminous LX<2 keV=SFR > 1040 erg s−1M−1

⊙ yr sources).
This bodes well for global signal experiments as deeper
and more extended absorption signals are easier to detect.
(ii) Since the amplitude of the 21-cm power spectrum
increases as we decrease LX<2 keV=SFR, this could also be
fortunate for experiments like HERA and SKA that target
21-cm fluctuations. (iii) Low x-ray efficiency of the early
sources provides room for other heating mechanisms to be
effective, such as Ly-α heating due to resonant scattering of
the Ly-α photons with the atoms in IGM [77,151].
It is crucial to take caution when interpreting results

related to the modeling of the 21-cm signal at high
redshifts, as these outcomes heavily hinge on the intricate
modeling of various processes. Notably, different codes
employing similar source populations but employing dis-
tinct algorithms may yield disparate results. 21cmFAST is one
such model that uses a specific algorithm to model the
cosmic dawn and reionization. It would be worth checking
the consistency of the results presented here with other
similar codes.
Finally, we emphasize that the emulator-based analysis

pipeline developed in this work is flexible, fast and does not
require a prohibitive number of simulations. We therefore
plan to employ it to place 21-cm bounds on models of dark
matter [152–154], primordial magnetic fields [155] and
various other extensions to ΛCDM.
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APPENDIX A: EMULATORS FOR τe AND xHI

The emulators for τe and xHI are built on the same
structure described in Sec. IV. The dataset for each observ-
able contain ∼20000 simulations where the parameters are
sampled using the LH [117] sampler. The whole data are
randomly divided into training (85%), validation (10%) and
testing (5%) sets. The astrophysical parameters are normal-
ized to fit in the range ½−1; 1� for convenience. The NN here
is composed of three layers of sizes 256, 512, 512,
respectively. We have used the ReLU [120] activation
function, and we have checked that it performs really well.
As done for the emulators described in Sec. IV, we added a
batch normalization layer [122] after each activation. For the
loss function, we rely on the standard L2 norm, defined as

Lðytrue; ypredðθÞÞ ¼
1

m

Xm
i¼1

ðytrue − ypredðθÞÞ2; ðA1Þ

FIG. 11. Loss statistics for the τ emulator based on testing sets
having ∼1000 samples each. The dashed lines represent the 16th
and 84th percentiles, respectively, and their exact value is written
along with the median value in the figure legend. Note that the
x-axis here is not normalized with the true values.
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wherem is the number of samples in a batch which is taken
to be 128. Here, the Adam [123] optimizer is used in the
training with an initial learning rate of 0.01. Depending on
the performance of the ANN on the validation set, we even
reduce the learning rate by a factor of 2. In the end,we restore
the best weights.
As can be seen from Figs. 11 and 12, the emulators

perform really well. Even the rare errors are not significant.
This convinces us that the constraints obtained from these
observables will not suffer from emulation errors.

APPENDIX B: EMULATOR WITH MCGs

Here we present the performance of our emulator where
the simulations used to train it include both ACGs and
MCGs. The pipeline and procedures used here are the same
as described in Sec. IV, and we do not repeat these. We
present the emulation results in Fig. 13. We find that the
results are almost similar to what we found for the emulator
where only ACGs are present.

APPENDIX C: CLASSIFIERS

In this work, we are using a total of four different signal
classifiers for the power spectrum. One for each redshift
(7.9,10.4), and for each redshift, there are two subclassifiers
for emulation with (i) only ACGs and (ii) ACGs+MCGs.
For each classification, we have used ∼10000 signals
and divided those into training (85%) validation (10%)
and testing (5%) sets. We have also normalized the

astrophysical parameters to fit the range ½−1; 1� for faster
and more efficient learning.
The NN for all the classifiers is composed of three layers

of sizes 128, 512 and 256, respectively. For activation, we
have used ReLU [120] followed by a batch normalization
layer [122] which standardizes the input for the next layer,
and a dropout [156] layer, which randomly turns off 10% of
the neurons in the previous layer in order to prevent
overfitting. The end layer contains one neuron that uses
a “sigmoid” activation function. This is chosen in order to
have the classifier output in the range ∈ ½0; 1�. Here, an
output smaller than 0.5 is classified as class 0 and ≥0.5 is
classified as class 1 (as defined in Sec. IVA 5). We use the
binary cross entropy loss function, which is the standard
choice for classifying a dataset into two classes, defined as

L¼−
1

m

Xm
i¼1

yi logðPðyiÞÞþð1−yiÞ logð1−PðyiÞÞ; ðC1Þ

where yi are the labels, PðyiÞ is the classifier probability
prediction for this label, and m is the number of samples in
a batch which we have chosen to be 512. We have used the
Adam [123] optimizer with an initial learning rate of 0.01,
which is reduced by a factor of 2 based on the performance.
We store the best weights at the end. We found that the
accuracy is ≳97% for all the classifiers, and we can
confidently use this in the MCMC process.

FIG. 12. Loss statistics for the xHI emulator based on testing
sets having ∼1000 samples each. The dashed lines represent the
16th and 84th percentiles, respectively, and their exact value is
written along with the median value in the figure legend. Note
that the x-axis here is not normalized with the true values.

FIG. 13. Loss statistics for the power spectrum emulator, where
MCGs are included in the simulations. Results are based on
testing sets having ∼250 samples in each. The dashed lines
represent the 16th and 84th percentiles, respectively, and their
exact value is written along with the median value in the figure
legend.
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