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Gravitational-wave (GW) observations provide unique information about compact objects. As detector
sensitivity increases, new astrophysical sources of GWs could emerge. Close hyperbolic encounters are one
such source class: Scattering of stellar mass compact objects is expected to manifest as GW burst signals in
the frequency band of current detectors. We present the search for GWs from hyperbolic encounters in the
second half of the third Advanced LIGO-Virgo observing run (O3b). We perform a model-informed search
with a machine-learning enhanced Coherent WaveBurst algorithm. No significant event has been identified
in addition to known detections of compact binary coalescences. We inject in the O3b data nonspinning
third post-Newtonian order accurate hyperbolic encounter model with component masses between
½2; 100�M⊙, impact parameter in ½60; 100�GM=c2, and eccentricity in [1.05, 1.6]. We further discuss
the properties of the simulation recovered. For the first time, we report the sensitivity volume achieved for
such sources, which for O3b data reaches up to 3.9� 1.4 × 105 Mpc3 yr for compact objects with masses
in the range ½20; 40�M⊙, corresponding to a rate density upper limit of 0.589� 0.094 × 10−5 Mpc−3 yr−1.
Finally, we present a projected sensitive volume for the next observing runs of current detectors, namely,
O4 and O5.

DOI: 10.1103/PhysRevD.109.042009

I. INTRODUCTION

Gravitational-wave (GW) observations include to date
about 90 events, originating from the coalescence of
compact binaries (CBCs) [1–5]. Such detections provide
unique information about compact objects, such as the dis-
tributions of their physical parameters and the merger rates
of binary systems [6]. As detector sensitivity increases [7],
sources other than CBCs might be detected [8,9], and
previously unseen astrophysical populations could emerge.
One such category of sources that could be observed
through GW emission are close hyperbolic encounters
(HE) [10–13]. Dense stellar clusters, like galactic nuclei
and globular clusters, are expected to host high number
density of black holes (BHs) and neutron stars (NSs) and
can host such scattering events; see, e.g., [14,15]. During a
hyperbolic encounter, the bulk of the GWenergy is released

at the periastron distance. The GW signal manifests as a
burst of energy. When hyperbolic encounters are involving
stellar-mass compact objects, the frequency of the bursts
will be in the sensitivity band of the current generation of
detectors [16]. Apart from the potential HE in the dense
stellar environments, HE can also be of great interest to
investigate primordial BH population [17]. Additionally,
such interactions are also expected to induce spins in BHs
experiencing HE [18]. The modeling and interpretation
of scattering events (also leading to capture) is an active
field of research. There are several methods to model HE
such as the post-Newtonian (PN) approximation [19,20],
post-Minkowskian expansion [21,22], numerical relati-
vity (NR) [18,23], and effective one-body (EOB) formal-
ism [24–26]. The recent GW event GW190521 [3] had
an interpretation as a capture event, where the hyper-
bolic orbits lead to direct capture of the participating
BH [27]. Also a recent study was conducted to estimate
how the capture events can be degenerate with high mass
events [28]. Recently, a 3PN-accurate approximant has*sophie.bini@unitn.it
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been used to investigate detection prospects for ground-
based detectors [16].
Here, we present the search for GWs from hyperbolic

encounters in the second half of the third LIGO-Virgo-
KAGRA (LVK) observing run (O3b). We employ the
weakly modeled algorithm Coherent WaveBurst [29,30],
which is widely used for the detection of generic GW
bursts [8,9,31], CBC signals [32,33], and reconstruction of
GW waveform with minimal assumptions [34]. To enhance
the sensitivity for the HE signal, we perform a model-
informed search using a decision tree classifier [35] trained
on hyperbolic simulations. To our knowledge, the only
other search for HE was proposed by Ref. [36], which
analyzed 15 days during the second observing run.
In addition, for the first time, we provide an assessment

of the sensitivity volume for such sources and its con-
straints in terms of the rate density.

II. HYPERBOLIC ENCOUNTERS WAVEFORM
FAMILY

The orbital dynamics of compact binaries on Keplerian
orbits influenced by the emission of GWs can be accu-
rately described by the PN approximation to general
relativity [37]. In this approximation for slow-moving
objects and weak gravitational fields, the corrections to
the Newtonian equations of motion are provided in powers
of ðv=cÞ2 ∼ GM=ðc2rÞ, where v, M, and r correspond to
the relative velocity, total mass, and separation of the
binary, respectively. The advantage of this approach is that
one can obtain a Keplerian-type parametric solution to PN-
accurate orbital dynamics of compact binaries for general
orbits [38,39]. For eccentric and hyperbolic 1PN-accurate
orbits, this was first demonstrated in Ref. [19]. Once the
PN-accurate orbital dynamics are known, one can compute
the waveform polarization states hþðtÞ and h×ðtÞ, which
describe the GWs emitted by the binary. For hyperbolic
orbits this procedure is described in Ref. [40] and in
Ref. [20] for 3.5PN-accurate orbital motion.
For this work, we use the waveform templates provided

in Ref. [20]. Here, we give only a brief description of the
waveform; for a more detailed explanation of the imple-
mentation, we refer to Ref. [16]. The quadrupolar order
GW polarization states associated with nonspinning com-
pact binaries moving in general orbits can be given in terms
of radial and angular coordinates as well as their time
derivatives. By adapting the 3PN-accurate quasi-Keplerian
parametrization for compact binaries in PN-accurate hyper-
bolic orbits derived in Ref. [20], we can model the temporal
evolution of these dynamical variables for the case of a
hyperbolic encounter in terms of a dimensionless PN
parameter x ¼ ðGMn=c3Þ2=3 (where n is the mean motion
parameter defined by n ¼ 2π=P, P being the orbital period
which is analytical continuation from the eccentric case),
eccentricity e, and eccentric anomaly u. Because of
radiation reaction, x and e are not static quantities but

change at the 2.5PN order in time; expressions for their
time derivatives can be derived from the far-zone energy
and angular momentum flux [41]. This yields a system of
three coupled differential equations for x, e, and u. With
appropriate initial conditions, this system is integrated
numerically, and the resulting time-dependent functions
are invoked into the dynamical variables. It should be
mentioned that, instead of directly choosing an initial value
for x, it is more convenient to set the impact parameter
when characterizing hyperbolic encounters. The PN-
accurate impact parameter b is defined such that bv∞ ¼
jr⃗ × v⃗j when jr⃗j → ∞ [41], where v∞ stands for the relative
velocity at infinity, and is provided in terms of x and e
in Ref. [16].
It should be noted that, since our waveform family is PN

and strictly applies to hyperbolic orbits, the approximation
breaks down if the black holes come too close or even
undergo GW capture. To find the point at which the PN
waveform still accurately describes the orbit would involve
detailed comparisons with hyperbolic NR waveforms.
As these are scarce, Ref. [16] argues that as long as the
orbital separation is above 10GM=c2, the PN approxima-
tion should be accurate enough. This translates into a
restriction on the eccentricity and impact parameter: The
eccentricity should not be below 1.15 when the impact
parameter is 60GM=c2. For this work, we relax the
condition on the eccentricity slightly and choose 1.05 as
a lower bound. Although the waveform might lack some
accuracy, this will not affect the search presented here.
Also, we have ensured that a capture for such a system is
always excluded, since PN formalism breaks down in that
regime. Moreover, a search for the capture events was
already done in [42].
It should be mentioned that there exist several sophis-

ticated means of modeling GWs from hyperbolic events.
Currently, the method at the forefront is the EOB approach,
which can include very high velocities and also the scenario
of captures [24–26,43,44]. These models in the future will
provide a suitable mean for searches and interpretation
of HE also including captures, but they require a larger
computational time; hence, a comprehensive injection
study is not possible. We also note that these models are
more accurate, but the search presented in this work uses a
weakly modeled algorithm (Sec. III); hence, the waveform
accuracy and the assessment of their systematics are not
crucial requirements, as it is for matched filter searches.
In the following sections, we make use of PN formalism-

based HE waveform to build the search algorithm and to
estimate the search sensitivity for this source. We inject HE
with component masses in the range ½2; 100�M⊙, uniformly
distributed in each of the six bins ð½2; 5�; ½5; 20�; ½20; 40�;
½40; 60�; ½60; 80�; ½80; 100�ÞM⊙, impact parameter uniform
in ½60; 100�GM=c2, and eccentricity uniform in [1.05, 1.6].
We perform about 20 000 injections per mass bin leading to
overall 120 000 injections.
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With the aim of finding HE signals in the LVK data, we
discuss the typical morphology of such signals in terms
of their duration and frequency. Generally, heavier masses
and larger impact parameters result in longer signals. In this
study, we consider HE sources with stellar masses which
emit a GW signal that lasts less than a second. In the
frequency domain, the signal is broadband. The peak
frequency increases for lower masses and lower impact
parameters for a fixed eccentricity ranging up to ∼450 Hz
for neutron star masses and down to the low-frequency
band of current GW detector for more massive systems
(Figs. 1 and 4 in Ref. [16]).

III. SEARCH ALGORITHM

To search for HE signals in GW data, we employ the
weakly modeled algorithm Coherent WaveBurst (cWB)
[29,30]. cWB combines coherently the detector network
time-frequency maps, computed with multiresolution
Wilson-Daubechies wavelets [45], and maximizes a like-
lihood ratio statistic over all sky directions.1 The frequency
range analyzed is between 16 and 1280 Hz. Each recovered
trigger, which might be an astrophysical signal or a
transient noise, is characterized by several summary sta-
tistics, as the coherence across the detector network, the
peak frequency, and the duration.
To assess the significance of each trigger, cWB computes

the background event distribution from time-shifted

detector data. The coincident triggers detected in this
way do not have an astrophysical origin by construction
but are due to nonstationary detector noise. The signifi-
cance is expressed in terms of inverse false alarm rate
(iFAR): The false alarm rate of an event with ranking
statistic ρi is FAR ¼ NðρiÞ=TBKG, where N is the number
of background triggers detected with ρ > ρi and TBKG is
the total background time.
Next, we discuss the capability of cWB to reconstruct

HE signals, which qualifies the algorithm for such searches,
and we describe the model-informed configuration
designed to target HE.

A. Goodness of cWB waveform reconstruction

To ensure that cWB is a suitable algorithm for the
proposed search, we evaluate cWB effectiveness in recov-
ering HE signals. We discuss the goodness of the cWB
waveform reconstruction by injecting HE signals in GW
data and computing the fitting factor (FF) between the
injected waveform xinj and the one reconstructed by
cWB xrec:

FFðxrec; xinjÞ ¼
ðxrecjxinjÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðxrecjxrecÞðxinjjxinjÞ

p ; ð1Þ

where ðx1jx2Þ ¼
R
x1ðtÞx2ðtÞdt. If the two waveforms are

identical, FF ¼ 1. An example of a HE simulation in O3b
data as seen by cWB is reported in Fig. 1. The event
appears as a blob at ∼40 Hz, and the waveform is recon-
structed accurately by cWB. Figure 2 shows the FF versus
the signal-to-noise ratio (SNR) reconstructed by cWB for a
subset of simulations of HE with component masses in

FIG. 1. Example of a simulated hyperbolic encounter event as seen in cWB in LIGO Livingston (top) and LIGO Hanford (bottom).
The first column shows the event spectrograms; the second and third columns report the injected waveform (black) and the
corresponding cWB reconstruction (red) in the time domain and in the frequency domain. The approximant is injected at a distance of
182 Mpc with masses m1 ¼ 26.7M⊙ and m2 ¼ 36.4M⊙, impact parameter 59.5GM=c2, and eccentricity 1.1. The event is recovered by
cWB with SNR ¼ 14 and fitting factor [defined in Eq. (1)] of 0.94.

1The algorithm used here, with respect to the version employed
in LVK search for generic short-duration GW in O3 [8], has
relaxed internal thresholds for the selection of the time-frequency
pixels containing an excess of power, allowing for the detection
of signals with lower signal-to-noise ratio.
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three ranges. As expected, the cWB waveform recon-
struction is more accurate for higher SNR signals. The
mean values of FF distributions are 0.938� 0.027 for
lower masses (½2; 5�M⊙), 0.958� 0.022 for intermediate
masses (½20; 40�M⊙), and 0.966� 0.016 for higher masses
(½80; 100�M⊙), meaning that cWB reconstruction is robust
and the injected signal is recovered with high fidelity. It
should also be noted that the waveform eccentricity does
not affect the cWB reconstruction, as expected.

B. Machine-learning signal-noise separation

The cWB algorithm produces a list of triggers, which
includes potential GW events and several short-duration
disturbances, referred to as glitches. To reduce the false
alarm rate, cWB performs a signal-noise classification based
on the decision-tree learning algorithm XGBoost [35,46].
XGBoost performs a binary classification between GW
signal and noise, learning the characteristics that differ-
entiate the two populations from cWB summary statistics.
The noise population is learned from the background
distribution, built time-shifting detector data, while the
GW signal population is chosen according to the search
performed. The output of XGBoost is a number ranging
from 0 (for noise) and 1 (for signal) that reweight the cWB
ranking statistic.
Here, we train the XGBoost model with a subset (25%)

of the HE simulations (Sec. II). We refer to such a configu-
ration as a model-informed search: It can be considered a
middle way between a generic bursts search, which does
not make assumptions on the signal characteristics remain-
ing sensitive to a wide range of morphologies [32], and a
matched filter search, that instead looks for signals similar
to waveform models contained in extensive template banks.
Examples of a cWB model-informed search targeting

binary BH mergers and eccentric CBC are described in
Ref. [32,47]. Including HE simulations in the XGBoost
training dataset, we achieve a consistent improvement in
the search sensitivity with respect to the generic search. The
efficiency at iFAR > 10 yr using the HE model-informed
search and the generic all-sky one [31] increases from 9%
to 15% for component masses in the range ½2; 5�M⊙, from
11% to 18% in ½5; 20�M⊙, from 17% to 23% in ½20; 40�M⊙,
from 18% to 24% in ½40; 60�M⊙, from 16% to 22% in
½60; 80�M⊙, and from 14% to 20% in ½80; 100�M⊙,
respectively. The cWB summary statistics used to build
the XGBoost model are ten (the complete list is reported2).
Among the others, we include a statistics that measures
how much a tested waveform is similar to blip glitches.
Such a similarity score is computed by an autoencoder
neural network, trained on real glitches occurred in O3b.
This method shows to be effective in increasing the search
sensitivity, especially for signals with a morphology similar
to such transient noises [48].

IV. DATA

We search for GW from hyperbolic encounters in the
second half of the third LVK run (O3b), which ranges
between November 1, 2019 and March 27, 2020. We
analyze the two-detector network composed by the LIGO
detectors [49] (data are freely accessible at Gravitational
Wave Open Science Center [50]). The addition of the Virgo
detector, while it enhances both waveform reconstruction
and sky localization, does not increase the search sensitivity
due to its lower sensitivity and unfavorable coalignment
with LIGO detectors [8]. In-depth analyses on the quality of
the data can be found in Ref. [51]. The coincident time
between the LIGO detectors during O3b is 95 days. We
accumulate about 305 years of background, using the time-
shift analysis: We employ around 25% of it to train the
XGBoost model and the remaining to assess the signifi-
cance of the detected triggers.

V. RESULTS

In this section, we present the results of the analysis on
O3b data. We report also the search sensitivity achieved in
terms of spacetime volume and distance, and we constrain
the event rate. Using the same methodology, we present the

FIG. 2. Fitting factor versus cWB reconstructed SNR for HE
events detected with iFAR > 10 yr. HE signals have component
masses in the ranges ½2; 5�M⊙ (pink), ½20; 40�M⊙ (red), and
½80; 100�M⊙ (blue). The FF distributions are peaked above 0.9,
meaning that cWB reconstruction is accurate.

2The cWB summary statistics used to build the XGBoost
model are ten: the total energy over all frequency resolutions,
cross-correlation coefficient, quality of event reconstruction
defined as the residual noise energy over the number of
independent wavelets describing the event, square of SNR over
likelihood, incoherent energy over likelihood, noise associated to
each pixel, central frequency, effective correlated SNR, shape
parameter Qp [48], and similarity score to blip glitches [48].
Moreover, for this search we do not apply the final correction
described in Ref. [31], Appendix A.
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sensitivity prospects for the next observing runs with
current ground-based detectors.

A. Search

No significant event has been identified in addition to
known detections of CBC [3]. The results of the search
are reported in Fig. 3. The most significant trigger, at
iFAR ∼ 20 yr, has SNR of 8.5 and 8.6 in LIGO Livingston
and LIGO Hanford, respectively, peak frequency at 89 Hz,
bandwidth of 37 Hz, and duration of 0.012 s. This trigger
has been reported in the O3b LVK catalog [3] as the CBC
event GW191222, detected with an iFAR > 1100 yr, at a
distance of 3.0� 1.7 Gpc. It is one of the most massive
CBC event observed during O3b: The component masses
are m1 ¼ 45.1þ10.9

−8.0 M⊙ and m2 ¼ 34.7þ9.3
−10.5M⊙. As it is

originated from a massive system, it has a short duration
which can explain why it results the most significant trigger
in our search. There is no significant evidence of a wave-
form deviation with respect to CBC template [3]: The
waveform consistency test3 compares the waveform recon-
structed with minimal assumption by cWB and the CBC
waveform model and indicates that they are in agreement.

It is not surprising that the search proposed here does not
find significant CBC events: The model-informed search is
tuned toward HE signals, whose time-frequency evolution
differs from typical CBC signals.

B. Search sensitivity

A key aspect of this work is the assessment of the
observable sensitivity spacetime volume hVTi, that repre-
sents the portion of the Universe in which the proposed
analysis would have detected a HE signal with a certain
significance, if any [53]. In order to compute hVTi, HE
simulations are uniformly generated in a volume V0

defined up to a maximum redshift zmax:

V0 ¼
Z

zmax

0

dVc
dz

1

1þ z
dz; ð2Þ

where dVc
dz is the differential comoving volume and 1

1þz
accounts for the Universe expansion. zmax is chosen so that
the detection efficiency becomes negligible. The average
sensitivity spacetime volume is computed from V0 and the
recovering efficiency as

hVTi ¼ V0

Ndet

Ninj
T; ð3Þ

where Ninj is the number of signals injected, Ndet the
number of events detected by cWB with a certain signifi-
cance, and T the observation time. In the following,
we consider detected the simulations recovered with
iFAR > 10 yr. Different choices of iFAR thresholds are
discussed in Appendix A. Figure 4 reports the sensitive
spacetime volume in each mass range: At lower masses,
the GW energy released during the encounter is less, and
so only closer events could be detected. Instead, at high
masses the peak frequency decreases and enters the band

FIG. 3. Cumulative number of events versus iFAR found by the
model-informed search on O3b data. The red solid line shows the
expected mean value of the background; 1σ, 2σ, and 3σ Poisson
uncertainty intervals are reported with shaded regions. There are
no significant outliers.

FIG. 4. Sensitivity spacetime volume hVTi for each mass range
considering hyperbolic encounters simulations recovered by
cWB with an iFAR > 10 yr.

3The waveform consistency test [52] computes the fitting
factor [Eq. (1)] on source between the cWB reconstructed
waveform and the waveform generated using compact binary
coalescence parameter estimate (CBC PE). This value is then
compared with a null distribution created injecting CBC PE
template near the time of the event and computing the fitting
factor off source between such injections and their cWB recon-
struction. If the data period is noisy or the analysis algorithm is
particularly biased for such signals, the null distribution will be
broader. For the CBC event GW19122, the fitting factor on
source is 0.91 and the fitting factor off source is 0.88þ0.04

−0.07 ,
indicating that there is no significant discrepancy, and the CBC
model is explaining accurately the data.
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where the detectors are less sensitive. The uncertainty on
the sensitive spacetime volume estimate arises from the
statistical errors due to the finite number of injections and
the calibrations errors of the GW detector output. The
statistical errors can be estimated considering the binomial
statistics which gives dVstat ¼ 1ffiffiffiffiffiffi

Ndet
p σðNdet=NinjÞ [53] and is

<2% for each mass range considered. The major contri-
bution to the uncertainty arises from GW data calibration
error which in amplitude is <12% [54], and it translates
into an error on sensitive spacetime volume <36%. hVTi
is minimum for HE between compact objects with masses
in the range ½2; 5�M⊙ (0.059� 0.021 × 105 Mpc3 yr)
and maximum for masses in ½20; 40�M⊙ (3.9� 1.4×
105 Mpc3 yr). hVTi estimates are reported in Table I.
In order to compare our results with the literature, it is

useful to introduce the sensitive distance D, which is
derived easily from the sensitive volume as

D ¼
�
3hVTi
4πTa

�
1=3

; ð4Þ

where Ta is considered equal to one year. The farthest
distance, 45.1� 5.4 Mpc, is reached when the component
mass are between 20 and 40M⊙.
We compare our findings with the corresponding esti-

mates found in Ref. [16], which are computed using the
same waveform family, assuming Advanced LIGO power
spectral density (PSD) and a matched filter search. With
such a configuration, optimally placed HE between two NS
and two BH are visible for Advanced LIGO up to ∼20 and
∼170 Mpc, respectively. These estimates are a factor ∼2–4
higher with respect to the sensitive distances reported in
Table I. The reasons of such differences are twofold:
First, our search analyzes the O3b strain data, which have
a lower sensitivity than the one considered in Ref. [16]. In
addition, the prospect analysis considered a match filter
search, which typically has a better performance than a
model-informed search. As discussed in Sec. III, a model-
informed search does not completely rely on the accuracy
of the waveforms, and it is sensitive to a wider range of
morphologies. This advantage implies that the discrimina-
tion of GW signals from transient noises is more difficult,
and the search is less sensitive with respect to the match
filter analysis.

As the search does not report any GW signal associated
with HE, we report the upper limit of the rate per unit
volume at the 90% confidence level, defined as [55]

R90% ¼ 2.303
hVTi ; ð5Þ

where 2.303 ¼ − logð1 − 0.9Þ. The uncertainty of the rate
is obtained propagating the error on the spacetime volume.
The most stringent rate is 5.98� 0.94 Mpc−3Myr−1,
achieved for HE with masses in ½20; 40�M⊙. Table I
summarizes the sensitive spacetime volume, distance,
and expected rate in each mass range.

C. Properties of the HE simulation recovered

In this section, we discuss the properties of the HE
injections recovered by cWB. The impact parameter and
the eccentricity are uniformly distributed between
½60; 100�GMtot=c2 and [1.05, 1.6] in the injection sets.
However, the detected events by cWB cover only a certain
area of such parameter space (Fig. 5). In particular, with the
increase of the total mass, only the events with low impact
parameter and low eccentricity are recovered. As described
in Sec. II, HE with high impact parameter and high
eccentricity have a lower frequency peak, and when the
total mass is high the signal is at the boundary of the
frequency range of the detectors, where the sensitivity is
worse. Such selection effects have to be taken into account
accurately to infer source populations properties, especially
in the case of a detection of a HE signal.
Another aspect that is worth discussing is the capability

of the search algorithm to localize the source. HE between
neutron stars might have an electromagnetic counterpart, as
described in Sec. VI. In order to establish an association
between the GW signal and a counterpart, the algorithms
should localize the source in a small area of the sky.
In Fig. 6, we report the 90% credible area for HE with com-
ponent masses in the range ½2; 5�M⊙ obtained with cWB.We
show that about 40% of the events detected with iFAR >
10 yr have a search area of ∼1000 deg2. Such a poor
localization would make difficult multimessenger follow-up
searches. The search area improves significantly including
more GW detectors in the analysis [7]: In Appendix B, we
report the localization prospects for future observing runs
including Virgo [56] and KAGRA [57] detectors.

TABLE I. Sensitive spacetime volume, distance, and event rate for hyperbolic encounter simulations recovered with an iFAR > 10 yr
in each mass range. The errors reported are mainly due to GW detector output calibration uncertainties.

Mass range [M⊙] [2, 5] [5, 20] [20, 40] [40, 60] [60, 80] [80, 100]

Volume ½105 Mpc3 yr� 0.059� 0.021 1.71� 0.61 3.9� 1.4 2.58� 0.93 1.32� 0.47 0.67� 0.24
Distance [Mpc] 11.2� 1.3 34.4� 4.1 45.1� 5.4 39.5� 4.7 31.6� 3.8 25.2� 3.0
Rate [Mpc−3 Myr−1] 392� 61 13.4� 2.1 5.98� 0.94 8.9� 1.4 17.5� 2.7 34.3� 5.4
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D. Prospect for future observing runs

Because of the continuous upgrade of the detectors, the
possibility of detecting GW from close HE becomes more
probable as we move onto future observing runs. Here,
we estimate the increase in sensitivity expected for LVK
observing runs O4 and O5 considering HE in the mass
range ½20; 40�M⊙, since this gives our maximum spacetime
volume. We consider the three detectors network HLV
considering LIGO and Virgo detector, and the four detec-
tors network HLVK including also KAGRA detector. We
simulate Gaussian noise to represent the noise floor from
the future detectors, using the expected PSD for O4 and

O5 observing runs [7]. More details on the search con-
figuration in the case of Gaussian noise are reported in
Appendix B. In order to account for the increased effi-
ciency, the HE waveforms are injected into the simulated
data over increased volumes V0.
We estimate our sensitive volume as in Eq. (3), while

considering only the binomial statistical errors. Figure 7
shows sensitive volume at iFAR > 10 yr in O4 and O5,
with the O3b results shown for comparison. For O4, we see
that with the three-detector LHV network we may be
sensitive to HE events up to a volume of 1.830� 0.048×
106 Mpc3 yr, while in O5 the LHVK network may achieve
a sensitive volume of 1.133� 0.052 × 107 Mpc3 yr.

FIG. 5. Impact parameter versus eccentricity for the HE injections recovered by cWB with iFAR > 10 yr. Each frame refers to a
different mass range on the compact objects involved (increasing from left to right). The injections are uniformly distributed in the
parameter space represented, but strong selection effects are evident with the increases of the component masses.

FIG. 6. Cumulative fractions of events detected with iFAR >
10 yr versus 90% credible area for HE with component masses in
the range ½2; 5�M⊙ using O3b data. About 40% of the detected
simulations are localized with a search area of ≤1000 deg2.

FIG. 7. Sensitivity volume estimates of hyperbolic encounters
in mass range ½20; 40�M⊙ for future observing runs. A detection
threshold of iFAR > 10 yr is considered.
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Multiple detector networks significantly improve the locali-
zation of GW signals, as shown in Appendix B.

VI. ASTROPHYSICAL IMPLICATIONS

Several studies compute the event rate for close HE. In a
simplistic derivation, the expected event rate is computed
from the individual collision rate τ ¼ nvσ, where n is the
number density of compact objects, v their relative velocity,
and σ the cross section which depends on the impact
parameter b as σ ∼ πb2. The detectable rate depends
strongly on the interplay between the energy released in
GW and the cluster’s properties: The first depends mainly
on the mass of the sources, the impact parameters b, and
the eccentricity e, while astrophysical considerations fix n
and v. Reference [58] focuses on HE of compact stars in
a globular cluster. The expected event rate per year is
9 × 10−10 Mpc−3 yr, which is a factor ∼6000 lower than
our most constraining rate.
Reference [59] presents the case of HE between pri-

mordial black holes (PBHs). The expected rate per volume
computed for such sources, assuming initial velocities
between PBHs of 200 km=s, is ∼0.016ð b

25GM=c2Þ2×
ðMPBH
30M⊙

Þ−2 Mpc−3Myr−1. Considering b of 80GM=c2, the

expected rate is ∼0.16 Mpc−3Myr−1, a factor of 40 below
our best rate.
Hyperbolic encounters involving a NS might be asso-

ciated with an electromagnetic counterpart, referred to as
shattering flares [60]. Briefly, the mechanism of such
emission is the following: During a close encounter,
part of the kinetic energy of the orbit is transferred into
resonant tidal coupling. If the energy involved is enough,
seismic oscillations of the NS might couple to the magnetic
field, producing a strong transverse electric field which
accelerates particles to high energy. The luminosity of
such shattering flares are estimated of the order of
∼1047–1048 erg=s in x-ray and soft gamma-ray bands.
Such events are rare, but the possibility of observing a
multimessenger event make them very interesting: An
association with electromagnetic counterpart would help
to distinguish the GW event from glitches, facilitating the
event validation, and would provide incredible insight into
the interaction, especially on constraining the equation of
state of the NS. In order to associate a GW event with a
counterpart, the localization is crucial. cWB localization
capabilities are discussed in Fig. 6 for O3b data and in
Fig. 9 for future observing runs. The expected rate of HE
involving NSs is of the order of 3 × 10−6 Mpc−3Myr−1,
which is 8 orders of magnitude from our rate for component
masses in ½2; 5�M⊙ [60].
The prospects presented in Sec. V D show that for the O4

observing run the sensitivity volume will increase by a
factor of ∼5 and for O5 by a factor of ∼27 with respect to

O3b data. According to current estimates in case of null
detection of HE signal, we would be able to constraint
extreme clusters models, and we might discuss PBH
density in the next observing runs. Instead, HE between
neutron stars have an expected rate far below current
detector capabilities.

VII. CONCLUSIONS

Hyperbolic encounters between stellar mass compact
objects are expected to emit a GW burst in the frequency of
current ground-based detectors. We search for HE signals
in O3b LVK data with the weakly modeled algorithm
Coherent WaveBurst. We employ the decision tree algo-
rithm XGBoost trained with HE signals to build a model-
informed search. One of the major challenges when
searching for such source is the similarity between HE
waveforms and blips, one of the most common short-
duration noises present in GW data. To mitigate the impact
of such disturbances, we include in the cWB algorithm an
autoencoder neural network which identifies blip glitches
and improves their rejection.
No significant event has been identified in addition to

known detections of compact binary coalescences. We
inject 3PN-accurate waveforms in real data varying the
component masses in the range ½2; 100�M⊙, the impact
parameter in ½60; 100�GM=c2, and the eccentricity in
[1.05, 1.6]. For the first time to our knowledge, we compute
sensitivity volume for such sources: The best reach is 3.9�
1.4 × 105 Mpc3 yr achieved for HE with masses between
20 and 40M⊙, while the less constraint range is 0.059�
0.021 × 105 Mpc3 yr obtained for masses between 2 and
5M⊙. We also estimate the sensitivity prospects for HE
events in future LVK observing runs: The sensitivity
volume in O4 considering LIGO and Virgo detectors will
be 1.83 × 106 Mpc3 yr, and for O5 including also KAGRA
detector the sensitivity will reach 1.13 × 107 Mpc3 yr. We
also provide upper limits of the rate at 90% confidence
level, and we compare our findings with the expected rates
given in the literature.
The prospects for future observing run are encouraging

for pursuing the searches of HE. Unless there is a signi-
ficant decrease in the transient noise rate, such disturbances
represent the limiting factor of the search sensitivity and
would challenge a candidate event validation in case of
a significant event. In future works, we plan to face this
issue exploiting also GW polarization that would be
distinguishable with the detector networks of the future
observing runs.
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APPENDIX A: CHOICE OF IFAR
THRESHOLD

In Secs. V B and VD, we report the sensitivity volume,
distance, and event rate considering HE simulations
detected with iFAR > 10 yr. Here, we discuss the choice
of the iFAR threshold. Figure 8 shows how the sensitivity
spacetime volume [Eq. (2)] varies with different iFAR
thresholds for HE with masses in the range ½20; 40�M⊙. A
similar trend is obtained for the other mass ranges. Higher
iFAR thresholds constrain more the search sensitivity but
are more subjected to statistical fluctuations: The number
of detected simulations decreases with higher iFAR thresh-
old and strongly depends on the high SNR tail of the
background distribution, which is populated by loud short-
duration noises. For this reason, we consider the choice of
iFAR > 10 yr suitable.

APPENDIX B: THE CASE OF GAUSSIAN NOISE
AND FUTURE LOCALIZATION CAPABILITIES

The sensitivity prospects presented in Sec. V D are
achieved injecting HE waveforms on the PSD expected
for the future LVK observing runs. The noise is assumed
stationary and Gaussian, meaning that there are no glitches.
Hence, we analyze these datasets using the cWB algorithm
without applying the XGBoost signal-noise separation
procedure (Sec. III). A natural question to understand
the volume sensitivity prospects is how different is the
efficiency of our search on Gaussian data with respect to
real data. In order to compare the two configurations, we
perform a set of HE injections on O3b PSD Gaussian data:
We find that considering a detection threshold of iFAR >
10 yr the search sensitivity on Gaussian data is similar with
respect to the real case scenario. Using this threshold, the
XGBoost model is able to efficiently reduce the back-
ground distribution. The differences emerge at higher iFAR
where the Gaussian noise background distribution disap-
pears, while in the real data case there are high SNR
glitches whose mitigation is particularly difficult. Hence,
we can conclude that the prospects estimates given in
Sec. V D do not depend on the Gaussian noise hypothesis.
We also present the localization prospect for future

observing runs, similarly to the result shown for O3b data
in Fig. 6. The more GW detectors, the better the localization
of the GW signals [7]. We show cWB 90% credible area for
HE also in HLV network using O4 PSD and HLVK network
using O5 PSD in Fig. 9. Multiple detectors networks
significantly improve the localization: In the mass range
½20; 40�M⊙, about 16% of the detected simulations are
localized with a search area of ∼1000 deg2 for the HL
network, ∼60% for HLV in O4, and ∼86% for HLVK in O5.

FIG. 8. Sensitive volume at different iFAR thresholds for HE
with masses in ½20; 40�M⊙. The results reported in Sec. V B
consider as threshold iFAR > 10 yr.

FIG. 9. Cumulative fractions of events detected with iFAR >
10 yr versus 90% credible area for HE with component masses in
the range ½20; 40�M⊙. We compare HL O3b results (dark blue)
with the HLV network in O4 (blue) and HLVK network in O5
(light blue).
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