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Using CORSIKA simulations, we investigate the mass sensitivity of cosmic-ray air-shower observables
for sites at the South Pole and Malargüe, Argentina, the respective locations of the IceCube Neutrino
Observatory and the Pierre Auger Observatory. Exact knowledge of observables from air-shower
simulations was used to study the event-by-event mass separation between proton, helium, oxygen,
and iron primary cosmic rays with a Fisher linear discriminant analysis. Dependencies on the observation
site as well as the energy and zenith angle of the primary particle were studied in the ranges from
1016.0–1018.5 eV and 0° to 60°; they are mostly weak and do not change the qualitative results. Promising
proton-iron mass separation is achieved using combined knowledge of all studied observables, also when
typical reconstruction uncertainties are accounted for. However, even with exact measurements, event-by-
event separation of intermediate-mass nuclei is challenging and better methods than the Fisher discriminant
and/or the inclusion of additional observables will be needed. As an individual observable, high-energy
muons (> 500 GeV) provide the best event-by-event mass discrimination, but the combination of muons of
any energy and Xmax provides already a high event-by-event separation between proton-iron primaries at
both sites. We also confirm that the asymmetry and width parameters of the air-shower longitudinal profile,
R and L, are mass sensitive. Only R seems to be suitable for event-by-event mass separation, but L can
potentially be used to statistically determine the proton-helium ratio. Overall, our results motivate the
coincident measurement of several air-shower observables, including at least Xmax and the sizes of the
muonic and electromagnetic shower components, for the next generation of air-shower experiments.
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I. INTRODUCTION

One of the most prominent questions in the field of
cosmic-ray physics currently pertains to the origin and
acceleration mechanisms of the highest-energy cosmic
rays [1–3]. Studying the cosmic-ray flux as it varies with
energy, especially the mass composition of this flux, is
imperative to fully understand these unknowns. In addition,
the mass measurement of individual cosmic rays is desir-
able as a presumed mass dependence of the weak cosmic-
ray anisotropy may reveal information about the sources

and the propagation. At energies above a few 100 TeV, the
cosmic-ray flux falls below the detectable threshold by
high-altitude balloon and satellite direct detection methods.
Hence, the highest-energy cosmic rays must be detected
indirectly via extensive air showers of secondary particles
and electromagnetic radiation. Once an air shower is
initiated, direct mass measurements of the primary cosmic
ray are no longer possible; however, specific air-shower
observables are statistically related to the mass of the
primary cosmic ray.
The slant depth within the atmosphere at which the

number of electromagnetic shower particles (eþ=e−=γ) is
maximum, referred to as the depth of shower maximum
(Xmax), and a probe of the total muonic component of the
shower (Nμ) are both mass sensitive shower observables for
a given air-shower energy. Specifically, hXmaxi ∝ − lnðAÞ
and hNμi ∝ A≃0.15 where A is the mass number of the
primary nucleus [4]. Differences in atmospheric depth
between Xmax and ground results in a direct relation
between the depth of shower maximum and the relative
electromagnetic and muonic particle numbers at ground.
Taking the ratio of the electromagnetic and muonic particle
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numbers at ground forms the electron-muon ratio of the air
shower, which is known to be sensitive to the mass of the
primary particle [5]. The shape of the air-shower profile is
also known to be mass sensitive due to its dependence on
the interaction cross section of the primary particle [6].
These observables are only statistically related to the

mass of the primary cosmic ray due to shower-to-shower
fluctuations. Hence, on average there is a correlation
between these observables and cosmic-ray mass, although
mass determination of single events is challenging due to
intrinsic mass-separation limits for the individual observ-
ables. This challenge can be alleviated by combining know-
ledge of multiple mass sensitive observables, which yields
the best prospects for cosmic-ray mass determination. This
simulation study serves to investigate the intrinsic potential
of cosmic-ray mass separation based on combined knowl-
edge of these observables. An earlier study had a similar
goal [7], although investigated fewer parameters and a
smaller energy range.

CORSIKA [8] simulations are used to study cosmic-ray
air-shower observables. From these simulations, exact
knowledge of the mass sensitive observables Xmax, Nμ,
electron-muon ratio, and shape of the shower profile are
obtained. Within our analysis, all Nμ observables will
reference the air-shower muonic component at the height
of a detector array on the ground as this is related to the
total muonic component of the shower. Using knowledge of
these observables, the separation power between proton
(fully ionized hydrogen), helium, oxygen, and iron cosmic
rays is studied, along with the separation power depend-
encies on both cosmic-ray energy and zenith angle.
Although the purpose of this simulation study is to show
the intrinsic, general potential of different shower observ-
ables for event-by-event mass separation, CORSIKA simu-
lations of air showers necessarily need to be done for
specific conditions, such as the observation altitude, the
atmospheric properties, or local geomagnetic field.
Motivated by ongoing and planned upgrades of the

IceCube Neutrino Observatory [9] and the Pierre Auger
Observatory [10], we have chosen their locations for this
simulation study. For comparability, the chosen energy
range in both cases is the same from 1016.0–1018.5 eV,
which is the energy range of the transition from the most
energetic Galactic cosmic rays to extragalactic cosmic rays.
IceCube-Gen2 [11] plans to deploy a surface array of radio
antennas and scintillator panels over an area of approx-
imately 6 km2, overlapping with the current IceTop [12]
footprint, allowing for mass sensitive observable measure-
ments from air showers within the studied energy
range [13,14]. AugerPrime reaches to higher energies,
but also covers the energy range from a few 1016.0 eV
upwards with the underground muon detectors and the
433 m infill array of AMIGA [15,16]. Currently being
deployed as part of AugerPrime are a scintillator panel and
radio antenna at the site of each water-Cherenkov surface

detector within the existing 3000 km2 array [17], which
will provide improved measurements of mass sensitive
air-shower observables. As expected from the universality
of air showers, the results of both locations are overall
consistent, which suggests that the simulation study is
indeed of general value and can be used for the planning of
future air-shower arrays with yet open locations.

II. COSMIC-RAY AIR-SHOWER SIMULATIONS

All cosmic-ray air-shower simulations used in this
analysis were generated as general purpose simulation
libraries, with uses beyond this mass sensitivity analysis.

CORSIKA v7.7401 was used to simulate the cosmic-ray air
showers at the site of the IceCube Neutrino Observatory by
setting the observation level of the simulations to 2840 m
above sea level, the magnetic field to 16.75 μT in the
geomagnetic North direction and −51.96 μT downwards,
and the atmosphere to model 33 in CORSIKA. This atmos-
pheric model corresponds to the average April South Pole
atmosphere at IceTop. The chosen observation level is the
approximate height above sea level of IceTop, correspond-
ing to an atmospheric depth of about 690 g cm−2. This
atmospheric depth is reached prior to shower maximum for
some simulated showers, preventing these air showers from
fully developing within the simulations. To ensure reason-
able Xmax estimation for such clipped showers, simulations
of air showers with Xmax near (within 30 g cm−2) or below
ground were rerun with the CONEX [18,19] option and the
observation level set to sea level. This option allows the
development of the air shower to be modeled by solving
cascade equations for the separate particle types instead of
using the typical CORSIKA Monte Carlo methods; however,
from the rerun simulations, only information of the air-
shower longitudinal profile is used in this analysis, and the
other observables are taken at the observer level from the
original simulation. All IceCube air-shower simulations
have high- and low-energy hadronic interactions modeled
with Sibyll 2.3d [20] and FLUKA [21,22], respectively,
whereas electromagnetic interactions were modeled with
the EGS4 code [23]. In addition, all simulations used the
CORSIKA thinning algorithm, set to 10−6, for a significant
reduction in the necessary computation time of the
simulations.
Simulation libraries are available for proton (p), helium

(He), oxygen (O), and iron (Fe) primary cosmic rays with
energies ranging from logðE=eVÞ ¼ 16.0–18.5 and zenith
angles ranging from sin2ðθzenÞ ¼ 0.0–0.9 that were pro-
duced by us for the main purpose of simulations studies for
the IceCube-Gen2 surface array [14]. Energies are binned
in 25 evenly spaced bins of width logðE=eVÞ ¼ 0.1 while
zenith angles are binned in nine evenly spaced bins of
width sin2ðθzenÞ ¼ 0.1, with each energy and zenith bin
combination containing 200 simulated air showers. For
each air shower, the primary energy and zenith angle are
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chosen at random within the bin limits. Azimuth angles are
chosen randomly.

CORSIKA v7.6400 was used to simulate cosmic-ray air
showers at the site of the Pierre Auger Observatory, with
the thinning algorithm set at the same energy threshold as
for the IceCube simulated showers. The observation level
was set to 1452 m above sea level, which is the approximate
height of the surface detectors at Auger, and the magnetic
field strength was set to 19.4 μT in the geomagnetic North
direction and −14.1 μT downwards. The electromagnetic
and low-energy hadronic interactions were modeled using
EGS4 and FLUKA respectively; however, the high-energy
hadronic interactions were modeled using Sibyll 2.3c [24].
The differences for mass sensitive observables between
Sibyll 2.3c and Sibyll 2.3d are described in Ref. [20],
although, as no quantitative comparisons between the
observatory sites are performed, these differences will not
impact our results. Furthermore, the differences between
CORSIKA versions v7.6400 and v7.7401 are minuscule and
nonimportant for this analysis.
For the Pierre Auger Observatory, general purpose

simulation libraries exist for proton, helium, oxygen, and
iron cosmic rays [25]. Energies range from logðE=eVÞ ¼
16.0–18.5 separated into five equally spaced bins of width
logðE=eVÞ ¼ 0.5, distributed with an energy spectrum of
dN=dE ∝ E−1. Each energy bin contains simulated air
showers for atmospheric models 18, 20, 25, and 26 within
CORSIKA. These models represent four different months
(Jan., Mar., Aug., and Sep. respectively) at Malargüe,
Argentina, the site of the observatory. Each month and
energy bin combination contains 1250 air-shower simu-
lations, with zenith angles chosen between limits of 0° to
65° distributed with dN=dθ ∝ sin θ cos θ and azimuth
angles chosen at random. Additional air-shower simula-
tions at the site of Auger exist for different energies, zenith
angles, and high-energy hadronic interaction models and
are described briefly in [25]. These additional simulations
were not used in this study to remain consistent with the
IceCube simulation library (see Appendix A for the results
of these additional simulations in the context of this
analysis).
Table I lists the total number of simulated air showers for

different observatories and primary particles.
From CORSIKA simulations, knowledge of the shape of

the electromagnetic shower profile (Xmax, L, R), the total
muon number at ground above an energy threshold
(referred to as Nμ), the number of electromagnetic particles
at Xmax (Ne;max), and the number of electromagnetic
particles at ground (Ne) are obtained. The photon longi-
tudinal profile of an air shower follows the same form as
electron and positron longitudinal profiles, therefore pho-
tons are not included in this study, and the electromagnetic
particle numbers are determined as the sum of electrons
and positrons. The number of electromagnetic particles at

Xmax, Ne;max, can be accessed in experiments, e.g., by
fluorescence or radio detectors, and serves as an energy
proxy to scale air-shower observables. The number of
electromagnetic particles at ground, Ne, can be accessed in
experiments, e.g., by particle detector arrays, and is used to
calculate the electron-muon ratio at ground (Re=μ).
Xmax is determined from the CORSIKA simulations by

fitting the air-shower electromagnetic longitudinal profile
to a Gaisser-Hillas function [26], parametrized in terms of
X0 ¼ X − Xmax, L ¼ ffiffiffiffiffiffiffiffiffiffijX0

0λj
p

, and R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi
λ=jX0

0j
p

, as

N0 ¼
�
1þ RX0

L

�
R−2

exp

�
−

X0

LR

�
; ð1Þ

where N0 ¼ N=Nmax and X0
0 ¼ X0 − Xmax [6]. Using this

parametrization, L represents a characteristic width of the
shower profile while R is related to the asymmetry of the
shower profile. Previous studies hint at the possible mass
sensitivity of L [27] and R [6] in the contexts of the
ultradense SKA-low array of radio antennas or precise
air-fluorescence observations of ultrahigh-energy air
showers [28]. Appendix B explains the choice of the para-
metrized Gaisser-Hillas fit over a typical Gaisser-Hillas fit.
To ensure precise Xmax values, the normalized particle

numbers were weighted with respect to their Poissonian
fluctuations, which applied more importance to fitting
the profile peaks. For all analyses presented within this
paper, only simulated events with fit uncertainties σXmax

<
5 g cm−2, σL < 5 g cm−2, and σR < 0.05 are included. This
removes from the analysis all simulated air showers with
anomalous shower profiles, resulting in the removal of
2.2% (0.8%) of all proton showers and 0.1% (0.8%) of all
iron showers at the IceCube (Auger) location. These are
similar to the estimates of anomalous profiles presented
in [29] and allow for precise knowledge of Xmax, L, and R
for the simulated events.

TABLE I. Air-shower simulation libraries used in this analysis,
all within an energy range of logðE=eVÞ ¼ 16.0–18.5. The
number of simulated showers is approximate as some simulated
events contain broken simulation files.

Location Primary Zenith Number of showers

IceCube Proton 0°–71.6° 45000
IceCube Helium 0°–71.6° 45000
IceCube Oxygen 0°–71.6° 45000
IceCube Iron 0°–71.6° 45000
Auger Proton 0°–65° 25000
Auger Helium 0°–65° 25000
Auger Oxygen 0°–65° 25000
Auger Iron 0°–65° 25000
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III. MASS SENSITIVITY OF AIR-SHOWER
OBSERVABLES AT THE ICECUBE SITE

The mass sensitivity of all observables obtained from
CORSIKA, as described in Sec. II, is studied for air showers
simulated at the location of the IceCube Neutrino
Observatory. IceCube has a deep in-ice array of optical
detectors in addition to the IceTop surface array of ice-
Cherenkov detectors. The in-ice array is sensitive to muons
from air showers with energies above Oð300 GeVÞ (see
Ref. [30] for a description of the in-ice energy re-
construction at IceCube), motivating the study of a high-
energy muon observable specific to the geometry and
detector constraints of the in-ice detectors, along with a
low-energy muon observable reconstructable by the surface
detectors. Vertical muons from air showers need a mini-
mum energy of 273 GeV to reach the top of the in-ice
detector array, where this energy threshold increases with
zenith angle [31]. For this analysis, the high-energy muon
observable refers to Nμ with a fixed energy cut of 500 GeV
as this is above the energy threshold of detectable muons by
the deep in-ice array of IceCube detectors, except for highly
inclined showers.
The detector signal of surface-particle detector arrays is

dominated by electromagnetic particles, complicating mea-
surements of the muon signal for individual events unless
detectors have different responses for electromagnetic and
muon particles. With the current IceTop instrumentation,
the mean muon density at a given distance to the shower
axis was only determined as a statistical average over
many air showers [32]. However, the planned addition of
scintillation particle detectors for IceCube-Gen2, in tandem
with the current IceTop tanks, may allow for measurements
of the low-energy muonic component of individual air
showers. To represent this low-energy surface muon
observable, the total muon number within a ground-based
annulus is investigated for annuli at equally spaced dis-
tances from the air-shower axis. Annuli at greater distances
from the shower axis will hold more importance, based on
the geometry and detector constraints of typical surface-
particle detector arrays.

A. Scaling corrections for air-shower observables

Air-shower observables studied in this analysis must be
corrected for their energy dependence, as observable
distributions will be smeared from binning simulated air
showers with respect to their energy. The energy of an air
shower is not directly observable by current detectors,
although the size of the electromagnetic component
(Ne;max) is used as an energy reference because it is directly
proportional to the air-shower energy and can be recon-
structed from air-shower observations by radio antennas
[33,34] or fluorescence detectors. The dependence of
Ne;max on primary energy is depicted in Fig. 1 while the
scaling of the observables, Xmax, L, and high-energy Nμ,

with respect to the energy reference are depicted in Fig. 2.
All air-shower observables were scaled with respect to the
energy reference observable, although Fig. 2 only shows
the scaling of Xmax, L, and high-energy Nμ as examples.
For both figures, the uncertainty in the average observable
value for each bin is included, yet in most cases is too small
to be discernible.
The zenith range of θzen ¼ 40°–50° was chosen as an

example due to the efficiency of the radio antennas at the
South Pole in this range [35] and the importance of this
range for the IceCube-Gen2 surface array. In addition,
Fig. 2 has an event number cut of 300 applied to the Ne;max

bins to ensure good statistics for all four primaries and full
coverage of the electron number at Xmax phase space, the
spread in which is caused by shower-to-shower fluctua-
tions. This event number cut removes bins to the left and
right of the energy reference range shown in Fig. 2, as they
do not follow the typical trend lines shown due to their
limited phase space coverage. Removing the bins with
limited statistics allows the trend lines to accurately
represent the observable scalings, within the energy range
used in this analysis.
The average slope of the linear fits to all four primaries

was calculated for all observables. Distinct from all other
observables is the scaling of L, with the helium trend line
raised above that of all other primaries and the proton trend
line exhibiting a much steeper slope compared to the other
primaries. However, because the scaling correction of L has
no significant effect on the mass separation results shown in
this paper, we use the average slope of all four primaries
also for L. As in real experiments the true energy is
unknown, therefore the observables were corrected for
Ne;max instead: 0.01 was then added to this average slope to
correct for the weak deviation ofNe;max from an exact linear

FIG. 1. Scaling in log-log space of the energy reference
observable, Ne;max, with respect to simulated air-shower energies
at the IceCube Neutrino Observatory.
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energy scaling, as 1.01 is the average of the linear fit slopes
shown in Fig. 1. Consequently, the corrections to Xmax, L,
R, and Ne are

Xmax ¼ Xmax;true − 62.0 × log

�
Ne;max

NEeV

�
; ð2Þ

L ¼ Ltrue − 7.19 × log
�
Ne;max

NEeV

�
; ð3Þ

R ¼ Rtrue þ 0.02 × log

�
Ne;max

NEeV

�
; ð4Þ

Ne ¼
Ne;true�
Ne;max

NEeV

�
1.14 ; ð5Þ

where NEeV is the average number of electrons at Xmax for
simulated air showers with energies of 1 EeV. Corrections
to the observables Nμ and Re=μ ¼ logðNe=NμÞ for high-
energy muons are

Nμ ¼
Nμ;true�
Ne;max

NEeV

�
0.83 ; ð6Þ

Re=μ ¼ Re=μ;true − 0.32 × log

�
Ne;max

NEeV

�
: ð7Þ

For the low-energy surface muon observables, annuli of
50 m width were investigated with the first and last annuli
respectively ranging from 0–50 m and 950–1000 m from
the air-shower axis. Within each annulus, the Nμ and Ne

observables were used to calculate the electron-muon ratio
of the annulus. The scalings of each muon annulus follow
closely the scaling of the total muon number at ground,
whereas the scaling of the electron-muon ratios varies
depending on the distance to the shower axis. Hence,
the muon annulus scaling factor was calculated from the
scaling of the total muon number at ground, while the
annulus electron-muon ratio scaling was handled on a case-
by-case basis. The average slope from the linear fits to all
four primaries was calculated and added to the energy
dependence of the Ne;max observable. Corrections to the
low-energy annulus Nμ and Re=μ observables are

Nμ;ann ¼
Nμ;ann-true�
Ne;max

NEeV

�
0.94 ; ð8Þ

Re=μ;ann ¼ Re=μ;ann-true − ðmþ 0.01Þ × log

�
Ne;max

NEeV

�
; ð9Þ

FIG. 2. Scaling of the observables, Xmax (top), L (middle), and
high-energy logðNμÞ (bottom), with respect to the energy
reference, logðNe;maxÞ. All scalings are for air showers simulated
at the site of the IceCube Neutrino Observatory for a zenith angle
range of θzen ¼ 40°–50°.
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where m is the slope of the linear fit, which varies between
0.09 and 0.20 depending on the annulus distance to the
shower axis. Based on IceTop observations, the muon
densities at both 600 m and 800 m from the shower axis
can be reconstructed at the South Pole [32]. Therefore, the
800–850 m annulus was chosen for use in the mass
sensitivity analysis. This chosen annulus requires a value
of m ¼ 0.09 in the scaling of the annulus electron-muon
ratio, given by Eq. (9). Further explanation for the choice of
annulus is provided in Appendix C.
Scaling the air-shower observables removes the energy

dependence of these observables as seen in the simulations,
allowing for the use of wide energy bins in our analysis
without risk of smearing the observable distributions. As a
consequence, this scaling also increases the mass separa-
tion of the individual observables, as illustrated by the
proton-iron contour plots in Fig. 3. Only proton and iron
distributions are shown in this figure for clarity, high-
lighting the effect of scaling on the high-energy Nμ and
Xmax observables.

B. Mass sensitivity of observables accounting
for shower-to-shower fluctuations

The mean mass separation of individual observables is
visible in Fig. 2, but to study the event-by-event mass
separation also the statistical shower-to-shower fluctuations
of the observables are important in addition to the sepa-
ration of the mean values. Therefore, exact knowledge
of mass sensitive observables is taken from air-shower
simulations on a per-event basis and used to construct the
two-dimensional distributions depicted as contour plots in
Fig. 4, where a primary energy range of 1016.5–1016.9 eV
and zenith range of 40°–50° are exemplary shown. The
width of the energy and zenith bins has been chosen narrow
enough to see trends over energy and zenith angles, on the
one hand, and to provide sufficient statistics in each bin, on
the other hand.
The combination of high-energy muon number and Xmax

for the same energy and zenith ranges was already
presented in Fig. 3. The minimal overlap of the proton
and iron contours clearly illustrates that the Ne and high-
energy Nμ combination provides a good mass separation,
mostly due to the separation power of the high-energy
muons. Helium and oxygen distributions are excluded here
for clarity, as in Fig. 3.
A Fisher linear discriminant analysis was performed to

find the line of best separation, known as the Fisher axis,
between the observable distributions of the proton and iron
cosmic rays. Essentially, this linear discriminant analysis
reduces the dimensionality of the multivariate analysis to a
single dimension without the loss of separation information
between variables. From the Fisher analysis, a figure of
merit (FOM) value, defined as

FOM ¼ jμp − μFejffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2p þ σ2Fe

q ; ð10Þ

was calculated. The μ and σ values respectively represent the
mean and standard deviation of the primary particle dis-
tributions, after being projected onto the one-dimensional
Fisher axis. Hence, the FOM is calculated statistically from
knowledge of the observable distributions, but serves as a
measure of the mass-separation power on an event-by-event
basis. Separation power between the distributions increases
with increasing FOM values, where it is typically held that
FOM values larger than 1.5 correspond to distributions
which can be reasonably separated. Projection plots on the
one-dimensional Fisher axis, for the same observable

FIG. 3. Two-dimensional contour plots of the proton-iron
distributions for the high-energy muon and Xmax observables
before (top) and after (bottom) applying the energy-scaling
correction described in the text.

FLAGGS, COLEMAN, and SCHRÖDER PHYS. REV. D 109, 042002 (2024)

042002-6



combinations from Fig. 4, are presented in Fig. 5. FOM
values are also calculated for each projection plot to numeri-
cally represent the separation power for the observable
combinations. Clearly, the observable combination of Ne
and high-energy Nμ yields the better proton-iron separation
power, which is in agreement with the smaller overlap in the
two-dimensional contour plots shown in Fig. 4.
Motivated by another simulation study which showed

that the combination of L and Xmax observables can be
used to estimate the helium fraction of primaries if high
statistics are available and average observable values are
studied [27], we had a closer look to the mass separation of
these observables (Fig. 6). We generally confirm the results
of Ref. [27], in particular, a visible outcropping of the
helium distribution for L. This is caused by helium having

the longest distribution tail for the L observable, instead of
proton which has the longest tail in the distributions of all
other studied shower observables. Therefore, L might
indeed be used to determine the proton-helium ratio in
the cosmic-ray flux when measured with sufficient accu-
racy and high statistics. Nonetheless, measuring L does
not significantly improve the event-by-event mass separa-
tion, as made clear by the largely overlapping 68% contours
in Fig. 6.

C. Event-by-event separation of individual observables
at different reconstruction resolutions

Important for any air-shower analysis is the resolution
at which air-shower observables can be reconstructed.
For a given observable, both the type of ground-based
detection technique and detector specific systematics play
a role in the reconstruction accuracy and precision.

FIG. 4. Two-dimensional contour plots of the proton-iron
distributions for the Ne and high-energy muon observables at
ground level (top); and their ratio Re=μ at ground level and Xmax

(bottom). All observables are scaled with respect to the energy
reference observable.

FIG. 5. Projections onto the one-dimensional Fisher axis of the
observable combinations from Fig. 4. The FOM value introduced
in Eq. (10) is calculated and overlaid for each plot.
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For IceCube-Gen2, the reconstruction resolution of certain
air-shower observables studied in this analysis is not yet
fully understood. However, a range of uncertainties for
observable reconstruction can be investigated, where the
baseline uncertainties are motivated by the current gen-
eration IceCube detectors and reconstruction techniques of
detectors similar to the planned upgrades, yet located at
other observatories around the world.
For each air-shower observable, proton-iron separation

power curves as a function of air-shower energy were
calculated using the FOM metric. To estimate the uncer-
tainty of the FOM, a bootstrapping random sampling with
replacement method was performed. This process was
repeated to calculate 30 FOM values, of which the average
and standard deviation were taken as the nominal FOM
and its 1σ uncertainty band. Each observable had five
curves calculated, one with exact knowledge of the scaled
observable, one assuming the observable is known within
a baseline uncertainty, and three additional curves with
reconstruction uncertainties different from the assumed
baseline.
The FOM values for all observables were calculated with

knowledge of both the observable in question and the
energy reference, Ne;max. Except for the FOM values
labeled ‘exact knowledge’, an uncertainty in Ne;max of
10% was applied, motivated by the order of magnitude of
current uncertainties of radio and air-fluorescence energy
measurements [36–39]. Separate resolutions for this
observable were not investigated. The baseline Xmax

uncertainty is assumed to be 20 g cm−2, in between the
uncertainty from [40,41]. Also, this Xmax uncertainty is
near the resolution expected for the full array of elevated

radio antennas at IceTop once deployed [42]. The baseline
uncertainty for logðNeÞ is assumed to be 0.1; as the IceTop
signal is dominated by the electromagnetic component and
measured close to the shower maximum, the resolution on
Ne might be even better [12], however, the effect of the
resolution on the FOM is small, anyway.
The baseline uncertainty of logðNμÞ for a 500 GeV

energy cut is taken to be 0.07 from [43] while the
uncertainty of logðNμÞ within the 800–850 m annulus is
assumed to be 0.1. Baselines for their respective electron-
muon ratios are found by error propagation of the respec-
tive individual uncertainties. Motivated by Ref. [28], the R
baseline uncertainty is assumed to be 0.05. The L baseline
uncertainty is assumed to be 5 g cm−2 which is lower than
the reconstruction uncertainty from [28]; however, the L
resolution has little impact on the proton-iron separation
power for this observable. Currently, IceCube does not
measure either R or L, so the study primarily serves the
purpose of whether it is worth adding detection capabilities
for these observables if a certain resolution could be
obtained. As shown in Fig. 7, the proton-iron separation
for certain air-shower observables, such as logðNeÞ, is not
heavily influenced by the observable’s reconstruction
uncertainty. Whereas other observables, such as logðNμÞ,
have a much higher dependence of the proton-iron dis-
crimination power on the assumed observable recon-
struction uncertainty.

IV. MASS SENSITIVITY OF AIR-SHOWER
OBSERVABLES AT THE AUGER SITE

To check whether the results obtained for the IceCube
site at the South Pole are specific to that particular location
or transferable to other sites, we have performed a
corresponding study of the event-by-event mass separation
also for the site of the Pierre Auger Observatory. All
observables from the previous section were investigated at
the Auger location, with the exception of the high-energy
(>500 GeV) muon observables, as Auger has no detection
technique to distinguish these muons from those at lower
energies.
The energy reference scaling of these observables for the

Auger simulation library was performed separately from
the IceCube scaling because environmental factors, such as
the altitude of the observation level and the atmospheric
model, affect the total muon number within an air shower.
Similar to the energy reference scaling in Sec. III A, an
event number cut on the Ne;max bins must be applied. This
removes outlying bins at the lowest and highest energies
which do not have full phase space coverage, allowing
for a continuous energy interval between these outlying
bins to be used for the energy reference scaling. Due to the
lower shower statistics, the event number cut for the Auger
Ne;max bins is 200, instead of 300 used for the IceCube
simulations.

FIG. 6. Two-dimensional contour plot of the L and Xmax air-
shower observables for simulations of all four primaries studied
(proton, helium, oxygen, iron). Both the L and Xmax observables
are corrected with respect to the energy reference observable from
Eqs. (3) and (2), respectively.
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FIG. 7. Proton-iron separation power plots as a function of air-shower energy for knowledge of a single air-shower observable. A
range of reconstruction uncertainties for each observable are assumed and their respective separation power curves are included within
the plots, where the assumed baseline uncertainties are in boldface font within the legend. All observables are scaled with respect to the
energy reference observable Ne;max. Except for the ’exact knowledge’ curves, an uncertainty of σNe;max

¼ 0.1 was applied (see text).
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The scaling of the low-energy muon observables, along
with the scaling of the energy reference observable with
respect to the air-shower energy, follow the same behavior
as the IceCube simulated air showers and therefore Eqs. (8)
and (9) will be used to correct the annulus observables for
low-energy muons. However, for corrections to the Auger
observables, m varies between 0.10 and 0.23 and the NEeV
normalization factor is 3% smaller than that for IceCube
simulations. To remain consistent with the analysis of
IceCube simulations, the mass sensitivity of muon observ-
ables in the 800–850 m annulus was investigated. This
choice of annulus corresponds to a value of m ¼ 0.11 for
Eq. (9), which is slightly higher than the value used for
IceCube simulations. The mass sensitivity of a low-energy
surface muon observable at the site of Auger was pre-
viously studied for a fixed air-shower energy [7], although
the low-energy muon observable used in this study is
farther from the air-shower axis than in the previous
analysis. In addition, the scaling of the R observable
remains consistent between the Auger and IceCube loca-
tions, therefore Eq. (4) was used to correct the Auger R
observable. The Auger Xmax, L, and Ne observables have
slightly steeper scalings with respect to the energy refer-
ence observable than these same scalings at the IceCube
site. Hence, for Auger, the constant terms used to multiply
the logarithmic energy reference observable become
62.8 for Eq. (2) and 7.48 for Eq. (3), while the exponent
used to scale the energy reference observable in Eq. (5)
becomes 1.17.
In Sec. III B, the L observable was shown to exhibit a

behavior distinct from all other studied observables, as the
helium distribution of L had the largest tail of the four
primaries. Qualitatively, the same is observed with L values
from air-shower simulations at the Auger site. A similar
outcropping to that seen in Fig. 6 is observed when
investigating the mass separation of the Xmax and L
observable combination at Auger; however, the helium
distinction is not as prominent due to the proton L
distribution at Auger having a larger tail than this same
distribution at IceCube.
The proton-iron separation power of individual observ-

ables, at multiple reconstruction uncertainties, was also
studied at the Auger site. Mass separation for all observ-
ables, minus high-energy muons, were studied using the
same reconstruction uncertainties from Sec. III C. The
effect of various reconstruction uncertainties on the observ-
ables at Auger is almost identical to the effect on observ-
ables at IceCube. However, particularly for inclined air
showers, the low-energy Nμ observable at Auger exhibits
increased proton-iron mass sensitivity compared to this
observable at IceCube. Due to the observation level differ-
ence between the IceCube and Auger sites, muons at 800 m
from the air-shower axis at IceCube would have propagated
to further distances from the shower axis upon reaching the
Auger observation level. Yet, choosing a muon annulus

closer to the air-shower axis at IceCube does not alleviate
the difference in proton-iron mass separation for this
observable between the IceCube and Auger locations,
and further studies will be needed about the influence of
a particular site and observation altitude on the mass-
sensitivity of muon surface detectors. Apart from the
surface muons, the figures showing the results for Auger
are similar to those for observables at IceCube and are
included in Appendix D.

V. EVENT-BY-EVENT MASS SEPARATION FROM
COMBINED KNOWLEDGE OF AIR-SHOWER

OBSERVABLES

Naturally, the overall separation power between primar-
ies will increase with the addition of more mass sensitive
observables. Section III B used two-dimensional contour
plots to exhibit the increase in separation power when
adding knowledge of a second observable. While higher-
dimensional contour plots are difficult to visualize, the
Fisher linear discriminant can easily be used to calculate
the FOM for the combination of any number of shower
observables. As a quantitative estimate of the event-by-
event mass separation between proton and iron primaries,
the FOM was calculated as a function of binned primary
particle energy for knowledge of each observable individu-
ally and when knowledge of all observables is combined.
The individual knowledge FOM values for all observables
were calculated with knowledge of both the observable in
question and the energy reference, Ne;max.
Figure 8 shows the proton-iron separation power curves

for each observable individually, along with their combined
knowledge curves, at both the IceCube and Auger observa-
tory locations. FOM curves of the combination of all
observables are shown twice, once with the assumed
reconstruction uncertainties for all observables (magenta),
and once with exact knowledge of all observables (dark
blue). Knowledge of individual observables were calcu-
lated within the baseline reconstruction uncertainties stated
in Sec. III C. The left plots of Fig. 8 show the proton-iron
separation power of observables using a zenith range of
θzen ¼ 0°–20°, while the right plots represent a zenith
range of θzen ¼ 40°–60°. All FOM values, along with their
uncertainty bands, were calculated from a bootstrap
method, as described in Sec. III C. Due to limited shower
statistics per energy bin, the proton-iron FOM curves for
slightly inclined showers show large variations in separa-
tion power and larger uncertainty bands than the FOM
curves for inclined showers.
As expected, exact knowledge of all observables yields

the best proton-iron separation for both observatory loca-
tions. Knowledge of all observables within their assumed
baseline reconstruction uncertainties yields promising
event-by-event mass separation between proton and iron
primaries, with FOM values of approximately 2.0 at both
IceCube and Auger for the zenith range of θzen ¼ 40°–60°
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and slightly higher separation power for nearly vertical
showers within a zenith range of θzen ¼ 0°–20°. This
dependence of the separation power on zenith angle is
driven by the particles detectable at the surface. In
particular, the electron-muon ratio observables (for both
high and low energies) and the low-energy surface muon

observable provide large contributions, as there appears to
be little to no zenith dependence on the Xmax, high-energy
muon number, L, or R observables. Doubling the assumed
baseline uncertainties for all observables decreases the
combined knowledge FOM values by approximately 0.5
for both zenith ranges at the IceCube and Auger locations,

FIG. 8. Proton-iron separation power plots for all studied observables in this analysis at the sites of both the IceCube and Auger
observatories. Included on each plot are the separation power curves showing what is possible when combined knowledge of all
observables is known, either exactly or within assumed reconstruction uncertainties. All observables are scaled with respect to the
energy reference observable prior to calculating the FOM curves.

STUDYING THE MASS SENSITIVITY OF AIR-SHOWER … PHYS. REV. D 109, 042002 (2024)

042002-11



resulting in lesser yet still promising event-by-event mass
separation.

A. Highly mass-sensitive observable combinations

Within this multivariate analysis, the combined knowl-
edge mass separation curves are heavily influenced by
only a handful of the studied observables. The addition of
more mass sensitive air-shower observables will improve
mass separation; however, the individual separation power
curves do not add linearly, making it hard to disentangle
which combinations of observables contribute most to the
overall mass separation curves in Fig. 8. To study this,
FOM values for observable pairs were calculated using
Eq. (10) for an energy range of 1017.0–1017.1 eV and zenith
range of 40°–60°. All possible combinations of observable
pairs are studied. Table II shows the resulting FOM values
for the observable pairs at the IceCube site, where all
observables were scaled with respect to the energy refer-
ence observable. The diagonal of Table II, shown in
boldface font, represents the FOM for knowledge of only
the scaled observable in question. For reference, combining
knowledge of all studied observables at the IceCube site for
this energy and zenith range results in a FOM value of 2.8.
The highest FOM value corresponds to the observable

combination of the high-energy muon number with the
low-energy electron-muon ratio. Although, the FOM value
for this observable combination is only fractionally better
than the combination of electrons at ground and high-
energy muons. Another notable observable pair is the
combination of Xmax and low-energy surface muon num-
ber, as this combination yields the largest FOM value for
any observable combination when excluding the high-
energy muons. Similar FOM values for these observable
combinations are obtained at the Auger site; however, the
separation power of any observable combination including
low-energy muons is systematically higher at Auger. As
an example, the observable combination of Xmax and

low-energy muon number at Auger results in a FOM value
of 2.1, whereas the combination of Xmax and Ne results in a
FOM value of 1.4.

VI. SEPARATION OF HELIUM AGAINST PROTON
AND OXYGEN PRIMARIES

A multitude of cosmic-ray studies would benefit from
the ability to discriminate between helium and the CNO
group (carbon, nitrogen, oxygen), as well as proton and
helium cosmic rays. Measurements of the proton-to-helium
ratio in the energy range of the Galactic to extragalactic
transition, as well as the fraction of CNO, can help to
distinguish certain scenarios for the origin of the highest
energy Galactic cosmic rays [44]. Moreover, it is possible
that these highest-energy Galactic cosmic rays are rich in
CNO while the extragalactic cosmic rays in the transition
region may be rich in protons and possibly helium [45].
In such scenarios, discrimination between cosmic rays of
these mass groups (p, He, CNO) on an event-by-event
basis may effectively enable to separate Galactic from
extragalactic cosmic rays, allow for mass-group specific
anisotropy measurements, and potentially enable rigidity-
based particle astronomy of the most energetic Galactic
sources.
The FOM metric was applied to measure the helium-

oxygen and helium-proton separation power when using
knowledge of the Xmax, Ne;max, Nμ, Ne, L, and R observ-
ables. Similar to previous sections, the Nμ and Ne observ-
ables were used to obtain the Re=μ observable. The use of
observables within the 800–850 m annulus allows the
helium-oxygen and helium-proton separation powers to be
obtained for both the IceCube Neutrino Observatory and
Pierre Auger Observatory air-shower simulations. For
this section, high-energy muon observables will not be
included on the plots as they lead to overcrowding, but the
additional knowledge from these observables will still be
discussed.

TABLE II. FOM values calculated using Eq. (10) for all possible pair combinations of observables at the IceCube site. All FOM values
were calculated within an energy range of 1017.0–1017.1 eV and zenith range of 40°–60°. All observables are scaled with respect to the
energy reference observable prior to calculating the FOM values. The diagonal FOM values, listed in boldface font, correspond to
knowledge of only that scaled observable.

Xmax Ne Nμ E > 500 GeV Re=μ E > 500 GeV Nμ 800 m Re=μ 800 m L R

Xmax 1.4 1.4 2.1 1.4 1.9 1.5 1.5 1.5
Ne 0.4 2.3 2.3 1.5 1.4 0.4 1.3
Nμ E> 500 GeV 2.1 2.3 2.2 2.4 2.1 2.1
Re=μ E> 500 GeV 0.9 1.7 1.0 0.9 1.4
Nμ 800 m 1.1 1.6 1.2 1.6
Re=μ 800 m 1.0 1.0 1.4
L 0.1 1.3
R 1.3
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For this section, the FOM calculation becomes

FOM ¼ jμHe − μxjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2He þ σ2x

p : ð11Þ

where x is replaced with p or O when calculating the
separation power between helium and proton or helium
and oxygen primaries respectively. As before, the μ and σ
values represent the means and standard deviations of the
primary particle distributions. Figure 9 presents these
FOMs as a function of air-shower energy for the Ice-
Cube site, where the left plot shows the helium-oxygen
separation power curves and the right plot shows the
helium-proton curves. The zenith angle range was chosen
as θzen ¼ 40°–60° to maintain consistency with Fig. 8.
For simulated air showers at IceCube, the helium-oxygen

separation power is approximately two times lower than
the proton-iron separation power for all FOM curves, with
all curves showing similar relationships as a function of
air-shower energy. A similar result is observed with the
cosmic-ray air showers from the Auger simulation library.
Although, Auger exhibits slightly larger helium-oxygen
separation when knowledge of all observables is combined
due to the increased separation power of the low-energy
muons. The additional knowledge of high-energy muons
at IceCube raises the combined knowledge FOM curves
to be similar to those of Auger; however, reasonable

event-by-event helium-oxygen separation is not feasible
at either observatory location. The helium-proton separa-
tion power for both the IceCube and Auger observatories is
systematically about three times lower than the proton-iron
separation power for all plotted FOM curves, and therefore
is less than the helium-oxygen separation power as well.
The addition of high-energy muon observables for the
IceCube site adds less than 0.1 to the combined knowledge
FOM curves for helium-proton separation.
One result from the helium-proton separation power

curves in Fig. 9 is the L curve does not contribute much
to the overall helium-proton separation. Hence, our results
show L is not a good observable for use in event-by-event
mass discrimination between helium and proton primaries,
although it may still be a good observable to determine
the proton-helium ratio statistically for a large sample of
events.
The difference between lnðAÞ for helium and oxygen

primaries is similar to this difference for helium and proton
primaries, therefore the difference in μ from Eq. (11) for
these primary combinations is similar. However, oxygen
has smaller shower-to-shower fluctuations, leading to
narrower distributions for all observables than for proton.
This smaller spread increases the separation between the
helium and oxygen distributions, resulting in larger FOM
values for the helium-oxygen separation power than those
of helium-proton separation.

FIG. 9. Figure of merit plots showing the separation power of helium and oxygen primaries (left) and helium and proton primaries
(right) at the IceCube Neutrino Observatory. Knowledge of high-energy muons is excluded to reduce crowding of lines on the plot. All
observables are scaled with respect to the energy reference observable prior to calculating the FOM curves.
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VII. MOVING BEYOND A SIMPLE FISHER
ANALYSIS

Section VI clearly illustrates the difficulty of separation
for intermediate and lighter mass primaries on a per-event
basis. However, the Fisher analysis presented here only
accounts for linear correlations between observables in
each shower, and therefore a more advanced analysis
technique could enhance the event-by-event mass separa-
tion beyond the one presented above. A pipeline was
established to train a gradient boosted decision tree
(GBDT) for the regression task of predicting population
zero-like and one-like events, where regression values of
0.0 and 1.0 represent populations zero and one respectively,
corresponding to two different primary masses. Several
GBDTs were trained, where each individual model is
trained and validated on data from a single combination
of the three options; observatory location (IceCube or
Auger), primary mass group separation (proton-iron,
helium-oxygen, or helium-proton), and assumed observ-
able reconstruction accuracy (exact knowledge or within
assumed baseline uncertainties from Sec. III C). Each
GBDT was defined using the SCIKIT-LEARN PYTHON pack-
age [46] where no hyperparameter optimization was
performed. Only default hyperparameters were used, other
than the random seed used for each regression tree to
control reproducibility. Knowledge of all studied observ-
ables, Xmax, R, L, Ne, Nμ, and Re=μ (both high- and

low-energy muon observables for the IceCube location
only) were used as input features to the regression task. Ob-
servables were scaled with respect to the energy reference
observable, Ne;max, prior to training. The same quality cuts
for Xmax, R, and L described at the end of Sec. II, along
with a zenith range from 40°–60°, were employed to ensure
the same data was used in both the GBDT and Fisher
analyses.
A FOM was calculated using the validation output from

the GBDTs following

FOM ¼ jμ0 − μ1jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ20 þ σ21

p : ð12Þ

A training-validation ratio of 4∶1 was used, where the
validation set was further divided into primary energy bins
of width logðE=eVÞ ¼ 0.2. Using a wider energy binning
than the Fisher analysis is necessary to ensure reasonable
event statistics per energy bin. Figure 10 shows the FOM as
a function of primary particle energy for the GBDT output
using combined knowledge of all observables, both known
exactly and within the assumed baseline reconstruction
uncertainties, for the IceCube location. Proton-iron sepa-
ration is shown in the left plot of Fig. 10 while helium-
oxygen separation is shown in the right plot. The FOM
values from the Fisher analysis are included for compari-
son. For proton-iron separation, the GBDT performs

FIG. 10. Comparison of the Fisher and gradient boosted decision tree (GBDT) figure of merit values as a function of primary energy
when knowledge of all observables is known either exactly (dark blue) or within the baseline reconstruction uncertainties assumed in
this analysis (magenta). The left plot shows proton-iron separation while the right plot shows helium-oxygen separation, both at the
location of the IceCube Neutrino Observatory. All observables are scaled with respect to the energy reference observable prior to
calculating the FOM curves.
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substantially better than the Fisher analysis in the complete
energy range studied within this analysis. The GBDT with
reconstruction uncertainties provides still greater proton-
iron mass separation than the Fisher analysis with exact
knowledge of all observables. However, in terms of helium-
oxygen separation, the GBDT shows little to no improve-
ment over the simple Fisher analysis, with similar results
observed for the helium-proton separation, and hence
further highlights the difficulty of separating intermediate
and light mass groups. GBDTs trained and validated on
simulations at the Auger location are not displayed here, as
they show similar results.
For each trained GBDT, the observable importance was

calculated from the purity gained by splitting the observ-
able (i.e. the Gini importance). For all GBDTs trained on
simulations at the IceCube location, the observable yielding
the most purity gain was the high-energy Nμ observable,
followed immediately by either Xmax or the low-energy Nμ

observable depending on the mass of the primary particles
studied and the assumed observable reconstruction uncer-
tainties. For the Auger location, which excludes high-
energy muons, the Gini importance determines the two
most important observables to be Xmax and the low-energy
muon number, where Xmax is most important when observ-
able uncertainties are included and for exact knowledge
proton-iron separation, yet low-energy Nμ is most impor-
tant for the helium-oxygen and helium-proton separations
when exact knowledge of the observables is known.
Table III lists the Gini importance of observables for
proton-iron separation at the IceCube and Auger locations,
both when observables are known exactly or known within
reconstruction uncertainties. Hence, the GBDT analysis
performs equally well (helium-oxygen and helium-proton)
to better (proton-iron) than the Fisher analysis, with consis-
tencies for the most mass sensitive observables between the
analysis methods.

VIII. DISCUSSION

For the IceCube site, the high-energy muon observable
provides the best mass separation for an individual observ-
able; however, for the highest energy air showers studied in
this analysis, the IceCube Xmax observable shows similar or
greater separation power depending on the assumed uncer-
tainty of the observables. The decrease in mass sensitivity
of the high-energy muon observable above an energy
threshold of 1017.7 eV was also observed in Fig. 2, as the
means of the proton and iron distributions for this observ-
able converge towards higher energies. Potentially, at
energies greater than 1017.7 eV, the relative energy fraction
of the primary energy to the muon energy becomes relevant
and allows for 500 GeV muons to be produced at younger
generations within the air shower. This reduction in
separation power of the high-energy muon observable
should be studied in a future analysis.
While several experiments used or plan to use an

electron-muon ratio for mass separation, we find that the
FOM is lower than for the muon observables alone. As all
observables, including the muon numbers, have been
scaled with the size of the electromagnetic component at
the shower maximum, Ne;max, we conclude that there is no
additional benefit in dividing the muon number by the
electron number at ground Ne. This implies experiments
which can access Ne;max or a similar observable via fluore-
scence, air-Cherenkov, or radio detection, may not have an
immediate benefit from measuring the electron-muon ratio
at ground. Combining the electron and muon numbers in a
Fisher linear discriminator shows at least a small improve-
ment for the mass separation compared to the muon
numbers alone, which indicates there are better ways of
combining surface electron and muon observables than the
simple ratio.
Regarding the combination of observables, the simulta-

neous measurement of the muonic component and of Xmax

TABLE III. Gini importance of observables when separating proton and iron primaries with a GBDT at both the
IceCube and Auger locations. Results when observables are known exactly (exact) or within reconstruction
uncertainties (reco) are shown. Importance values are normalized such that their sum is one within a column, where
dots (� � �) represent importance values of less than 0.005. The two observables with the most importance in each
column are shown in bold. The importance values of high-energy muon observables at the Auger location are not
available (N=A) as these observables were not studied at this location.

IceCube p-Fe (exact) IceCube p-Fe (reco) Auger p-Fe (exact) Auger p-Fe (reco)

Xmax 0.01 0.09 0.67 0.79
Ne 0.01 0.01 0.01 � � �
Nμ E > 500 GeV 0.94 0.85 N=A N=A
Re=μ E > 500 GeV � � � � � � N=A N=A
Nμ 800 m 0.04 0.04 0.25 0.16
Re=μ 800 m � � � � � � 0.05 0.02
L � � � 0.01 � � � 0.01
R � � � � � � 0.02 0.02
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enhances the per-event mass sensitivity. At the IceCube
site, the observable combination of high-energy muons and
Xmax contributes most to the proton-iron separation power
within most energy bins. Replacing the high-energy muon
observables with the low-energy surface muon observables
within the 800–850 m annulus results in lower, yet still
promising, proton-iron separation power (at both the
IceCube and Auger sites). Nonetheless, for air-showers
of EeV energies or above, the difference between using
low- or high-energy muons becomes smaller, as the mass
sensitivity of the high-energy muons decreases with
energy. Using Xmax in combination with both high- and
low-energy muon observables increases the proton-iron
separation power, but only fractionally when compared to
having knowledge of only Xmax and high-energy muons.
Currently, IceCube can only reconstruct the low-energy
surface muon observable when averaged over many
events [32], but with future analysis techniques and
detection methods, per-event reconstructions may become
feasible in IceCube-Gen2.
Within this analysis, the previously discussed observ-

ables were used to study the per-event mass separation,
which is important, e.g., to search for mass-dependent
anisotropies and to eventually enable particle astronomy
through a per-event rigidity estimate. A different, yet
also important goal of air-shower experiments is to deter-
mine the average mass composition of incoming primary
cosmic rays. For the mass composition, averaging over
large samples of events can reduce statistical uncertainties.
Thus, the per-event mass sensitivity becomes less impor-
tant, as a lower mass sensitivity can be compensated by
larger statistics. Therefore, for measuring the mass com-
position, systematic uncertainties play a crucial role. This
includes uncertainties in the interpretation of air-shower
observables when determining the absolute values of the
atomic mass numbers. The muon puzzle, a mismatch
between air-shower simulations and muon measurements
observed in several experiments [47,48], is an obvious
indication that such systematic uncertainties exist at least
regarding surface muon observables. Hence, although
muon observables will provide a higher event-by-event
mass separation, experiments aiming at a low systematic
uncertainty for the average mass composition should
include Xmax sensitive detectors.
The lack of improvement from the gradient boosted

decision tree over the Fisher analysis for intermediate and
light mass separation highlights the difficulty of per-event
mass sensitivity going forward. Future studies need to show
whether this is an intrinsic limitation or whether this can be
overcome by more sophisticated, optimized GBDTs or by
more advanced machine learning models, such as neural
networks. The latter could be better suited for this task, yet
these methods pose their own risks, given the mismatch
of different high-energy hadronic interaction models avail-
able today.

IX. CONCLUSION

Knowledge of multiple mass sensitive air-shower ob-
servables was obtained from CORSIKA simulations to study
the event-by-event separation power of proton, helium,
oxygen, and iron primary cosmic rays. Observables studied
include Xmax, the size of the electromagnetic shower
component at Xmax and at ground level, and the muonic
shower component at ground. In addition, the potential
mass sensitivity of the L and R shape parameters, from a
parametrized Gaisser-Hillas fit to the longitudinal shower
profile, was studied. The choice of observables was
motivated by detection methods of both current and
planned air-shower arrays and was studied explicitly for
air-shower simulations at locations of both the IceCube
Neutrino Observatory and the Pierre Auger Observatory.
Promising event-by-event discrimination (FOM > 1.5)

between proton and iron primaries is seen at IceCube and
Auger regardless of the energy or zenith angle ranges
investigated in this analysis, even when including uncer-
tainties. This result holds for both a simple Fisher analysis
and a gradient boosted decision tree, where the latter yields
almost fully separable proton and iron distributions when
exact knowledge of all observables is known. At IceCube,
the individual observable which yields the best proton-iron
mass separation is the high-energy (>500 GeV) muon
number, measurable by the deep in-ice detector array;
however, muons at such high energies cannot be distin-
guished in the underground muon detectors at Auger from
muons of lower energy. Overall, this analysis strengthens
the science case for combining muon and Xmax detection at
cosmic-ray observatories, as this observable combination
proved to be highly mass sensitive. The R observable was
also shown to be highly mass sensitive, especially when
combined with muon or Xmax detection methods. Further-
more, we confirm the special role of protons compared to
nuclei for the L observable [27]. Measuring L with high
precision and high statistics could be an interesting option
to determine the proton-helium fraction in the mass com-
position, but we have shown that L is not suited for event-
by-event mass separation within the studied energy range.
Intermediate mass separation, such as helium-oxygen

and helium-proton, is more difficult. Both the Fisher linear
discriminant and gradient boosted tree analyses presented
in this work yield mediocre mass-separation powers for
intermediate masses, even when combining all investigated
shower observables and when assuming negligible uncer-
tainties. Hyperparamter optimization could improve the
mass separation of the gradient boosted tree analysis, yet is
prone to overfitting the training data. Also, including finer
details of the air showers, such as the azimuthal symmetry
and smoothness of the radio and of the particle footprints,
might further increase the mass separation. These finer
details, while important, require knowledge of air-shower
array spacing, size, and sensitivity on a station level to
determine reasonable reconstruction uncertainties. Hence,
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these observables were not studied here to provide an
analysis of a more general purpose.
In summary, event-by-event separation of protons and

iron nuclei as primary particles seems to be easily feasible
with state-of-the-art techniques for air-shower arrays com-
bining muon and Xmax detectors. However, it is not clear
from our study how well intermediate mass groups can be
separated on an event-by-event basis because improving
experimental resolutions on observables like Xmax or the
muon number are insufficient due to the intrinsic shower-
to-shower fluctuations. Hence, an efficient event-by-event
mass separation (if intrinsically feasible) necessarily
requires the development of better analysis techniques.
That general conclusion holds over the complete range of
studied energies from 10 PeV to over 3 EeVand the studied
zenith angle range from 0° to 60° for both the Auger and
IceCube sites. There are smaller quantitative differences
between both sites in the figures of merit, suggesting that
the same air-shower array instrumentation could yield
minute changes in the per-event mass separation based
on location specific environmental factors (detector height
above sea level, local geomagnetic field, atmospheric
model, etc.). Yet, we expect that our study can serve as
a general guideline for the planning of future cosmic-ray
arrays in the context of which detector combinations and
reconstruction uncertainties are required to achieve mass
separation on a per-event basis. Although more detailed
studies are required for array optimization at a particu-
lar site.
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APPENDIX A: FISHER ANALYSIS RESULTS
FOR ADDITIONAL SIMULATIONS AT AUGER

As discussed in Sec. II, Auger simulations beyond
the energy range studied and with further high-energy
hadronic interaction models are available and described
in [25]. Specifically, Sibyll 2.3c simulations extend up to
energies of 1020.2 eV while simulations were available
from 1016.0–1019.0 eV for both the EPOS-LHC [51] and
QGSJETII-04 [52] high-energy hadronic interaction
models. The Fisher analysis was repeated for the extended
energy range of Sibyll 2.3c and the additional hadronic
interaction models. Observable scaling corrections with
respect to the energy reference, Ne;max, have been recalcu-
lated separately for each hadronic model due to mismatches
for observable predictions between models. The observable
scaling corrections for Sibyll 2.3c simulations have also
been recalculated due to their larger energy range.
Figure 11 shows the proton-iron figure of merit curves

calculated from the Fisher analysis using all studied
observables for these additional Auger simulations. A
zenith angle range of θzen ¼ 40°–60° is shown, where
uncertainties on individual observables remain the same
as the baseline reconstruction uncertainties assumed in
Sec. III C. Proton-iron mass separation curves are generally
consistent between the three hadronic interaction models,
both for individual observables and for combined knowl-
edge of observables, except for the low-energy Nμ observ-
able from the QGSJETII-04 model. The low-energy muon
observable for QGSJETII-04 exhibits a systematically
higher proton-iron mass separation than both the Sibyll
2.3c and EPOS-LHC models, where this difference also
increases the QGSJETII-04 mass separation curves when
combined knowledge of all observables is known.
At energies above approximately 1018.5 eV, all three

hadronic interaction models exhibit a decrease in the
proton-iron mass separation of both the low-energy Nμ

and R observables, while the mass separation of the L
observable increases. Above 1019.7 eV for the Sibyll 2.3c
model, the proton-iron mass sensitivity of the L observable
becomes higher than the low-energy muon observable
when reconstruction uncertainties are included. However,
when studying combinations of observables, the Xmax and
low-energy Nμ combination remains the most mass sensi-
tive. Including the L observable with both Xmax and low-
energy Nμ increases the FOM by approximately 0.01, only.
Hence, while increasingly mass sensitive at the highest
energies, L adds little to no information about per-event
mass separation if knowledge of both Xmax and surface
muons is known. These results for the additional Auger
simulations hold for both the helium-oxygen and helium-
proton separations, where helium-oxygen (helium-proton)
FOMs are about a factor of two (three) less than proton-iron
FOMs. However, for helium-proton separation, L as an
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individual observable does not exhibit an increase in
separation power above 1018.5 eV.

APPENDIX B: COMPARISON BETWEEN THE
USE OF PARAMETRIZED GAISSER-HILLAS
AND SHIFTED GAISSER-HILLAS FITS TO
AIR-SHOWER LONGITUDINAL PROFILES

The L and R observables can also be derived from a
typical Gaisser-Hillas function,

N ¼ Nmax

�
X − X0

Xmax − X0

�Xmax−X0
λ

exp

�
Xmax − X

λ

�
; ðB1Þ

using the definitions of L, R, and X0
0 as defined in Sec. II. In

Eq. (B1), N represents the total number of electromagnetic
particles at slant depth X. X0 and λ are respectively related
to the slant depth of first interaction and effective inter-
action length within the air shower, and thus hold no further
physical significance. Therefore, they are kept as free
parameters in fits to air-shower longitudinal profiles.
Equation (B1) was also fit to all simulated air-shower

longitudinal profiles, where the slant depth values (X) were
shifted by þ100 g cm−2. The shift was performed to
eliminate any potential negative X − X0 values in the
equation, which cause errors in the fits unless large portions
of the longitudinal profile are removed from the simula-
tions. Shifting the slant depths had no impact on fit results
when compared to a nonshifted Gaisser-Hillas fit, other
than an increased total number of profiles for which fits can
be obtained. From the shifted fits, uncertainties in both L
and R were found from error propagating their respective

definitions and the same quality cuts of σXmax
< 5 g cm−2,

σL < 5 g cm−2, and σR < 0.05 were applied, as in Sec. II.
Table IV shows the total percentage of fits which do not
pass these quality cuts for both the shifted Gaisser-Hillas
fit and the parametrized Gaisser-Hillas fit for all primaries
simulated at the location of the IceCube Neutrino
Observatory.
Both the shifted and parametrized Gaisser-Hillas fits to

the air-shower longitudinal profiles yield similar values for
the nominal fit parameters. However, as illustrated in
Table IV, the shifted Gaisser-Hillas fits are less stable.
Therefore, the parametrized function was chosen as the
nominal way to fit longitudinal profiles of air showers for
this analysis. The Auger simulation library shows similar
results, although the total percentage of fits which fail the
quality cuts is less for both fit types. For the parametrized
Gaisser-Hillas fits, there are slightly more iron showers
which fail the quality cuts at Auger. A possible explanation
is the lack of CONEX in the air-shower simulations
at Auger but this was not investigated in the analysis.

FIG. 11. Proton-iron figure of merit plots for Sibyll 2.3c (left), EPOS-LHC (middle), and QGSJETII-04 (right) simulations at the
location of the Pierre Auger Observatory. The energy range of the Fisher analysis was extended corresponding to the simulations
available for each hadronic model.

TABLE IV. Percentage of total profile fits which do not pass the
defined quality cuts for all simulated air showers at the location of
the IceCube Neutrino Observatory. The shifted Gaisser-Hillas
percentages, along with the parametrized Gaisser-Hillas percent-
ages, are shown for each primary.

Primary GH shifted GH parametrized

Proton 19.6% 2.2%
Helium 10.5% 0.9%
Oxygen 3.6% 0.3%
Iron 0.7% 0.1%
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In addition to the quality cuts, X0 and λ are known to be
highly correlated fit parameters [6], making event-by-event
analysis difficult and hence further motivating the use of a
parametrized Gaisser-Hillas fit.

APPENDIX C: CHOICE OF ANNULUS FOR THE
LOW-ENERGY SURFACE MUON OBSERVABLES

As discussed in Sec. III A, annuli of 50 m width were
investigated for the low-energy surface muon observables,
with the farthest annulus ranging from 950–1000 m from
the air-shower axis. A single annulus was determined for
use in the mass sensitivity analysis by using the FOM
metric to maximize proton-iron separation power while
attempting to lessen the ratio of Nμ uncertainty-to-counts.
Due to the distribution of low-energy muons at ground and
the Poissonian statistics of surface particle detectors then
annuli closer to the shower axis will have smaller relative
uncertainties. The FOM curves as a function of air-shower
energy for the muon number within the farthest 10 annuli
from the shower axis are shown in Fig. 12. Uncertainties in
these FOM curves were estimated from a bootstrapping
method, as described in Sec. III C.
The muon number within the farthest annulus exhibits

maximum proton-iron separation power, although there are
only small differences in separation power between this
annulus and other annuli far from the shower axis.
Furthermore, based on IceTop observations, the muon
densities at both 600 m and 800 m from the shower axis

can be reconstructed at the South Pole [32]. Motivated by
all listed factors, the 800–850 m annulus was chosen for
use in the mass sensitivity analysis. The FOM method was
also applied to measure the proton-iron separation power of
the low-energy Nμ observable for separate annuli at the
Auger site. The separation power curves follow a similar
relationship as the curves for the IceCube simulation library
shown in Fig. 12. Therefore, to remain consistent with the
analysis of IceCube simulations, the mass sensitivity of
muon observables in the 800–850 m annulus was inves-
tigated for Auger.

APPENDIX D: PLOTS FOR AIR-SHOWER
OBSERVABLES AT THE AUGER SITE

As mentioned in the body of the paper, the same study of
event-by-event mass separation performed at the site of
IceCube was performed for air showers simulated at the
Pierre Auger Observatory location. A selection of the plots
made for this study at the Auger site are included here for
completeness. Figure 13 shows the two-dimensional con-
tour plot of the L and Xmax air-shower observables at the
Auger location. This same plot for the IceCube location
was already presented in Fig. 6. Figure 14 shows the
proton-iron separation power as a function of air-shower
energy for knowledge of a single observable, with a range
of reconstruction uncertainties, at the Auger location. All
observables studied at the Auger location are included in
the figure. The respective plots for the IceCube location
were presented in Fig. 7.

FIG. 12. Plot of proton-iron mass separation for IceCube
simulated air showers using knowledge of only a low-energy
muon observable within a 50 m width annulus, placed at different
distances to the air-shower axis. This FOM plot only shows the
proton-iron separation power for the 10 annuli farthest from the
air-shower axis.

FIG. 13. Two-dimensional contour plot of the L and Xmax air-
shower observables from Pierre Auger Observatory simulations
of all four primaries studied (proton, helium, oxygen, iron). Both
the L and Xmax observables are corrected with respect to the
energy reference observable.
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