
Correlation functions in stable first-order relativistic hydrodynamics

Navid Abbasi ,1,* Ali Davody,2,† and Sara Tahery 3,‡

1School of Nuclear Science and Technology, Lanzhou University,
222 South Tianshui Road, Lanzhou 730000, China

2SoundHound AI, Inc, 5400 Betsy Ross Drive Santa Clara, California 95054, USA
3Institute of Particle and Nuclear Physics, Henan Normal University, Xinxiang 453007, China

(Received 2 February 2023; accepted 3 January 2024; published 5 February 2024)

First-order relativistic conformal hydrodynamics in a general (hydrodynamic) frame is characterized by
a shear viscosity coefficient and two UV-regulator parameters. Within a certain range of these parameters,
the equilibrium is stable and propagation is causal. In this work we study the correlation functions of
fluctuations in this theory. We first compute hydrodynamic correlation functions in the linear response
regime. Then we use the linear response results to explore the analytical structure of response functions
beyond the linear response. A method is developed to numerically calculate the branch-cut structure from
the well-known Landau equations. We apply our method to the shear channel and find the branch cuts of
a certain response function, without computing the response function itself. We then solve the Landau
equations analytically and find the threshold singularities of the same response function. Using these
results, we achieve the leading singularity in momentum space, by which, we find the long-time tail of the
correlation function. The results turn out to be in complete agreement with the loop calculations in effective
field theory.
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I. INTRODUCTION

It is well known that relativistic hydrodynamics beyond
zeroth order in derivatives can be constructed in various
ways, depending on how the fluid velocity and temperature
are defined when the system is not in equilibrium [1]. Any
particular choice of definition for these out of equilibrium
variables is called a choice of “frame.”1 In the famous
Eckart [2] and Landau-Lifshitz [3] frames, hydrodynamics
exhibits some nonphysical features: the thermal equilib-
rium is unstable [4], and the theory supports the propaga-
tion of superluminal modes [5].
Problems of instability and acausality are associated with

modes outside the range of validity of hydrodynamics, i.e.,
beyond the long wavelength low frequency limit. In other
words, the problem is due to the UV modes. To remedy
this, one way is to introduce extra dynamical degrees of
freedom into hydrodynamics, thereby modifying the

behavior of the theory in the UV. This is actually the idea
of the Israel-Stewart theory [6,7]. Another way to deal with
this problem is to include the second-order derivative
corrections [8–10].2 A more systematic way of dealing
with this problem is to find certain out of equilibrium
definitions for hydrodynamic variables, something other
than those used by Eckart or Landau-Lifshitz. This program
was touched on by [13,14], and built in [15,16]. These
theories ([15,16]) are sometimes referred to as Bemfica-
Disconzi-Noronha-Kovtun (BDNK) in the literature.3

In this work, we study correlation functions in BDNK
theory. We first proceed to calculate the correlation func-
tions in the linear response regime. It is discussed in
Sec. III. We perform calculations separately for the sound
and shear channels. The pole structure of the correlation
function is found to be completely consistent with the linear
excitation spectrum found in [16]. Furthermore, our cal-
culations reveal an important feature of BDNK theory.
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1It does not have to be confused with the concept of Lorentz
frames.

2In practice, causal relativistic hydrodynamics can describe the
evolution of hot QCD matter formed in heavy ion collisions (see
[11,12] for a review).

3The idea of relativistic hydrodynamics in general frames
[16–18] has been extended in several directions, by inclusion of
charge, magnetic field, and spin [19–25], and also has been
compared with other causal and stable frameworks [26–29]. See
also [30], a gauge theory perspective on stable theories of
hydrodynamics. See also [31,32] for more fundamental discus-
sions about stability and causality.
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We find that the special form of the BDNK equation causes
the energy density correlator to develop a range of negative
values. This can happen at any fixed value of momentum
when we take a small frequency limit. However, this does
not happen when we take the small momentum limit at a
fixed frequency.
Apart from some numerical works (including [33,34]),

little is known about BDNK theory in the “nonlinear”
regime. The second part of this work is devoted to study the
nonlinear fluctuations in BDNK theory. The main question
is how the interactions between hydrodynamic modes
affect the late-time behavior of the correlation functions.
In conventional hydrodynamics, this question has a well-
known answer. Nonlinear fluctuations lead to long-time
tails with fractional powers in the real space correlation
function [35,36]. This is actually due to the nonlinearity
that causes branch point singularities in the correlation
function [1,37,38]. In this work, we want to explore what
happens to the long-time tails in BDNK theory.
In a systematic approach, this can be explored within the

framework of the effective field theory of hydrodynamics.
However, we choose a different route here. We use the fact
that the two point correlation function of certain operators
in the nonlinear regime factorize if the distribution of
fluctuations is taken to be Gaussian [36]. In quantum field
theory (QFT), the factorized correlation function is in the
form of a Feynman integral, representing a simple loop
diagram with two lines, i.e., a bubble diagram. We then
follow the famous Landau method to find the singularities
of the Feynman integral. Instead of computing the integral
explicitly, Landau proposed a set of equations, the so-called
“Landau equations,” which are solved to specify the
threshold singularities of the Feynman integral.
Keeping in mind the ideas discussed in the previous

paragraph, we explore the analytic structure of the shear
stress response function in Sec. IV. For some cases in
effective field theory (EFT) of hydrodynamic interactions,
knowing the analytic structure of the hydrodynamic
response functions, including the threshold singularities
as well as the branch-cut structure, is sufficient to find
decay rates or cross sections without performing Feynman
integration in the formal way. This is discussed at the
beginning of Sec. IVB. In Sec. IV B 1, we develop a
method to numerically find the location of branch cuts.
To specify threshold singularities, we derive the associated
Landau equations and solve them analytically in Sec. IV B 2.
We show that our results are in complete agreement with
recent EFT results obtained from explicit loop calculations.
Based on these results, we will calculate the long-time

tail of shear stress correlation function in Sec. IV C.
We find that within the validity range of BDNK theory,
the long-time tail of the shear stress correlation function
in BDNK theory is consistent with the long-time tail of
the shear stress correlation function in conventional
hydrodynamics.

Finally, in Sec. V we end with a review of the results,
mentioning possible applications and discussing some
follow-up directions.
Note: Throughout this paper we will refer to “Landau” in

two contexts:
(1) “Landau-Lifshitz frame” (or Landau-Lifshitz hydro-

dynamics), which refers to some specific way of
defining the fluid four-velocity beyond zeroth order
in the derivative expansion.

(2) “Landau equations/conditions” refer to those
equations that allow finding the singularity of the
Feynman integral without explicitly performing the
integration.

It should be emphasized that the above two items have
nothing to do with each other.

II. FIRST-ORDER STABLE CONFORMAL
HYDRODYNAMICS

In an uncharged conformal fluid, the constitutive rela-
tions in the most general frame are determined by four
dimensionless numbers p̄, π̄, θ̄ and η̄ [16]. Specializing to
D ¼ 4 dimensions, one writes

Tμν ¼ T3

�
p̄T þ π̄

uλ∂λT
T

þ π̄
∂λuλ

3

�
ðημν þ 4uμuνÞ

þ θ̄T3

��
uλ∂λuμ þ

Pμλ
∂λT
T

�
uν þ ðμ ↔ νÞ

�
− η̄T3σμν: ð2:1Þ

Note that p ¼ p̄T4 is the equilibrium pressure and η ¼ η̄T3

is the shear viscosity, both depending on the microscopic
of the fluid. Two new transport coefficients, π ¼ π̄T3 and
θ ¼ θ̄T3 are responsible for regulating the theory in the
UV limit.
The stability and causality of the first-order hydrody-

namics have been discussed extensively in the literature,
over the past few years [15,16,18–22,24,26–29,33,34]. In
the case of conformal fluid in D ¼ 4 dimensions, these
conditions are given by [15]

1 −
3η̄

θ̄
−
η̄

π̄
> 0; π̄ > 4η̄: ð2:2Þ

To satisfy (2.2), it is sufficient to take θ̄ > 4η̄ and
π̄ > 4η̄ [16]. These conditions ensure that in any equilib-
rium state specified by uμ ¼ γð1; v0Þ and T ¼ T0, linear-
ized evolution of (2.1) is always dissipative and in the light
cone. Let us denote that the relativistic hydrodynamics in a
general frame, i.e., (2.1), together with the conditions (2.2)
is usually referred to as the “stable first-order relativistic
hydrodynamics” theory.
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III. CORRELATION FUNCTIONS
IN THE LINEAR REGIME

As mentioned in the Introduction, the focus of this work
is on correlation functions. In this section, we explore
the correlation functions in the linear regime. To this
end, we take Tμν from (2.1) and linearize the hydrody-
namic equations, namely ∂μTμν ¼ 0, around the equilib-
rium state specified by uμ ¼ γð1; v0Þ and T ¼ constant.

The linearized equations then govern the coupled linear
evolution of δv and δT, as follows.
In conventional hydrodynamic treatments, taking

v0 ≠ 0 is especially important to make the instabilities
of the equilibrium manifest [4]. However, in this work,
we restrict our study to the linearized equations when
v0 ¼ 0.
The conservation of energy, ∂μTμt ¼ 0 gives

∂t
δT
T

þ 1

3
∇ · δv þ 1

12p̄T

�
θ̄∇ ·

�
∂tδv þ ∇

δT
T

�
þ 3π̄∂t

�
∂t
δT
T

þ 1

3
∇ · δv

��
¼ 0: ð3:1Þ

The equations of momentum conservation, ∂μTμi ¼ 0, give

∂tδv þ ∇
δT
T

þ 1

4p̄T

�
θ̄∂t

�
∂tδv þ ∇

δT
T

�
þ π̄∇

�
∂t
δT
T

þ 1

3
∇ · δv

�
−
4

3
η̄∇2δv

�
¼ 0: ð3:2Þ

The first two terms in each equation come from Tμν of order
zero, while the terms in brackets are associated with Tμν

of order 1. It is well known, and evident in the above
equations, that the stable theory of hydrodynamics is
constructed in such a way that the zeroth order equations
emerge “with new transport coefficients θ̄ and π̄” at the first
order. If one proceeds to solve the equations perturbatively,
that is, order by order in the derivative expansion, the above
two coefficients will be washed out at the first order simply
because the zeroth order equations are used. However,
this differs from the concept of “stable relativistic hydro-
dynamics,” where the equations must be solved nonper-
turbatively.

A. How to calculate correlation functions?

In the hydrodynamics literature, response functions are
computed within the framework of the linear response
theory [1,39]. To find a general response function such as
GRðt;kÞwe need to solve a differential equation of order 1.
This is because the conventional relativistic hydrodynamic
equations in an uncharged system, the Landau-Lifshitz
equations, are “parabolic.” The result can then be used to
find the correlation function via the fluctuation-dissipation
theorem.
However, in the “general frame” formalism [16], the

hydrodynamic equations are “hyperbolic.” Computing the
response function in this case requires an extension of
the standard method developed in [1,39] to second-order
time-differential equations. Here we choose a different
route; instead of computing the response function, we
choose to compute the correlation function directly. To this
end, we extend the Landau-Lifshitz method of computing
the correlation function [40,41] to relativistic systems. We
can then compute various correlation functions. With them,

one can also use the fluctuation-dissipation theorem to find
the response functions. In this work, however, our focus is
on computing correlation functions. This is what we will do
in the next two subsections.

B. Correlation functions in longitudinal channel

An important aspect of the “stable relativistic hydro-
dynamics” is that it allows us to treat fluid velocity and
temperature as the hydrodynamic variables, employing the
same concepts we know in thermodynamics and similar to
what is done in nonrelativistic fluid dynamics. Then this
suggests that in addition to the correlation functions of
conserved charges (or currents), the correlation function of
hydrodynamic variables, such as hviðt1;x1Þvjðt2;x2Þi, may
also have sensible description. It should be emphasized that
our main physical arguments in this paper will be made
based on the correlation function of conserved densities.
However, as we will explain below, each of the latter
correlators is a linear combination of former ones.
Keeping in mind the above discussion, we first compute

the correlation function of the hydrodynamic variables.
Considering δϕa ¼ ðδTT ; δviÞ≡ ðδTT ; δv⊥; δvkÞ, the correla-
tion function of ϕa and ϕb is defined as

hδϕaδϕbiωk ¼
Z þ∞

−∞
dt
Z

d3xeiωte−ik·x

× hδϕaðt;xÞδϕbð0; 0Þi: ð3:3Þ

We also find it useful to define dimensionless quantities as

w ¼ η̄

p̄
ω

T
; q ¼ η̄

p̄
k
T
; πη ¼

π̄

η̄
; θη ¼

θ̄

η̄
: ð3:4Þ
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As mentioned before, we extend the method developed in [40,41] to compute various correlation function hδϕaδϕbiwq

relativistic systems. Details can be found in Appendix A. For example, we find that4

�
δvk

δT
T

�
wq

¼ 3η̄

4p̄2T4

1

Dðw; qÞ iq
�
i πη w − 4

	

4 − iðθη þ πηÞw

�
þ 3η̄

4p̄2T4

1

D�ðw; qÞ ð−iqÞ
�
−i θη w − 4

	

4þ iðθη þ πηÞw

�
;�

δT
T

δvk
�

wq
¼ 3η̄

4p̄2T4

1

Dðw; qÞ iq
�
i θη w − 4

	

4 − iðθη þ πηÞw

�
þ 3η̄

4p̄2T4

1

D�ðw; qÞ ð−iqÞ
�
−i πη w − 4

	

4þ iðθη þ πηÞw

��
: ð3:5Þ

As one would expect: �
δvk

δT
T

�
wq

¼
�
δT
T

δvk
�

−w;−q
. ð3:6Þ

Now let us move on to calculating the energy density correlation function, namelyGTttTtt
ðw; qÞ ¼ hTttTttiwq. Using (2.1),

one writes

GTttTtt
ðw; qÞ ¼ p̄2T8

�
9ðπ2ηw2 þ 16Þ

�
δT
T

δT
T

�
wq

þ π2ηqiqjhδviδvjiwq

− 3πηqj

�
ðπηwþ 4iÞ

�
δT
T

δvj

�
wq

þ ðπηw − 4iÞ
�
δvj

δT
T

�
wq

��
: ð3:7Þ

Then by using the corresponding correlation functions of the hydrodynamic variables (Appendix A), we find

GTtt;Ttt
¼ −6η̄T4q2

jDLðw; qÞj2
�þðπη − 4Þπ2ηθ2ηq6 þ 96ðπ2η − 4πη þ 8Þθηq4 þ 2304ðπη − 4Þq2

þ 3w2ð−2304πη þ πηθηð4θ2η − 3ðπη − 4Þπηθη − 8ðπη − 2ÞπηÞq4
þ 48ð−2ðπη − 2Þπηθη þ ðπη − 4Þθ2η þ ðπη − 8Þπ2ηÞq2Þ
þ 9w4ð4π3ηθηq2 þ πηθ

2
ηðπηð3πη − 4Þq2 − 48Þ − 4π3ηðπηq2 þ 12ÞÞ − 27w6π3ηθ

2
η


; ð3:8Þ

with

DLðw;qÞ¼ 9πηθηw4þ36iðθηþπηÞw3−6ðπηðθηþ2Þq2þ24Þw2−12iðθηþπηþ4Þq2wþððπη−4Þθηq2þ48Þq2: ð3:9Þ

Solving DLðw; qÞ ¼ 0 gives the spectrum of modes associated with the longitudinal channel. This has been discussed in
detail in [16]. However, we illustrate the pole structure of correlation functions associated with the sound channel in Fig. 2.
As is seen, the correlation function develops a range of negative values in unstable frames. The situation shown in the
figure is for q ¼ 1.5. The smaller the value of q2, the narrower the range of negative values around w ¼ 0. Close to w ¼ 0
we have

4Similar to (3.5), one can easily compute hδTT δT
T iwq and hδvzδvziwq. More details can be found in Appendix A. Note that in this

Appendix we take δvk ≡ δvz.
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lim
w→0

GTttTtt
ðw; qÞ ¼ −

6η̄T4ðπ2ηθηq2 þ 48ðπη − 4ÞÞ
θηðπη − 4Þq2 þ 48

: ð3:10Þ

As is clearly seen, in a stable frame (θη; πη > 4),5 (3.10) is
negative for any value of q2.6 Of course, although GTttTtt

has such a negative value interval, it does not mean that the
correlation function of a Hermitian operator can become
negative, but that the relativistic hydrodynamics in the
general frame has special features that lead to this result.
Below, we explain what exactly these features are.
We can track this negativity by looking at (3.8). At small

w the first line is dominant; in a stable frame, the largest
negative contribution to GTttTtt

at small q then comes from
the last term: ∼ð−6η̄T4q2Þ × 2304ðπη − 4Þ. The latter itself,
is coming from hδTT δT

T iwq in (3.7). This temperature corre-
lator is calculated in Appendix A. There it is clearly seen
that the expression ðπη − 4Þ arises because the coefficient
of q2 in the second line of (B2) has the same factor. This is
precisely because the coefficient of ∇2δv in the momentum
conservation equation (3.2) also has this factor.
We see that the specific form of the BDNK equations

used to solve the causality and stability problems leads
to the behavior observed in Fig. 1. More precisely, not
imposing the first derivative on shell condition, i.e. the
vanishing of the underlined expressions inside the brackets
in (3.1) and (3.2), is necessary to ensure the stability of the
equilibrium; however, according to the discussion in the
previous paragraph, there is also another result: it will cause
the energy density correlation function to be negative at the

small frequency limit.7 Interestingly, this feature does not
appear in the small momentum limit when the frequency is
held fixed.
Now, let us study the analytic structure of the correlation

functions. This can be done by finding the roots of
DLðw;wÞ ¼ 0 [see (3.9)]. The corresponding pole struc-
ture is shown in Fig. 2. As shown on the right panel of the
figure, there are eight pole singularities in the complex w
plane at any particular value of q (indicated by a specific
color). Four of them located in the lower half plane
correspond to retarded correlators, while four located in
the upper half plane correspond to advanced correlators.
The momentum range in which the BDNK spectrum is
consistent with conventional relativistic hydrodynamics
(shown in the left figure) is identified by the dashed circle
in the right panel. We find that for θη ¼ 4 this is given by
q≲ 0.5. We see that from the four modes of the BDNK
spectrum in the lower half plane two of the modes lie
outside this range, in agreement with [16].

C. Correlation functions in transverse channel

Among various correlation functions associated with this
channel, we choose to explicitly express GTti⊥Tti⊥ ðw; qÞ ¼
hTti⊥Tti⊥iwq, i ¼ x, y. To this end, we first use the energy
momentum tensor at linear order and write

GTti⊥Ttj⊥
ðw; qÞ ¼ δijp̄2T8



θ2ηw2 þ 16

�hδvi⊥δvj⊥iwq:

ð3:11Þ

Note that we have set the equilibrium fluid velocity to
be uμ ¼ ð1; 0Þ. Then by utilizing the correlation function
of the transverse components of the velocity, found in
Appendix A, we arrive at

GTti⊥ ;Ttj⊥
¼ δij

2η̄T4q2

jDTðw; qÞj2 ðθ
2
ηw2 þ 16Þ; ð3:12Þ

where DT is the spectral function of the transverse (shear)
channel:

DTðw; qÞ ¼ θηw2 þ 4iw − q2: ð3:13Þ

Solving DTðw; qÞ ¼ 0 gives the spectrum of modes asso-
ciated with the transverse (shear) channel. This has been
discussed in detail in [16]. However, we illustrate the pole
structure of correlation functions associated with this
channel in Fig. 3. In conventional hydrodynamics, there

FIG. 1. Energy density correlation function in the Landau-
Lifshitz frame (red), in an unstable frame (green), and in a stable
frame (blue).

5The sufficient conditions for stability and causality, discussed
earlier, take a simpler form when expressed in terms of dimen-
sionless coefficients: πη > 4 and θη > 4.

6However, for unstable frames (θη ¼ πη < 4), this negative
range may disappear depending on how small q is.

7Note that if we impose on shell conditions on Eqs. (3.1)
and (3.2), the two coefficients θ̄ and η̄ will be washed out of the
equations. Therefore, we end up with the familiar equations in the
Landau-Lifshitz frame. This is equivalent to taking θη ¼ πη ¼ 0

in (3.10); obviously, limw→0 GTttTtt
ðw; qÞ ¼ 24η̄T4, which is a

positive number.
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is only one shear mode above and below the complex w
plane, whereas in BDNK theory there is an additional mode
for each half plane.8 The latter is due to the inclusion of the
UV regulator θη in the theory.

IV. CORRELATION FUNCTIONS BEYOND
THE LINEAR REGIME

Hydrodynamics is essentially a nonlinear theory. Non-
linearities manifest as the interactions between hydrody-
namic modes. A systematic approach for accounting for

these interactions is to construct a hydrodynamic effective
field theory [43–46]. Then from this EFT, the corrected
correlation function can be found [37], showing a large
renormalization of the transport coefficients [47] as well as
the long-time tails [36].
These effects can also be explained by some general

hydrodynamic statements [48]. Let us recall that hydro-
dynamic variables are macroscopically averaged values of
densities over regions of size b, where b ≫ lmic. Typically,
the microscopic length scale lmic is of order of the corre-
lation length: lmic ∼ ξ. In other words, a hydrodynamic
fluctuation, such as δv, can be regarded as averaging over
ðb=ξÞ3 independent correlation volumes. According to the

FIG. 3. Correlation functions poles comparison between conventional relativistic hydrodynamics and BDNK theory (for θη ¼ 4) in
shear channel. Each colorful trajectory starting in red and ending in purple illustrates change in one single mode when q varies from 0
to 2. Lower half plane modes corresponds to poles of retarded Green’s functions in shear channel, while the upper half plane modes
corresponds to the poles of advanced Green’s functions. Conventional hydro Green’s functions have only one single shear modes in
lower half plane while BDNK theory Green’s functions have one more extra modes associated with the inclusion of the transport
coefficient θ̄.

FIG. 2. Correlation functions poles comparison between conventional relativistic hydrodynamics and BDNK theory (for
θη ¼ πη ¼ 4) in sound channel. Each colorful trajectory starting in red and ending in purple illustrates change in one single mode
when q varies from 0 to 2. Lower half plane modes correspond to poles of retarded Green’s functions in sound channel, while the upper
half plane modes correspond to the poles of advanced Green’s functions. Conventional hydro Green’s functions have only two sound
modes in lower half plane while BDNK theory Green’s functions have two extra modes associated with the inclusion of two parameters
θ̄ and π̄. Note that to make comparison easier, we show a low-opacity version of the left panel plot on the right plot. The dashed circle
shows the momentum range where the BDNK spectrum is simply consistent with the conventional relativistic hydrodynamics spectrum,
i.e. q ≲ 0.5 when θη ¼ 4.

8This is in agreement with [16].
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central limit theorem, the distribution of such average will
approach a Gaussian as ðb=ξÞ3 ≫ 1. The distribution is
Gaussian, the non-Gaussian contribution is suppressed
by an additional factor of ðb=ξÞ−3, and knowledge of the
two-point function at the level of the linear response is
sufficient to find correlation functions beyond the linear
response [36].
Following the above logic, we would like to investigate

in this section the analytic structure of a certain correlation
function beyond the linear response regime. This includes
specifying the threshold singularity and branch-cut struc-
ture of the associated response function. We emphasize that
we do not construct an effective field theory for this, but
simply use the assumption that the fluctuation distribution
is Gaussian.

A. Correlation function of the shear stress

To reduce technical complexity, we restrict the analysis
to the correlation function of the shear stress, GTxyTxy

¼
hTxyTxyi. The reason for this selection is as follows. At
linear order, the shear stress Txy vanishes; it just starts to
contribute in quadratic order:

Txy ¼ 4p̄T4δvxδvy; ð4:1Þ

so the correlation function GTxyTxy
¼ hTxyTxyi is given by

(n.l. stands for nonlinear)

Gðn:l:Þ
TxyTxy

ðt;xÞ ¼ w2hδvxðt;xÞδvyðt;xÞδvxð0; 0Þδvyð0; 0Þi;
ð4:2Þ

with w ¼ 4p̄T4. Since the distribution of fluctuations is
assumed to be Gaussian, the above correlation can be
factorized as

Gðn:l:Þ
TxyTxy

ðω;kÞ ¼ w2

Z
dω0

2π

Z
d3k0

ð2πÞ3Gδvxδvxðω0;k0Þ

× Gδvyδvyðω − ω0;k − k0Þ: ð4:3Þ

The two correlation functions in the integrand are those
already calculated in the linear response regime. It is now
clear why we chose to use shear stress: this is actually a
special case, and to study it the only information about the
linear response we need is the correlation function of
velocity in the “transverse channel” (see Appendix B).

Taking p ¼ ðω;kÞ, the integrand can be written as 
GðþÞ

δvxδvx
ðp0Þ|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

①

þ GðþÞ
δvxδvx

ð−p0Þ|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
②

!

×

 
GðþÞ

δvyδvy
ðp − p0Þ|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
③

þGðþÞ
δvyδvy

ð−pþ p0Þ|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
④

!
; ð4:4Þ

where (þ) represents the one-sided Fourier transformation
(see Appendix A for details). Of the four possible multi-
plicative terms, ① × ④ and ② × ③ do not contribute to the
integral. The reason is simply that, for each of them, all pole
singularities lie in only half of the complex ω0 plane, either
in the upper half or in the lower half. Regarding
the remaining two terms, ② × ④ only contributes to the

upper half plane structure of Gðn:l:Þ
TxyTxy

ðpÞ, the advanced

Green’s function. And finally this is the ① × ③ term which

contributes to the lower half plane structure of Gðn:l:Þ
TxyTxy

ðpÞ.
Therefore, to find the analytic structure of the “response
function” of Txy, i.e., GR

TxyTxy
, it is sufficient to consider the

following integral:

w̄2

Z
dω0

2π

Z
d3k0

ð2πÞ3G
ðþÞ
δvxδvx

ðω0;k0ÞGðþÞ
δvyδvy

ðω−ω0;k−k0Þ

∼
Z

dw0

2π

Z
d3q0

ð2πÞ3
N ðw0Þ

DTðw0;q0Þ
N ðw−w0Þ

DTðw−w0;q− q0Þ : ð4:5Þ

The expression DT in the denominator is the spectral
function of the transverse channel that we already found
in the linear response regime [see (3.13)],

DTðw; qÞ ¼ 0Þ ¼ θηw2 þ 4iw − q2 ¼ 0;

and it encodes the dispersion relations of the two gapped
modes associated with this channel:

w1;2 ¼ −
i
θη

�
2 ∓

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 − θηq2

q 	
: ð4:6Þ

Note that we are considering fluctuations on top of an
equilibrium state with uμ ¼ ð1; 0Þ.
Needless to say, the integral (4.5) is a kind of one-loop

integral that we usually deal with in quantum field theory:
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It is convenient to use Feynman parameters to re-
write (4.5) as

Iðw; qÞ ¼
Z

dw0

2π

Z
d3q0

ð2πÞ3
Z

1

0

dα1

Z
1

0

dα2δðα1 þ α2 − 1Þ

×
N ðw0ÞNðw −w0Þ

½α1DTðw0; q0Þ þ α2DTðw −w0; q − q0Þ�2 :

ð4:7Þ

Then based on general complex analysis arguments, it is
possible to discuss the analytic properties of Iðw; qÞ,
without performing the frequency/momentum integral.
This is basically the idea proposed by Landau in the
famous paper [49]. Here, our goal is to use the Landau
conditions/equations derived in [49] to find poles and
branch cuts of Iðw; qÞ in (4.7), which are actually the
singularities of GR

TxyTxy
as well.

B. Analytic structure of response functions from
“Landau conditions/equations”

A physical question is why we should be interested in
specifying the analytic structure of the response functions,
while we do not have access to their explicit expressions.
This can be discussed in the context of quantum field
theory. In QFT, the discontinuity of the general scattering
amplitude M can be found by using the Cutkosky
algorithm [50].9 This is done by letting all internal lines
in a Feynman diagram go on shell. Knowledge of threshold
singularities and branch cuts is required at this point to
perform the final Feynman integration.10 From this, ImM
can be calculated. This might then be used to find some
specific decay rate or cross section via an “optical theo-
rem.” These processes can be performed in any order in
perturbation theory [50].
Our motivation for studying the analytic structure of

the hydrodynamic response function is actually based on
the discussion in the previous paragraph. In the context of
hydrodynamics, QFT processes can be important in a
variety of situations. In particular, scattering of phonon
and vortex excitations is extensively discussed in the
literature [51,52]. What we will do in the next two
subsections is to bring some QFT methods into the context
of stable first-order relativistic hydrodynamics for the first
time and explore the analytic structures. These methods are
not only useful in the case of BDNK theory, but also
simplify loop calculations in EFT of hydrodynamics.
We first develop field-theoretic methods to specify the

branch-cut structure of the shear stress response function,

GR
TxyTxy

, in Sec. IV B 1. The threshold singularity of GR
TxyTxy

can be found by applying the Landau condition to Iðw; qÞ
(see Appendix C for a brief review). This is what will be
done in Sec. IV B 2. We leave the use of the results of the
QFT processes to future work.

1. Branch cuts from on shell conditions

In the case of the Feynman integral (4.5) all of the
kinematic dependence is encoded in the integrand. The
branch cuts of such an integral are uniquely specified
by where the integrand is singular on the integration
contour [53]. The latter is equivalent to requiring

DTðw0; q0Þ ¼ 0; DTðw −w0; q� q0Þ ¼ 0: ð4:8Þ

These are actually on shell conditions coming from the

denominator of (4.5). Note that we have used
R d3q0

ð2πÞ3 ¼
1

ð2πÞ2
R
q02dq0

R
1
−1 d cos θ

0 and performed the integration over

θ0, which is the angle between vectors q and q0. Let us recall
that the only momentum dependence in (3.13) is a q2

term. Thus DTðw −w0; q� q0Þ depends on θ through
q2 þ q02 − 2qq0 cos θ. Among other things, integration over
θ gives a factor of

ln


DTðw −w0; q2 þ q02 − 2qq0 cos θÞ����cos θ¼1

cos θ¼−1
: ð4:9Þ

Singularity caused by this factor is what has been given in
the second equation in (4.8).
Our goal in this section is to solve the conditions (4.8).

Let us assume that the entire solution is identified by the
following equation:

sðw; qÞ ¼ 0: ð4:10Þ

For a given q, this equation represents a set of points in the
complexw plane: the set Sq. In the following, we introduce
a method to solve (4.8), not for the function s, but directly
for the set Sq.
Clearly, the two equations in (4.8) are the on shell

conditions for the two lines of the loop when the internal
momenta are parallel (cos θ ¼ �1). This simply means that
for a given external ðw; qÞ, each line of the loop carries one
of the two modes (4.6), in q0jjq conditions. We then
conclude that the set Sq must be given by

Sq ¼ ⋃
q0jjq

⋃
i;j∈ f1;2g

fwiðq0Þ þwjðq − q0Þg: ð4:11Þ

To make things simpler, we take the external momentum
directed in one specific direction: q ¼ ð0; 0; qÞ. Then by
reparametrizing the momenta in the loop as

9Note that Iðw; qÞ above is similar to M, although there
is not any asymptotic state in the shear channel to define scat-
tering amplitude [51].

10A threshold singularity is the branch point of the scattering
amplitude M. See Appendix C for more details.
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Equation (4.11) takes the following form:

Sq¼ ⋃
q0≥0

⋃
i;j∈f1;2g

�
wi

�
q
2
þq0

�
þwj

�
q
2
−q0

��
: ð4:12Þ

Regarding the evaluation of Sq above, some comments are
in order:
(1) We perform the evaluation of Sq in four separate

parts, Sij
q ; i; j∈ f1; 2g, corresponding to the various

values the pair ði; jÞ may take.
(2) At a given q, for each part, e.g., ði; jÞ ¼ ð1; 1Þ, we

calculate wiðq2 þ q0Þ þwjðq2 − q0Þ in a large number
of non-negative values of q0.

(3) It turns out that for a particular ði; jÞ, the points
wiðq2 þ q0Þ þwjðq2 − q0Þ form a curve with two cusp
points in the complex w plane.

(4) Depending on ði; jÞ, the points corresponding to
wiðq2 þ q0Þ þwjðq2 − q0Þ are accumulated around
those associated with either q0 ¼ 0 or q0 → ∞.

As we will see below, the last two comments above point
to the branch-cut and branch point singularities of I
(or equivalently GR

TxyTxy
), respectively.

Specializing to θη ¼ 16 in (4.6), we have shown the four
parts of Sq, for q ¼ 0.5, in Fig. 4. In each panel, the
four comments below (4.12) can be clearly seen. Each
colored trajectory starts in purple at q0 ¼ 0 and ends in
dark red at q0 ¼ 1.5. We have checked that by taking
large values of q0, no significant features are added to
these plots.
The set of the four parts of Sq depicted in Fig. 4 have

been shown in the top left panel of Fig. 5. This figure
actually shows the entire branch-cut structure of GR

TxyTxy
, as

the complete solution to (4.8). As it is seen, four branch
points have been induced: wij∶ i; j ¼ 1; 2. Each of these
points actually corresponds to producing a pair of on shell
excitations w ¼ wiðqÞ and w ¼ wjðqÞ, in the loop. We
show the latter in the next subsection by solving the Landau
loop equations analytically.
In the same regard, more recently, Ref. [42] announced

some analytical results on the structure of branch cuts in the

FIG. 4. Illustration of the Sij
q ’s at q ¼ ð0; 0; q ¼ 0.5Þ in the lower half of the complex frequency plane. In each panel, we have shown

values of wiðq2 þ q0Þ þwjðq2 − q0Þ for 150 different q0 values between 0 ≤ q0 < 1.5.
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theory of “UV-regulated nonlinear diffusion.” The on shell
condition in this theory is given by

τ2ω2 þ iτω − q2 ¼ 0; ð4:13Þ

where τ is the relaxation time. A comparison between this
equation and the on shell condition in our present case,
namely (3.13), shows that the two cases will be the same if
one takes

θη ¼ 16 in this paper vs τ ¼ 4 : ð4:14Þ

The (top) left panel of Fig. 5 has been already produced for
the value of θη mentioned in (4.14). In the (top) right panel
of Fig. 5, we have shown the branch-cut structure of the
response function in Ref. [42], at τ ¼ 4, and for the same
value of q taken in the left panel. Note that this reference
shows the result in dimensionless frequency w ¼ τω.
Therefore, for comparing it with the left panel, all numbers
on both of its axes must be divided by 4. Doing so, we
find that the two panels are in perfect agreement with
each other.
By increasing the value of q, w11 and w22 move closer

to each other and collide at q ¼ 1. As the second case to

illustrate, we have considered q ¼ 1.25. Repeating the
procedure used at q ¼ 0.5, we solve Eq. (4.8) numerically,
by use of (4.12). The four Sij

q are shown in Fig. 6. The
entire branch-cut structure and threshold singularities are
given in the bottom left panel of Fig. 5. Again, we see that
the results are exactly in line with the most recent results of
Ref. [42] in the theory of UV-regulated nonlinear diffusion,
shown in the bottom right panel.
Let us emphasize that the left and right panels of Fig. 5

have been found through two different methods; the left
figures were obtained by developing a new numerical
method to solve the on shell equations. However, the right
panel results are the result of explicit loop calculations in
Ref. [42]. The branch-cut structure shown in the left panel
of Fig. 5 is the central result of this section.

2. Solving Landau equations

The on shell conditions (4.8) identify where singularities
can occur in the integrand. However, it is not sufficient for
these singularities to develop in the full integral because we
can deform the integral contour in a way that avoids these
singularities. The singularity of the integrand will be the
singularity of the integral, i.e., a branch point, if it cannot be
avoided by doing any contour deformation. One way to

FIG. 5. Left panel: branch-cut structure ofGR
TxyTxy

, found from solving the on shell equations. Four branch point singularitiesw11,w22,
w12, and w12 correspond to the four parts of Sq, shown in Fig. 4. Right panel: branch-cut structure of GR

nn, found from explicit loop
calculations. The right panel plots are taken from [42].
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obtain these points is to have the integration contour
be pinched between the singularities of the integrand.
Such points are called “pinch singularities” (see the
Appendix C 1 for details).
Landau developed a method of finding pinched singular-

ities (among other singularities) of the integrand in pertur-
bation quantum field theory [49]. To briefly see how, let us
rewrite the denominator of the integrand in (4.7) as

f2 ≡ �α1Dðw0; q0Þ þ α2Dðw −w0; q − q0Þ2: ð4:15Þ

We can always make a transformation in the variablesw0 and
q0 to eliminate the terms linear with respect to the integral
variables: w0 ≡w0ðw00Þ and q0 ≡ q0ðq00Þ where w0 (and q0)
differs from w00 (and q00) by a constant. It is easy to find the
explicit form of the transformation; however, we only need
the final form of f:

f ¼ φðw; q; αiÞ þ Kðw002; q002; αiÞ; ð4:16Þ

where

φðw; q; αiÞ ¼
4ðα21 þ α22Þ
θηðα1 þ α2Þ

þ α1α2
θηðα1 þ α2Þ

×


θ2ηw2 þ 8iθηw − θηq2 − 8

� ð4:17Þ

Kðw002; q002Þ ¼ ðα1 þ α2Þ


θηw002 − q002

�
: ð4:18Þ

We can make another change of variable q00 → iq̃00 to make
K positive definite:

K


w002; q002; ; αi

� ¼ ðα1 þ α2Þτw002 þ q̃002: ð4:19Þ

Now if φ > 0 for all values of αi, performing w00- and
q̃00-integration does not develop any singularity. On the other
hand if for some values of αi we have φ < 0, the integral
becomes complex. In this case, for a given momentum q, the
nearest singularity of integral corresponds to values of wðqÞ
where φ vanishes for some particular values of αi and is
positive at all other values of αi. In other words by treating φ
as being a function of αi, the singularities correspond to the
vanishing of φðαiÞ at its minimum point11:

φðαiÞ ¼ 0;
∂φðαiÞ
∂αi

¼ 0: ð4:20Þ

To simplify the second condition above, let us denote that
from (4.16) it is clear that

FIG. 6. Illustration of the Sij
q ’s at q ¼ ð0; 0; q ¼ 1.25Þ in the lower half of the complex frequency plane. In each panel, we have shown

values of wiðq2 þ q0Þ þwjðq2 − q0Þ for 150 different q0 values between 0 ≤ q0 < 1.5.

11If the singularities in the complex region are meant, any
extremum of function φ should be considered [49].
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φðαiÞ ¼ f
���

∂f
∂w00¼0; ∂f

∂q00¼0
: ð4:21Þ

Sincew0 (and q0) differs fromw00 (and q00) by a constant, the
two conditions in (4.21) can also be written as

∂f
∂w0 ¼ 0;

∂f
∂q0

¼ 0 : ð4:22Þ

Therefore φðαiÞ is the same as f when the above additional
conditions are imposed. Thus instead of differentiating φ in
the second equation in (4.20), we can differentiate f with
respect to αi and then impose the two conditions above.
We arrive at

∂φðαiÞ
∂αi

¼ ∂f
∂αi

¼ 0: ð4:23Þ

Applying this to (4.15), we get the two on shell conditions

Dðw0; q0Þ ¼ 0; Dðw −w0; q − q0Þ ¼ 0 : ð4:24Þ

Equations (4.22) and (4.24) are the Landau conditions/
equations for the BDNK theory, at 1-loop order.
Equation (4.22) are also called “Landau loop equations.”
In the Appendix C 1, we review the original equations
derived by Landau for the scalar field theory. Compared to
the on shell condition in the original derivation of Landau
[see (C3)], here our on shell condition is not a covariant
equation [see (3.13)].
Before solving the Landau equation, let us express that

any point ðw; qÞ satisfying (4.22) and (4.24) is indeed
a pinched singularity of the integrand. We need to remem-
ber that when two curves are tangent, their normal vectors
at the point of intersection are parallel. In other words,
a linear combination of normal vectors vanishes. The
Eq. (4.22) are very similar to this case; they can be
written as

α1
∂Dðw0; q0Þ

∂w0 þ α2
∂Dðw −w0; q − q0Þ

∂w0 ¼ 0

α1
∂Dðw0; q0Þ

∂q0
þ α2

∂Dðw −w0; q − q0Þ
∂q0

¼ 0: ð4:25Þ

We see that the gradient of on shell conditions (with respect
to loop momentum and frequency) is linearly dependent.
This shows that solving (4.24) and (4.25) is equivalent to
finding pinch singularities of the integrand on the integra-
tion contour.

Let us now proceed to solve the Landau loop equations:

∂f
∂w0 ¼ 0 → w0 ¼ α2

α1 þ α2
wþ α2 − α1

α2 þ α1

2i
θη

;

∂f
∂q0

¼ 0 → q0 ¼ α2
α1 þ α2

q: ð4:26Þ

Substituting the above two expressions into the on shell
conditions, we arrive at

∂f
∂α1

¼ 0 → 0 ¼ 4 −
α21

ðα1 þ α2Þ2


θηq2 þ ð4 − iθηwÞ2�;

ð4:27aÞ

∂f
∂α2

¼ 0 → 0 ¼ 4 −
α22

ðα1 þ α2Þ2


θηq2 þ ð4 − iθηwÞ2�:

ð4:27bÞ
Now we perform the integration over α2, which replaces α2
with 1 − α1. We also omit the subscript of α1. From (4.27a),
we find the solution for α, i.e., α�, as

α� ¼ 2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
θηq2 þ ð4 − iθηwÞ2

q : ð4:28Þ

According to Ref. [49], the above α� may be associated
with the threshold singularity of the response function.
Substituting this value into the second on shell condition
(4.27b), we arrive at

−16− θηq2 þ 8iθηwþ θ2ηw2 þ 4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
θηq2 þ ð4− iθηwÞ2

q
¼ 0:

ð4:29Þ

This equation12 has four roots:

w ¼ −
i
θη

�
4�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16 − θηq2

q 	
; ð4:30aÞ

w ¼ −
4i
θη

� jqj
ffiffiffiffiffi
1

θη

s
: ð4:30bÞ

It is easy to check that the two roots identified by (4.30a)
correspond to the threshold singularities w11 and w22 in
Fig. 5, while the roots given by (4.30b) correspond to w12

and w21 in the same figure. Note that the wij’s shown in
Fig. 5 were all found numerically; now, here we see that
they can be expressed by two explicit analytic formu-
las (4.30a) and (4.30b).

12This kind of equation that constrains the external momenta
and frequencies to obey the Landau equations is called the
“Landau curve” [54].
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Let us now evaluate (4.28) at (4.30a) and (4.30b). One
finds

α1 ¼ α2 ≡ α�
��
at ð4.30aÞ ¼

1

2
ð4:31aÞ

α1 ¼ 1 − α2 ≡ α�
��
at ð4.30bÞ → þ∞: ð4:31bÞ

This simply tells us thatw11 andw22 are normal thresholds,
i.e., 0 < α� < 1 [53], while w12 and w21 are second-type
singularities, because α� is infinite [54] (see Appendix C
for more details on these two types of singularities).
Let us summarize. We first numerically specified the

branch-cut structure of the shear stress response function,
based on the formula (4.12). The results are given in the left
panel of Fig. 5. Then to find the threshold singularities
shown in the figure, i.e., wi;j∶ i; j∈ f1; 2g, we analytically
solved the well-known Landau equations. The four thresh-
old singularities found in (4.30a) and (4.30b), and the
branch-cut structure of Fig. 5 are exactly consistent with
the results of the loop calculations in Ref. [42].
As discussed at the beginning of Sec. IV B, knowledge

of the analytic structure is useful for discovering disconti-
nuities in scattering amplitudes in field theory. The latter
can then be used to find some specific decay rates or cross
sections. These field theory quantities are also calculated in
EFTof hydrodynamics [51,52]. However, to the best of our
knowledge, so far, no work has used the analytic structure
discussed in our paper to find such quantities in the context
of hydrodynamics. Our work is actually a first step in this
direction. We leave the explicit field theory calculations to
future work.

C. Long-time tails

In previous sections we elaborated on the analytic
structure of GR

TxyTxy
ðω;kÞ. The result is simple. In the

linear regime it is analytic in the entire lower half complex
ω plane except for the location of two simple poles (4.6).
However, we showed that nonlinear effects significantly
affect this behavior. For example in the small q2 ∝ k2 limit,
GR

TxyTxy
ðω;kÞ found the complicated analytic structure

illustrated in the top panel of Fig. 5.
Our main goal in this section is to investigate the effect of

nonlinearities, in particular the analytic structure shown in
Fig. 5, on the late-time behavior of GR

TxyTxy
ðt;kÞ defined as

the following:

GR
TxyTxy

ðt;kÞ ¼
Z

dω
2π

GR
TxyTxy

ðω;kÞe−iωt: ð4:32Þ

We aim to do this without explicitly evaluating the above
Fourier integral. The reason is simply that we do not access
the closed form of GR

TxyTxy
ðω;kÞ; we only have some

information about its analytic properties. However we will

show that this information is sufficient to find the behavior
of GR

TxyTxy
ðt;kÞ at late times.

To proceed, let us mention a few comments which will
guide us to track the path.
(1) Nonlinear effects cause long-time tails in correlation

functions. This behavior is directly related to the
presence of singularities in the momentum space
correlation functions [36].

(2) In BDNK theory, the shear stress correlation func-
tion has four branch point singularities (see top panel
of Fig. 5). One would expect at late times, i.e., times
larger than any specific timescale of the theory, the
branch point w11 to give the dominant contribution.
It can be simply understood by looking at e−iωt in the
integrand; this factor is exponentially decaying in
the vicinity of each of the branch points. Clearly, the
decay associated with w12, w21 and w22 is much
faster than that of w11. This justifies why at late
times, we only need to consider the leading order
singularity at w11.

(3) How to find the leading order singularity around a
branch point? This question has also been answered
by Landau in [49] (see the next subsection).

Thus, what we are going to do is to first introduce Landau’s
method of finding leading singularity of the integral in
the vicinity of a branch point. Then we will apply it to
GR

TxyTxy
ðω;kÞ of the BDNK theory near the branch point

w11. Finally, we will evaluate (4.32) to find the long-
time tail.

1. Nature of singularities

Let us assume that the extremum value of φðw; q; αiÞ
in (4.16) is φðw; q; α�Þ. It was shown by Landau that the
leading singularity of the integral is then given by [49]

∼constant · ðφðw; q; α�ÞÞ12m−n; ð4:33Þ

where m is the number of independent integrations and n
is the number of internal lines in the corresponding
Feynman integral. In Appendix C 2, we have evaluated
m in d-dimension in terms of n and V (V is the number
vertices in the diagram). For the simple bubble diagram
corresponding to (4.7), clearly n ¼ 2 and m ¼ 4þ 1. In
the latter, 4 refers to integration over w and q, while 1
corresponds to integration over one single independent α.
As a result, near the threshold specified by the solution of
Landau equations, the integral corresponding to the bubble
diagram behaves as13

GR
TxyTxy

ðw;qÞ≡Iðw;qÞ∼ constant ·


φðw;q;α�Þ�12: ð4:34Þ

13The constant in front of (4.34) can be found by using the
discussion given in the end of Section 1.5 in [55].
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In next subsection we will evaluate this expression in
BDNK theory and then use the result to find the long-time
tail behavior of the GR

TxyTxy
ðt;kÞ.

2. Long-time tails in BDNK theory

The expression of φðw; q; αÞ for the shear stress in
BDNK theory was already found in (4.17). However, as
discussed before, Iðw; qÞ has four branch point singular-
ities wij∶ i; j∈ f1; 2g. The value of α� corresponding
to w11 is 1=2 [see (4.31a) and (4.31b)]. Using the latter,
we find

φðω;k;α� ¼ 1=2Þ ¼ ωþ i
η

2w
k2 − i

θ

2w
ω2: ð4:35Þ

Note that we have used (3.4) to return all quantities to their
dimensionful versions (w ¼ 4p). From now on, we will
represent the results in terms of dimensionful quantities.
Let us emphasize that α� ¼ 1=2 corresponds to ω22 as

well. In other words, setting φðω;k;α� ¼1=2Þ¼0 in (4.35)
gives the two branch points ω11 and ω22. But we only need
to find the leading singularity near ω11. For this reason,
we change the variable as ω ¼ ω11 þ iω̄, and expand
φðω;k; α� ¼ 1=2Þ about ω̄ ¼ 0 to the first nonvanishing
order. We find

φðω̄;k; α� ¼ 1=2Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − θη

�
k
w

�
2

s
ω̄þOðω̄2Þ: ð4:36Þ

This through (4.34) specifies the leading singularity of the
GR

TxyTxy
ðω;kÞ near ω11. Substituting into (4.32), we then

arrive at14

GR
TxyTxy

ðt;kÞ ∼ w2

η3=2

�
1 − θη

�
k
w

�
2
�1

4

e−i


1−

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1−θηðkwÞ2

p �
w
θt

×
Z

−i∞þiω11

þi∞þiω11

idω̄
2π

ffiffiffiffi
ω̄

p
eωt: ð4:37Þ

The integration contour for this integral has been shown
in black in the right panel of Fig. 7. We deform the contour
across the branch cut of

ffiffiffiffi
ω̄

p
(blue in figure). Then we find

GR
TxyTxy

ðt;kÞ ∼ i
w2

η3=2

�
1 − θη

�
k
w

�
2
�1

4

e−


1−

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1−θηðkwÞ2

p �
w
θt

×
Z

0

−∞

dω̄
2π

Disc
ffiffiffiffi
ω̄

p
eωt; ð4:38Þ

where DiscfðzÞ ¼ limϵ→0 fðzþ iϵÞ − fðz − iϵÞ. Perfor-
ming the above integral we find

GR
TxyTxy

ðt;kÞ ∼ w1=2

�
1 − θη

�
k
w

�
2
�1

4 e−


1−

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1−θηðkwÞ2

p �
w
θt

ðγηtÞ3=2
;

ð4:39Þ

with γη ¼ η=w. This is the central result of this subsection;
it can only be used to describe the decay of correlation
function at times larger than the “diffusion time.” As
mentioned earlier, the rate of transverse momentum dif-
fusion is given by the expression in front of t in the
exponential, that we call it ΓD. Then the diffusion time is
defined as

tD ≡ Γ−1
D ¼

" 
1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − θη

�
k
w

�
2

s !
w
θ

#−1
: ð4:40Þ

FIG. 7. Left panel: the dominant part of the analytic structure of GRðω;kÞ at late times. Right panel: changing the integral variable

from ω to ω̄ and contour deformation. Note that iω11 ¼ ð1 −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − θη k2

w2

q
Þ wθ is real valued.

14The prefactor w2

η3=2
in (4.37) has two parts; w2 comes from (4.5)

while 1=η3=2 comes from the “constant” sitting in front of (4.34).
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It is worth emphasizing that in the conventional hydro-
dynamics, θ ¼ 0. In this case (4.39) becomes

GR
TxyTxy

ðt;kÞ ∼ w1=2 e
−1
2
γηk2t

ðγηtÞ3=2
: ð4:41Þ

As one expects, there is a tail with fractional power together
with an exponentially decaying factor [56]. The decay of
the exponential factor is controlled by 1

2
γηk2 which is

familiar from conventional hydro [56]. In another familiar
limit, we can reproduce the well-known result of [36] at
zero momentum:

GR
TxyTxy

ðt;k ¼ 0Þ ∼ w1=2

ðγηtÞ3=2
: ð4:42Þ

This is the same as Eq. (42) in the mentioned reference.
In order to gain more insight about the difference

between BDNK theory and conventional hydrodynamics,
we proceed with illustrating behavior of GR

TxyTxy
ðt;kÞ for

both cases in Fig. 8. In order to explain how we have
chosen the values of k in the figure, let us recall the
dispersion relations in the linear regime (4.6). As men-
tioned around Fig. 2, for θη ¼ 4, the range of validity of
BDNK theory is q≲ 0.5. In terms of dimensionful quan-
tities, it is written as [see (3.4)]

k
T
≲ 1

8

�
η

s

�
−1
: ð4:43Þ

Motivated by the value of η=s frequently used for quark
gluon plasma, we set ηs ¼ 1

4π. Then (4.43) simply tells us that
we can use momenta within the range k

T ≲ π
2
. For illustrative

purposes, we have taken two different values for k
T, one

from this range and another from outside of this range:
k
T ¼ 0.5 and 3. The corresponding diffusion times can be
found from (4.40). It turns out that for BDNK theory
tDT ≈ 100, 2.62, respectively. For conventional hydro, with
θ ¼ 0, the corresponding values are found to be very close
to these values. So we take the same values of tD, namely
tDT ≈ 100, 2.62, for the two corresponding conventional
hydro cases. Then for each choice of k, we show the decay
of correlation function within the range t≳ tD.
As is seen in the figure,
(1) At a small value of k

T, the BDNK results are
indistinguishable from the long-time tail caused
by nonlinear effects in conventional hydrodynamics.
Although the same result for the linear effects at
small momentum could be predicted, the current
result shows that at small momenta, even non-
linearities are not sensitive to UV physics. This
can also be checked by taking the small momentum
limit in (4.39)

lim
k=T→0

GR
TxyTxy

ðt;kÞ ∼ w1=2 e
−1
2
γηk2t

ðγηtÞ3=2
: ð4:44Þ

The result is the same as if θ were zero [see (4.41)].
We see that θ vanishes from the nonlinear results
corresponding to the small momentum limit.

(2) At momenta outside the range of validity of BDNK
theory, the effect of UV regulator is significant. As
shown in the right panel of the figure, the decay of
correlation function in BDNK theory decays more
slowly than the correlation function in conventional
hydrodynamics. This is of course due to the action of
the UV regulator θ, which weakens diffusion of the

FIG. 8. Long-time tail comparison between BDNK and the conventional first-order relativistic hydrodynamics for θ
s ¼ 4η

s ¼ 1
π.

Both panels have been illustrated for times larger than the diffusion time of the transverse momentum, i.e., t≳ tD. Left panel: for
relatively small momenta, nonlinear effects in BDNK theory are consistent with the same effects in the conventional hydro. Right panel:
at large momentum, the nonlinear effects in BDNK theory lead to slower decay of the response function than those in
conventional hydro.
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transverse momentum. It can be simply understood by comparing ω11 within two theories:

Conventional hydro∶ ω11 ¼ −
i
2

η

w
k2 ð4:45Þ

BDNK∶ ω11 ¼ −i

 
1 −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 − θη

�
k
w

�
2

s !
w
θ
: ð4:46Þ

We see that θ pushes ω11 in (4.45) away from the real axis
in the lower half complex ω plane. It should be noted that
this is just a mathematical result; the BDNK theory is not
supposed to give reliable results at large momenta.15

V. DISCUSSION AND OUTLOOK

This work focuses on correlation functions in BDNK
theory, especially in conformal systems. The first part of
this work focuses on the derivation of momentum space
correlation functions in the sound and shear channels. The
pole structure of the correlation functions is analyzed and
found to be consistent with the spectrum discovered by
studying the linearized BDNK equations in [16]. Our
calculations also reveal this feature of the theory that the
correlation function of the energy density develops a range
of negative values. It should be noted that this feature is not
the case in the small momentum limit, where we expect the
theory to be consistent with conventional hydrodynamics.
In order to gain insight about nonlinear fluctuations in

the theory we borrowed some methods from field theory to
find the structure of the correlation function outside the
linear response regime. By developing a numerical method
for solving the on shell conditions, we discovered the
branch-cut structure of the shear stress response function.
We also solved the Landau equations analytically to find
the threshold singularities of the same response function.
To the best of our knowledge, this is the first time these
ideas have been introduced and applied in a hydrodynamics
framework. It would be interesting to extend this analysis to
the sound channel, where one would hope to see a richer
structure of correlation functions.
To understand how the branch point singularities dis-

covered above affect the real-space correlation function, we
then investigated the late-time behavior of the stress tensor
correlation function. We calculated the long-time tail of this
correlation function. Consistent with conventional hydro-
dynamics [36], we found a tail with the fractional power
∼t−3=2 with an exponential decay factor. Although the tail
∼t−3=2 does not exhibit any specific characteristics of
BDNK theory, the exponential decay factor depends on
the parameter θ of BDNK theory. However, it turns out that
in the small momentum limit the U regulator θ vanishes
from the exponential decay factor; in other words, the U

regulator does not affect the late-time hydrodynamic
evolution. It would be interesting to study the late-time
behavior of the correlation functions in nonequilibrium
settings [57–61].
Regarding the correlation functions in the nonlinear

regime, it would be very interesting to construct an effective
field theory corresponding to the stable first-order hydro-
dynamics. In this way, interactions between hydrodynamic
modes can be considered systematically. Some initial steps
in this direction have recently been taken in Ref. [42]. The
theory of UV-regulated nonlinear diffusion constructed in
Ref. [42] can be regarded as the effective field theory of
transverse channel velocity fluctuations. A more general
treatment requires including fluctuations of the temperature
as well as the longitudinal component of the fluid velocity.
We hope we turn to this issue in the future. In a more
systematic way, using the EFT ideas developed in [62], it
would be interesting to construct the Schwinger-Keldysh
EFT associated with the BDNK theory. See [63,64] for
related recent works.
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APPENDIX A: EQUILIBRIUM FLUCTUATIONS

The problem of finding the mean value of quantities in
equilibrium can be studied via finding the probability
distribution of their deviations from the associated mean
values [40]. In the simplest setting, quantities of interest are
energy density and momentum density. What we need then
is to exploit a fundamental property of entropy: the
probability of finding a subsystem at energy density E
and momentum density P is given in terms of the total
entropy of the system together with the medium, St, and
also with its change in fluctuations:

wðE;PiÞ ∼ eSt ∼ eΔSt ∼ e−
R
x
R=T; ðA1Þ15We thank Pavel Kovtun for discussion on this point.
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where R ¼ ΔE − v · ΔP − TΔS, with v and T being the
equilibrium (mean) values of the velocity and the temper-
ature of the system.ΔE,ΔP, andΔS are the fluctuations of
energy density, momentum density and the entropy density.
Expanding the latter to second order in terms of the former
two ones, and using the fact that first derivatives vanish in
equilibrium, we find

R
T

¼ 1

2

�
−δ
�
1

T

�
ΔE þ δ

�
v
T

�
· ΔP

�
; ðA2Þ

where δ and Δ indicate the fluctuation in source and the
fluctuation in energy/momentum density, respectively. For
a fluid at rest, ΔE ¼ cVδT and ΔP ¼ wδv. Therefore (A2)
becomes

R
T

¼ 1

2

�
cV
T2

ðδTÞ2 þ w
T
ðδvÞ2

�
: ðA3Þ

From this one can immediately read the thermal fluctua-
tions in the system. As it is explicitly expressed in Ref. [40],
“calculation of correlation functions of fluctuations in a
fluid at rest calls for no special study: these are described
as the usual thermal fluctuations.” Therefore in a fluid at
rest, we find the “equal-time” correlation functions as the
following [41]16:

hδTðx1ÞδTðx2Þi ¼
T2

cV
δ3ðx1 − x2Þ ðA4aÞ

hδviðx1Þδvjðx2Þi ¼ δij
T
w
δ3ðx1 − x2Þ; ðA4bÞ

hδTðx1Þδvjðx2Þi ¼ 0: ðA4cÞ

To gain a deeper understanding of the above correlation
functions, let us review the discussion at the beginning of
Sec. IV. We assume that the macroscopic fields change on a
scale of order L. Since the system is at rest, L must be
infinite; however, for future purposes, we treat it as finite
but very large compared to b, i.e. the hydrodynamic cell
size: L ≫ b. The length b must also be much larger than
the microscopic length scale 1=T: b ≫ 1=T. Therefore, we
have [48]

lmic ∼
1

T
≪ b ≪ L: ðA5Þ

The above separation of scales clearly shows the “physical”
meaning of the equal-time correlation functions in (A4a)
and (A4b): whereas mathematically they are represented
by the Dirac delta function, which is expected to be zero for
any jx1 − x2j ≠ 0, they are just zero for jx1 − x2j≳ b.
When the two points are close enough and located within a
hydro cell, i.e. jx1 − x2j≲ b, the two correlation functions
take constant values over the entire cell. See the blue
function in the left panel of Fig. 9. In the limit b → 0,
the mathematical results given by (A4a) and (A4b) are
recovered.
Before concluding this subsection, we would like to

emphasize that δTðxÞ and δviðxÞ determine the fluctuations
in temperature and velocity near equilibrium. However,
as discussed in the Introduction, these quantities are
not well defined in nonequilibrium conditions. One might
think of choosing different definitions for them, similar to
the choice of frames in hydrodynamics. This may affect
the results presented in (A4a)–(A4c), and ultimately the

FIG. 9. Illustration of equal-time correlation function of the temperature fluctuations (in one dimension). Left: position space; Right:
momentum space. Here b shows the size of the hydrodynamic cell, and Λ ¼ 1=b is the UV cutoff of the hydrodynamic theory. In the
limit, b → 0, the blue functions in left and right become δðxÞ and 1, respectively. This corresponds to (A4a). The green curves in left and
right correspond to (A8a) and (A9a), respectively.

16We would like to thank Lorenzo Gavassino for discussions
on these equations. According to our private correspondence, he
and his collaborators are preparing a work that is an improved
version of the entire discussion in this section. This way, they will
be able to mathematically circumvent the features observed in
Fig. 1. See also the discussion about “information current” in
Ref. [65] and the excellent discussion in Sec. II of Ref. [64].
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hydrodynamic correlation functions in the next sub-
section.17 Below, we will elaborate on this in detail.
Let us investigate the behavior of equal-time correla-

tion functions under a general change in the definition of
out of equilibrium temperature and velocity, caused by
first-order derivative corrections. We consider the following
transformation:

δT
T

→
δT
T

þ a1
T
∇ · δv

δv → δv þ a2
T
∇
�
δT
T

�
; ðA6Þ

where a1 and a2 are two dimensionless parameters.
Considering (A5), the derivative terms in (A6) are of order
1=LT ≪ 1.
Applying transformations (A6) to (A3), R takes the

following form in momentum space:

Z
x

R
T

¼
Z
k

1

2

��
cV
T2

þ a22w
T5

k2

�
δTkδT−k

þ
�
w
T
þ a21cV

T2
k2

�
δvk · δv−k

�
; ðA7Þ

from which we find

hδTkδT−ki ¼
T2

cV

1

1þ
�

a2
2
w

cVT3

	
k2

; ðA8aÞ

hδvikδvj−ki ¼ δij
T
w

1

1þ
�
a2
1
cV

wT

	
k2

; ðA8bÞ

hδTkδv
j
−ki ¼ 0: ðA8cÞ

In order to express the above result in a form similar to
(A4a) and (A4b), we now proceed to find the inverse
Fourier transform. We find:

hδTðx1ÞδTðx2Þi ¼
T2

cV

1

4πξ22

1

jx1 − x2j
e−jx1−x2j=ξ2 ; ðA9aÞ

hδviðx1Þδvjðx2Þi ¼ δij
T
w

1

4πξ21

1

jx1 −x2j
e−jx1−x2j=ξ1 ; ðA9bÞ

hδTðx1Þδvjðx2Þi ¼ 0; ðA9cÞ

where ξ1 and ξ2 are two microscopic length scales
defined as

ξ1 ¼ a1

�
cV
wT

�
1=2

; ξ2 ¼ a2

�
w

cVT3

�
1=2

: ðA10Þ

Note that the transformation (A6) keeps the correlation
functions diagonal; i.e. the cross-correlator hδTδvji still
vanishes.
In conformal fluids, ξ1;2 ∼

a1;2
T . Therefore, as it is shown

in the left panel of Fig. 9, for finite nonzero values of a1
and a2

18

(1) The exponential factors in (A9a) and (A9b) are of
order e−jx1−x2jT and vanish at distances jx1 − x2j≳ b,
consistent with (A4a) and (A4b) [41].

(2) At shorter distances, i.e. jx1 − x2j≲ b, which is
actually beyond the regime of validity of hydro,
e−jx1−x2jT is nonvanishing, but is not constant.

We see that applying the transformations (A6) regulates the
equilibrium correlation functions at distances smaller than
the hydro cell size; the Dirac delta functions in (A4a)
and (A4b) (taken as constant values within a cell) transform
to (A9a) and (A9b) that are actually exponentially decaying
functions within the cell.19 It would be interesting to
investigate the effect of this regularization of equilibrium
correlation functions on the hydrodynamic correlation
functions.

APPENDIX B: HYDRODYNAMIC
FLUCTUATIONS

Now let us move on to study the “different-time”
correlation functions hδϕaðt;xÞδϕbð0; 0Þi. It is easy to
show that

hδϕaδϕbiωk ¼ hδϕaδϕbiðþÞ
ωk þ hδϕbδϕaiðþÞ

−ω−k; ðB1Þ

where hδϕaδϕbiðþÞ
ωk is a one-sided Fourier transformation of

hδϕaðt;xÞδϕbð0; 0Þi, defined as (3.3), but with the time
integral taken from 0 toþ∞ [40,41]. The strategy is to find
equations between one-sided Fourier transforms and then
to calculate correlation functions by use of (B1).
We also take the momentum to be directed in the z

direction q ¼ ð0; 0; qÞ. This then allows us to calculate the
correlation functions in two channels. In the longitudinal
(sound) channel, the correlation functions of δT=T and
δvk ≡ δvz are involved. In the transverse (shear) channel,
only hδv⊥δv⊥i needs to be computed.

1. Longitudinal channel

Multiplying the two equations (3.1) and the z component
of (3.2) by δTð0; 0Þ from the right side, and averaging over

17We would like to thank the anonymous referee for pointing
this out. Our following calculations and discussions are based on
the referee recommendation given by (A6).

18It is easy to check that in the limit a1, a2 → 0, (A9a) and
(A9b) reduce to (A4a) and (A4b).

19We would like to thank Lorenzo Gavassino for privately
sharing his results containing an equation similar to (A9a).
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the local equilibrium, we find the equations of one-sided Fourier transformations as the following:�
−iw −

1

12



θηq2 þ 3πηw2

���δT
T

δT
T

�ðþÞ
þ
�
iq
3
þ 1

12
ðθη þ πηÞqw

��
δvz

δT
T

�ðþÞ
¼ η̄ð4 − iπηwÞ

48p̄2T4�
−iwþ 1

3
q2 −

1

12



πηq2 þ 3θηw2

���
δvz

δT
T

�ðþÞ
þ
�
iqþ 1

4
ðθη þ πηÞqw

��
δT
T

δT
T

�ðþÞ
¼ 0: ðB2Þ

Note that the right side of the first equation above is the consequence of using (A4a). When multiplying (3.1) and the z
component of (3.2) by δvzð0; 0Þ, and repeating the above process, we arrive at�

−iw −
1

12



θηq2 þ 3πηw2

���δT
T

δvz

�ðþÞ
þ
�
iq
3
þ 1

12
ðθη þ πηÞqw

�
hδvzδvziðþÞ ¼ 0�

−iwþ 1

3
q2 −

1

12



πηq2 þ 3θηw2

��hδvzδvziðþÞ þ
�
iqþ 1

4
ðθη þ πηÞqw

��
δT
T

δvz

�ðþÞ
¼ η̄ð4 − iθηwÞ

16p̄2T4
: ðB3Þ

From these equations we find�
δT
T

δT
T

�ðþÞ
¼ η̄

4p̄2T4

1

DLðw; qÞ ðiπηw − 4Þ
ðπη − 4Þq2 þ 12iwþ 3θηw2
� ðB4aÞ

�
δvz

δT
T

�ðþÞ
¼ 3η̄

4p̄2T4

1

DLðw; qÞ
iqðiπηw − 4Þ
4 − iðθη þ πηÞw

� ðB4bÞ
�
δT
T

δvz

�ðþÞ
¼ 3η̄

4p̄2T4

1

DLðw; qÞ iqðiθηw − 4Þ
4 − iðθη þ πηÞw
� ðB4cÞ

hδvzδvziðþÞ ¼ 3η̄

4p̄2T4

1

DLðw; qÞ
ðiθηw − 4Þðθηq2 þ 12iwþ 3πηw2Þ ðB4dÞ

with

DLðw; qÞ ¼ 9πηθηw4 þ 36iðθη þ πηÞw3 − 6ðπηðθη þ 2Þq2 þ 24Þw2

− 12iðθη þ πη þ 4Þq2wþ 
ðπη − 4Þθηq2 þ 48
�
q2: ðB5Þ

Then it is easy to calculate the correlation functions by
using (B1). We do not represent those expressions here
explicitly.

2. Transverse channel

Owing to the rotational symmetry in the transverse
plane, we only need to consider the x component of (3.2).
Multiplying by δvxð0; 0Þ, the one-sided Fourier transfor-
mation of hδvxðt;xÞδvxð0; 0Þi is found to be

hδviδviiðþÞ ¼ iη̄
4p̄2T4

4iγ þwþ γ2ðθη − 1Þw
DTðw; qÞ

i ¼ x; y;

ðB6Þ

where DT is given in the main text. Again, it is easy to
calculate hδviδvii by using (B1).

APPENDIX C: LANDAU EQUATIONS

In this appendix we briefly review how to use the Landau
equations to find the singularities of a Feynman diagram.

1. Threshold singularities

Let us suppose an arbitrary Feynman diagram (in the
scalar theory) is represented by the following integral:

IðpÞ ¼
Z

d4k
ð2πÞ4

d4l
ð2πÞ4 � � �

B
A1A2 � � �

; ðC1Þ

where Ai ¼ q2i þm2 and qi is the four-momentum corre-
sponding to the given line in the diagram. In addition, B is a
polynomial of the four-vectors qi. Using the well-known
“Feynman parameters” method, one may write
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1

A1A2 � � �An
¼ ðn − 1Þ!

Z
1

0

Z
1

0

� � �
Z

1

0

dα1dα2 � � � dαnδðα1 þ α2 þ � � � þ αn − 1Þ
ðα1A1 þ α2A2 þ � � � αnAnÞn

: ðC2Þ

Landau argues that the singularities of the integral (C1)20 are
actually a solution to the following equations/conditions [49]:
(1) For each propagator i ¼ 1;…; n:

q2i þm2 ¼ 0 or αi ¼ 0: ðC3Þ

(2) For each loop momentum integration variable kj:

∂

∂kj

X
i

αiðq2i þm2Þ ¼ 0: ðC4Þ

These conditions are referred to as the “Landau equations”
or “Landau conditions.” The first condition, (C3), is simply
the on shell condition for the internal momenta. These on
shell conditions identify where singularities can occur in
the integrand in a Feynman integral, which is a necessary
but not a sufficient condition for a singularity to develop in
the full integral [53]. The second one, given by (C4), is
called the “Landau loop equation.” We explain it below.
To understand (C4), let us denote that the singularity of

the integrand will be the singularity of the integral if it
cannot be avoided by doing any contour deformation. One
way to achieve this is that, by changing the external
momentum, the singularity of the integrand reaches the
endpoint of the integration; the latter is called “end-point
singularity” which is actually quite easy to identify.
Another possibility is that, for a given set of external
momenta, the contour of integration is pinched between
singularities of the integrand at some real value of the loop
momentum. Remember when two curves are tangent, their
normal vectors at the point of intersection are parallel.
Similarly, there will be a contour pinch when the gradients
of the on shell conditions (with respect to the independent
loop momenta) are linearly dependent. The latter singu-
larity is called “pinch singularity” [53,55].21

It should be noted that solutions to the Landau equations
that require some Feynman parameters αi to be either
negative or complex do not correspond to singularities of
IðpÞ that can be accessed with real on shell external
momenta [53]. The latter momenta define the physical
region. On the other hand, when IðpÞ is multivalued, one
can be in the physical region on different Riemann sheets:
(1) The entire set of complex points accessible through

the analytic continuation of the physical region
defines the physical sheet. Singularities associated
with positive Feynman parameters (αi > 0) are on

the physical sheet and are called normal threshold
singularities.

(2) Singularities associated with negative or complex
values of the Feynman parameters are not on the
physical sheet and are called pseudothreshold sin-
gularities.

The above singularities are all called first-type Landau
singularities. As we saw, for this class of singularities the
notion of threshold in the space of external variables is well-
defined. The Landau equations however can also describe
singularities at infinite loop momenta. Remember the fourth
comment below (4.12). We saw that the two singularities
w12 and w21 were of this type. Sometimes they are referred
to as second-type singularities [55].

2. Nature of singularities

Let us combine (C1) and (C2):

IðpÞ ¼ ðn − 1Þ!
Z

ddk
ð2πÞd

ddl
ð2πÞd � � �

Z
1

0

Z
1

0

� � �

×
Z

1

0

dα1 � � � dαnδðα1 þ � � � þ αn − 1Þ
fn

; ðC5Þ

where f ¼ α1A1 þ � � � αnAn. Let us call the solutions to the
Landau-loop equations α�. Landau argues that leading
singularity of IðpÞ is given by

∼ðfðp; α�ÞÞ12m−n; ðC6Þ

where m is the number of independent integrations in IðpÞ
and n is the number of internal lines in the Feynman
diagram.
(1) The number of momentum integration in d dimen-

sion is dν where ν is the number of independent
contour. Clearly, ν ¼ n − V þ 1 with V being the
number of vertices in the diagram. Thus the number
of momentum integration in the d dimension
is dðn − V þ 1Þ.

(2) There are n − 1 of α integrations.
Therefore, m, the total number of independent integrations
is given by

m ¼ dðn − V þ 1Þ þ ðn − 1Þ: ðC7Þ

Instead of the number of contours, it is more convenient
to represent it in terms of the number of vertices V. It then
reads as

∼ðfðp; α�ÞÞd−12 ðnþ1Þ−d
2
V: ðC8Þ

20These singularities include both normal (discussed in this
paper) and anomalous thresholds. For anomalous thresholds
see [66,67].

21See also [68,69].
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