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Probing gluon distributions with D° production at the EicC
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The Electron-Ion Collider in China (EicC) has been proposed to study the inner structure of matter and
fundamental laws of strong interactions. In this paper, we will present a conceptual design of the tracking

system based on the state-of-art silicon detector and micropattern gaseous detector at the EicC and

demonstrate that it will enable us to reconstruct charm hadron with good significance, hence study gluonic

parton distribution functions in nucleons and nuclei, as well as gluon helicity distributions. The impact

study using reweighting techniques shows that the impact of the EicC will be mainly in the large x region. It

complements similar physics programs at the Electron-Ion Collider at Brookhaven National Laboratory.

DOI: 10.1103/PhysRevD.109.034021

I. INTRODUCTION

Understanding the visible world we are living in is of
fundamental importance to modern sciences. The building
blocks of visible matter, nuclei, and nucleons, are in turn
composed of quarks and gluons bound together by a strong
force. The underlying theory describing the strong inter-
actions between quarks and gluons is quantum chromody-
namics (QCD). To gain a deeper insight into the inner
structure of nucleons, an Electron-ion collider in China
(EicC) has been proposed [1]. It will provide highly
polarized electrons and protons with a variable center-of-
mass (c.m.) energies ranging from 15 to 20 GeV and with a
luminosity of (2 —4) x 10} cm™2 - s~!. A series of unpo-
larized ion beams ranging from Carbon to Uranium will
also be available at the EicC.
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The EicC will explore a wide range of physics topics: the
spin structure of nucleons, the partonic structure of nuclei,
the parton interaction with the nuclear environment, and
exotic states, especially those with heavy flavor quark
contents. In order to achieve such broad physics goals,
a hermetical detector system will be constructed with
cutting-edge technologies. In this paper, we discuss the
requirements for charged-particle tracking and describe a
conceptual design of a tracking system based on state-of-
the-art silicon pixel detectors coupled with micropattern
gaseous detectors (MPGD). Based on the high precision of
the vertexing and momentum resolution for the tracking
system, a feasibility study with quantitative estimations on
the measurements of D°/D° production at the EicC is
presented. Measurements of charm hadron production in
deep-inelastic scattering (DIS) can provide constraints
on the gluon distributions as the relevant unpolarized/
polarized charm structure functions provide direct access
to the respective gluon distributions from the leading order,
through the photon-gluon fusion (PGF) process.

© 2024 American Physical Society
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These constraints can complement the extraction of
gluon distributions via QCD evolution or higher-order
corrections in fully inclusive DIS. Similar studies have
already been performed for the Electron-Ion Collider (EIC)
at Brookhaven National Laboratory [2-5]. Our study here
shows that the EicC can make a significant impact on the
unpolarized or polarized gluon distributions of nucleons
and nuclei through charm hadron production in the large-x
region (x > 0.1), which is complementary to the studies
at the EIC.

The rest of the paper is organized as follows: Sec. II
describes the proposed tracking system as well as its
performance and Sec. III presents the physics goals and
simulation studies on the determination of gluon distribu-
tions with D°/D° production in the DIS process. It contains
both unpolarized gluon distribution studies with unpolarized
e + p and e + Au collisions and polarized gluon distribution
study with longitudinally polarized e 4 p collisions. In
Sec. IV we summarize our conclusions.

II. A TRACKING DETECTOR CONCEPTUAL
DESIGN AT THE EicC

A. Requirements

In the EicC baseline design, an electron beam energy
is 3.5 GeV, and proton beam energy of 20 GeV, resulting
in a c.m. energy of 16.7 GeV and a total inelastic cross-
section of 20.8 ub. The luminosity is expected to be L =
4 x 10% cm™ s~! with an interaction rate of 83.2 kHz. The
PYTHIA [6] simulation shows the final state particles are
concentrated near pseudorapidity # = 1, with a particle
density rate of dN/dndt = 8 x 10%/s.

Among the final state particles, the scattered electrons
provide crucial information to most of the physics pro-
grams, in particular those focusing on the processes of DIS,
semi-inclusive deep inelastic scatterings (SIDIS), deeply
virtual Compton scattering (DVCS), and so on. For the DIS
process, the track multiplicity and event rate as a function
of pseudorapidity are shown in Fig. 1. It is noticed that with
increasing Qz, the scattered electrons are less boosted to
negative pseudorapidity. For physics requiring Q° larger
than 1 GeV? (such as SIDIS or DVCS), a detector coverage
of n > —2is sufficient for the scattered electron. In addition
to scattered electrons, the other final state particles are also
important and have been studied. The number of final state
pions is about 1-2 orders of magnitude larger than those of
kaons and anti-protons. The momenta of hadrons in other
regions are also investigated. At a pseudorapidity smaller
than 1, the momenta of final state hadrons are expected
to be smaller than 6 GeV, while at large pseudorapidity
region (n > 2), the final state hadrons have momenta up to
15 GeV. Thus, the detection and particle identification
(PID) of the final state hadrons needs to be considered at
various pseudorapidity regions.
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FIG. 1. Track multiplicity and event rate as a function of
pseudorapidity.

As a high luminosity machine, EicC could reduce the
statistical uncertainty down to a few percent for many
measurements, such as longitudinal spin structure study [7]
and transverse momentum dependent parton distribution
function studies [8,9], etc. To cope with the small statistical
uncertainty, we need a matching systematic uncertainty,
which requires a good detector. For example, a tracking
detector with a momentum resolution of a few percent is
necessary. A momentum resolution of 1% for the central
coverage and 2% for small angles are marked according to
the experiences from similar experiments. For the first
version of the conceptual design, we divide the EicC
detector into the central detector and the forward (back-
ward) detector. The central detector consists of the barrel
part and two end caps, and it will be constructed inside a
solenoid. In this paper, we focus on the central detector.

B. The magnetic field

The magnetic field, which is provided by a super-
conducting solenoid, plays an essential role in momentum
measurement for the charged tracks. The superconducting
solenoid has a maximum field strength of 1.5 T with an
inner bore radius of 1.5 m and a coil length of 3.0 m.
A stronger magnetic field certainly is beneficial for the
momentum resolution, meanwhile, it also decreases the
tracking efficiency for the low momentum track due to
the larger bending capability. This effect is particularly
relevant for studies involving the transverse momentum-
dependent parton distribution functions [8]. From the
PYTHIA simulation, the transverse momentum of the
majority of the track is less than 2 GeV, therefore, a field
strength of 1.5 T is at the balance point between the
momentum resolution and tracking efficiency. The 2D map
of the field is also calculated as shown in Fig. 2. And it is
sufficient to provide the barrel tracking with a uniform
high-field region, while also containing the PID devices
and the electromagnetic calorimeter (ECal).
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FIG. 2. The calculated Bz of EicC solenoid (in Tesla). The
black lines show the detector schematic.

C. Choice of technology

The EicC is designed to probe the structure of nucleons
in the coming decades. To satisfy the requirements of EicC
physics programs, it is our ambition to incorporate the most
sophisticated detector technologies available to enhance the
accuracy of our physical measurements. We investigated
various tracking technologies and detector designs. Our
investigation encompassed all-silicon tracking systems that
leverage the capabilities of monolithic active pixel sensors
(MAPS), as well as a hybrid approach that integrates
both MAPS and micropattern gaseous detectors (MPGD).
The hybrid design emerged as the superior choice, offering
an optimal trade-off between performance and cost-
effectiveness, and has thus been adopted in this study.
These considerations were also employed in the detector
conceptual design of the EIC [5,10,11]. We will elucidate
the rationale behind selecting these particular technologies
for our initial conceptual design.

MAPS provides high granularity, low power consump-
tion, and consequently low material budget, as well as
the required readout speed in one device. Therefore, it is
considered the best detector technology to satisfy the
requirements of the EicC vertex and tracking detector. In
addition, the integration of charge collection and readout
capabilities into one silicon substrate is well-suited for the
required level of integration and acceptance coverage of the
EicC. The MAPS detector has been developed for several
generations. The first generation was deployed in the STAR
Heavy Flavour Tracker [12], which is the first application
of MAPS in high energy physics experiment. Then, the
ALICE ITS2 [13] used the ALPIDE sensor [14], which is
fabricated in a commercial 180 nm complementary metal
oxide semicondutor (CMOS) imaging process provided by
Tower Jazz. It provides better charge collection properties,
radiation hardness, and signal processing capabilities com-
pared to the traditional MAPS. Recently, a large commu-
nity is gathering to develop a new generation MAPS in a
65 nm CMOS imaging technology for future experiments

through the ALICE ITS3 project [15] and the CERN EP
R&D program. The ITS3 project is aiming to develop a
three-layer vertex detector with an extremely low material
budget. It will apply low power design techniques, large
area, 2D stitched sensors thinned below 50 pm, thus it
can be bent around the beam pipe to minimize cooling,
support structure, and services in the active area, therefore,
enabling a material budget of only 0.05% X,. Such a
detector concept is a very attractive solution for the EicC
vertex layers where an extremely low material budget
coupled with the sensor’s high granularity will deliver
the required vertex resolution. For the tracking layers and
disks, a reticule-size version of the ITS3 sensor will be
developed with a more conventional design of support
structures [5,10,11].

MPGD technologies such as gas electron multiplier
(GEM) [16], micromesh gaseous structures (Micro-
megas) [17], resistive micro well (uRWELL) [18] are
widely used for tracking in various particle physics experi-
ments across the world. These technologies typically
combine a gaseous device for electron amplification with
high granularity strips or pads anode readout PCB to
provide a combined excellent 2D space point resolution
(~50 pm), fast signal per layer (~5 ns), radiation hardness
and large area capabilities at a significantly lower cost
compared to silicon trackers.

EicC will adopt silicon MAPS near the interaction point
(IP) and MPGDs farther out [5,10,11]. This configuration
allows for low-material budget tracking with sufficient
redundancy over a large lever arm, which is critical to
achieving the required momentum resolution.

D. Geometry

The layout of the vertex and tracking system is illustrated
in Fig. 3. The tracker coverage for low values of pseudor-
apidity (|n| < 1.1) is utilized by a barrel hybrid tracking

Barrel pixel

Barrel MPGD
trackers 3.2

trackers 2+:2

Forward MPGD
trackers 1

Forward pixel
trackers s+s

TRACKING SYSTEM

FIG. 3. The conceptual design of EicC tracking system. The
silicon detctor, MPGD, and support structures are shown in the
red, dark-yellow, and light-yellow components, respectively.
The beryllium section of the beam pipe is shown in green,
and the rest of the beam pipe is shown in cyan. The solenoid is
shown in gray.
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TABLE 1. The radii (R), lengths, pitch (pixel) size, material
budget [X/X,(%)], and technology (Tech.) for the barrel tracking
system.

TABLE II. The radii (R;, and R,), position (Z), pitch (pixel)
size, material budget [X/X(%)], and technology (Tech.) for the
end-cap region tracking system (proton going direction).

R (cm) Length (cm)  Pitch size (um)  X/Xo(%)  Tech. Ry (cm) Ry, (cm) Z (cm) Pitch size (um) X/Xy% Tech.
33 28.0 10 0.08 MAPS 3.2 18.6 25.0 10 0.08 MAPS
4.4 28.0 10 0.08 MAPS 3.2 36.5 49.0 10 0.08 MAPS
54 28.0 10 0.08 MAPS 3.5 54.7 73.0 10 0.08 MAPS
8.0 28.0 10 0.08 MAPS 5.1 77.5 103.7 10 0.08 MAPS
15.0 38.7 10 0.08 MAPS 6.6 77.5 134.3 10 0.08 MAPS
47.7 127.5 150(r¢p) x 150(z) 0.40 MPGD 8.2 150.0 165.0 50(r¢) x 250(r) 0.40 MPGD
49.6 127.5 150(r¢p) x 150(z) 0.40 MPGD

75.6 202.0 150(r¢p) x 150(z) 0.40 MPGD

77.5 202.0 150(r¢p) x 150(z) 0.40 MPGD

system including the inner silicon and outer MPDG layers.
The inner silicon barrel consists of three vertex layers and
two tracking layers. They occupy a region that has a
maximum radius of 15 cm and a total length of 38 cm.
The vertex layers deploy the wafer-scale, stitched sensors
that are bent around the beam pipe, which is made of a
beryllium cylinder with a radius of 3.17 cm. The tracking
layers comprise the same stitched sensors but have different
support structures. Two closely-spaced 2-D layers of
Micromegas are chosen to cover the outermost barrel
region. Their mean radii are approximately 48 cm and
77 cm, and their maximum total length of approximately
200 cm. The radii of each layer and their corresponding
lengths along z are summarized in Table I.

To cover the larger values of pseudorapidity (|| > 1.1),
the tracking system consists of silicon disks followed
by large-area Micromegas in the forward (proton/
nucleus-going) directions and all silicon disks in backward
(electron-going) direction. The silicon disks will use the
same sensor technology as the vertex and tracking layers
in the barrel region. There are five silicon disks in the
both backward direction and the forward direction. They
start from 25 cm along the z direction on either side of
the IP and extend to 145 cm in the backward direction
and 134 cm in the forward direction. The minimum
radii are determined by the divergence of the beam
pipe while the maximum outer radius of the disks is
approximately 77 cm. One Micromegas detector is imple-
mented at 165 cm in the forward direction from the IP.
Its inner and outer radii are about 8 cm and 150 cm,
respectively. In addition, it is located before the dual ring
imaging Cerenkov (dRICH) detector in the forward direc-
tion [5,10,11]. This detector helps not only the momentum
resolution in the forward direction but also the seed finding
of the dRICH ring. All the geometry parameters and
position as well as the material budget are listed in
Tables II and III.

Both the barrel layers and the disks are made up of large-
area, wafer-scale, stitched sensors based on ALICE-ITS3
design. Besides the active silicon volume, each layer

TABLE III.  The radii (R;, and R,,,), position (Z), pitch (pixel)
size, material budget [X/X(%)], and technology (Tech.) for the
end-cap region tracking system (electron going direction).

R, (cm) Ry, (cm) Z (cm) Pitch size (pm) X/Xy% Tech.
3.2 18.6 -25.0 10 0.08 MAPS
3.2 36.5 —49.0 10 0.08 MAPS
3.2 54.7 -73.0 10 0.08 MAPS
4.0 77.5 —109.0 10 0.08 MAPS
5.6 77.5 —145.0 10 0.08 MAPS

includes components such as support structures between
the layers, which combined correspond to an average
material budget of 0.08% X, per layer. Each Micro-
megas layer in the barrel and each of the forward disks
has a material thickness well below 0.5% X,. The total
amount of material budget and each component’s contri-
bution to the tracker geometry are shown in Fig. 4. With the
current configuration, the material budget contributed by
the barrel and disk staves is < 5%X,. A potential future
optimization to improve the performances of the barrel and
end-cap tracker are ongoing.

- Pipe
0.1 B vertex
- Barrel
008 - Endcap
- Support material
Eo 0.06 © | Air
0.04
0.02
0

FIG. 4. The material budget as a function of pseudorapidity of
EicC tracking system. The different colors show the contribution
from the beam pipe (light green), vertex detector (dark brown),
tracking detector in the barrel part (blue) and end-cap part (cyan),
the support structure (light brown), and the rest part (dark green).
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In the simulation, the silicon sensor pixels have a pitch of
10 x 10 pm? and silicon thickness of 50 um. The pitch
sizes of the readout of Micromegas are 150 pm in both z
and r — ¢ directions for the barrel region. Meanwhile,
the Micromegas disk in the forward direction consists of
many trapezoidal models, so the pitch size in r—¢
direction (50 pm) is much smaller than that in the r
direction (250 pm).

The detector is mounted on a conical aluminum and
carbon-fiber support structure with a thickness of 4.5 mm,
which is tapered for z > 58 cm. Although this support
structure adds a huge amount of material to the detector
as shown in Fig. 4, the projective design concentrates
this material into a narrow pseudorapidity range at
|n| = 1.1 [5,10,11]. More realistic support structures and
services are needed to be implemented in the future.

E. Performance

1. Momentum resolution

The performance studies were carried out within the
EicCRoot software framework, which is being developed
based on the FairRoot package [19]. It is an object-oriented
simulation, reconstruction, and data analysis framework.
The geometry was implemented in GEANT4 [20] and
the charged particles (e.g., pions, electrons, protons, and
muons) are generated from nominal IP and cover the entire
detector acceptance by multiple generators provided by the
EicCRoot. The momentum is set from 0 to 15 GeV/c and
distributed uniformly. The magnetic field is produced by a
superconducting solenoid introduced by Sec. IIB. The
interaction between the generated particles and the detector
is handled by GEANT4, in which the multiple-scattering
effect and energy loss of the track are taken into account. A
hit is defined as the position where the particle enters the
active area of the detector. Then, these hit positions are
smeared according to the detector resolution. All the hits
belonging to one track are selected according to the truth-
track information and used for track fitting algorithm with
the Kalman filtering method [21].

After the tracking fitting, the standard deviation of the
dp/p = (Peun| = |Precol)/ || can be measured and
defined as the momentum resolution, where |py,q| and
| Preco| are the generated and reconstructed absolute value
of the particle momentum, respectively. Figure 5 (top)
shows the momentum resolution as a function of momen-
tum for charged pions, kaons, electrons, muons, and
protons in the pseudorapidity range 0.0 < || < 0.5. The
multiple-scattering effect is more pronounced for protons
and kaons below 2 GeV/c, therefore, worsening the
resolution significantly. With the increase of the moment,
the dp/ p rises almost linearly. This phenomenon is under-
standable because the measured sagitta will be decreased
for the stiffer tracks (due to the higher momentum).
Figure 5 (bottom) shows the momentum-resolution results

os n€[-0.5,0.5]

~o 2 4 6

8 10 12 14 16
P [GeV/c]

p €[5.0,7.5] GeV/c

bttt

dp/p [%]
S

%0 05 1.0 15 2.0 25 30 35 4.0
n
FIG.5. Momentum resolution for different particles in the 1.5 T

magnetic field. Top: dp/p as a function of momentum in the
0 <|n| < 0.5 range. Bottom: dp/p as a function of pseudor-
apidity in the 5.0 < p < 7.5 GeV/c range.

as a function of pseudorapidity in the momentum range
50 < p<175GeV/c. The momentum resolution is
approximately constant when 7 < 2, and then it rises
quickly. In addition, the electron momentum resolution
is systematically worse than other particles in most of the
studied range because of its smaller mass. Overall, the
performance is very similar for all kinds of particles.

We also studied the momentum resolution in different 7
regions for pions as shown in Fig. 6. Momentum reso-
lutions are typically parameterized by the function
dp/p=A-p @B, where A and B are fit parameters
and @ indicates sum in quadrature. The fit results are
shown in the figure. In the case of the current magnetic
field, the conceptual tracker design satisfies the physics
requirements in the momentum range of 0 < p <
15 GeV/c for |n| < 2.5.

2. Spatial resolution and efficiency

The tracking system is designed not only to measure the
momentum of the charged particles but also to determine
the primary vertex for an event as well as the secondary
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FIG. 6. Momentum resolution as a function of momentum in different pseudorapidity regions. The markers represent the resolutions
obtained from the simulations, and the lines correspond to the best fit to the momentum-dependent resolution. The functional form used
in the fits is dp/p = Ap @ B, and the parameters A [%/( GeV/c)] and B [%] are given in the plots.

vertex for the long-life particle decay. This capability is
crucial for background suppression and therefore improves
the sensitivity significantly for the process with long-life
particles. The spatial resolution can be studied by meas-
uring the distance of the closest approach (DCA), which is
defined as the spatial separation between the primary vertex
and the reconstructed track projected to the z-axis (DCA,)
or to the x-y plane (DCA,;). The DCA resolutions are
determined as the standard deviation of normal functions
that is used to fit to the DCA, and DCA,, distributions.
DCA-resolution could be parametrized by the function
o(DCA) = A/pr @ B, where p; stands for the transverse
momentum. The results, including the fits and fitted
parameters, for pions are shown in Figs. 7 and 8.

The primary vertex represents the average vertex posi-
tion of all the reconstructed charged tracks in an event
assuming they originate from IP. To study the resolution
of the primary vertex, millions of e + p events at 3.5 x
20 GeV collisions are generated by the PYTHIA generator
in the EicCRoot framework. In the simulation, we require
Q? > 1 GeV?, and all the hadrons and scattering electrons
are used to reconstruct the primary vertex. The primary
vertex is determined through a robust fitting process using
the RAVE toolkit [22], which employs the Kalman filtering
technique. This method involves extrapolating all success-
fully reconstructed tracks back to the IP. Subsequently, the
vertex information, along with the associated error matrix
data from these tracks, is input into the vertex fitting
algorithm. This sophisticated approach enables the precise

reconstruction of the primary vertex. Since these distribu-
tions contain non-Gaussian tails, it is difficult to be para-
metrized as a normal distribution. Therefore, three coherent
Gaussian functions are used to parametrize these residuals.
As an example, the vertex residual distribution with respect
to the generated truth vertex for track multiplicity of three is
shown in Fig. 9. To investigate the resolution change with
respect to the track multiplicity, we fit the peak of these
distributions with a single Gaussian function and define the
standard deviation as the primary vertex resolution. The
bottom plot of Fig. 10 shows the resulting primary vertex
resolution as a function of track multiplicity in events. The
primary vertex resolution gets improved with the increase
of the tracking number and the values vary from 35 pm to
25 pm in the studied range. In the fast simulation, the
primary vertex is smeared by sampling the fitted three
Gaussian functions.

Figure 10 top plot shows the charged pion tracking
efficiency in different # regions. It should be noticed that
pattern recognition efficiency is not included in this study.
The efficiency loss is mainly due to the detector acceptance
and the track fitting quality. To reconstruct a track, we
require that at least 3 hits should be found. Therefore, in the
central part of the detector (|n| < 1), the efficiency in low
pr is worse than in the forward/backward region. It is
related to the minimum p; threshold needed for a track to
reach the outer layer. For the |5| > 1 region, the loss of
efficiency at higher p; because of the lower acceptance at
the edge of the barrel-to-endcap transition region and also
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FIG. 7. Longitudinal DCA resolution as a function of transverse momentum in different pseudorapidity regions. The markers
represent the resolutions obtained from the simulations, and the lines correspond to the best fits to the momentum-dependent resolution.
The functional form used in the fits is 6(DCA) = A/ p; @ B, and the parameters A [pm- GeV/c] and B [pm] are given in the plots.
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FIG. 8. Transverse DCA resolution as a function of transverse momentum in different pseudorapidity regions. The markers represent
the resolutions obtained from the simulations, and the lines correspond to the best fits to the momentum-dependent resolution. The
functional form used in the fits is 6(DCA) = A/py @ B, and the parameters A [pm- GeV/c] and B [pm] are given in the plots.
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FIG. 10. Top: the tracking efficiency as a function of transverse
momentum in several pseudorapidity bins determined in the full
simulation with PYTHIA e + p collision events at 3.5 x 20 GeV
with an event level selection of Q% > 1 GeV?. Bottom: the vertex
resolution versus track multiplicity.

at the small radii where the beam pipe openings in the
silicon disk. These tracking efficiencies obtained from this
simulation were applied in the following performance
studies through fast simulation.

III. IMPACT STUDY ON GLUON DISTRIBUTIONS

In the deep inelastic scattering, charm or anti-charm
quarks can be produced through PGF process at the leading
order: y* + g — ¢ + ¢. The charm or anticharm quarks are
further fragmented into the D mesons. The Feynman

FIG. 11. The leading-order diagram for charm and anticharm
pair production in e + p/A deep inelastic scatterings.

diagram of PGF is shown in Fig. 11. By tagging a D
meson in the final state for which tracking is critical,
one can access unpolarized/polarized gluon distributions in
the nucleon, depending on different experimental observ-
ables. In this section, we will discuss the impact studies on
unpolarized gluon distribution via F5° measurements and
the Ag distribution via A{ measurements at the EicC.
Without conducting entirely new parton distribution
function (PDF) fits, we employ well-established reweight-
ing techniques [23-25] to facilitate our studies. The central
values and uncertainty bands of the distributions can be
determined by statistically averaging and calculating the
variance of a replica set. This set can be generated through
random smearing of the data points within their error bands,
followed by refitting the data. Reweighting procedures
leverage Bayesian interference to incorporate the informa-
tion from a new dataset into the probability distribution
of the initial replica set. This is achieved by assigning
appropriate weights to different replicas. The resulting
reweighted replica set, which incorporates the new data
information, is then utilized to compute the central values
and uncertainties of the updated distributions while pre-
serving the statistical rigor of the original set. However,
it should be noted that if a large number of replicas are
suppressed due to vanishing weights, the statistical
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DCA Pion

Primary vertex "

FIG. 12. Tllustration of the D° to Kz two-body decay topology.

relevance of the new replica set is compromised, neces-
sitating a new fit.

The EicC pseudo data for reweighting analysis was
produced as follows: The geometry of the tracking system
has been implemented in the GEANT4 and studied within
the full Monte-Carlo framework for detector simulation, as
discussed in Sec. II. The full simulation yields the detector
response for momentum resolution, single-track DCA
resolution, primary vertex resolution, as well as tracking
efficiency. Afterward, the implementation of resolution
parametrizations in a fast-smearing simulation framework
enables the generation of ample statistics, facilitating
comprehensive studies for physics projections.

In our study, two beam energy configurations have
been used for electron-proton collisions: 3.5 x 20 GeV and
5 x 25 GeV. For the nuclear gluon distribution study, we
use electron-gold collisons with 3.5 GeV x 10.35 GeV/u
and 3.5 GeV x 12.93 GeV/u energy configurations. The
data was generated by pythiaeRHIC [26] (PYTHIA V6.4) and
then fed into the fast-smearing framework to accommodate
detector response. We take advantage of the Kz two-body-
decay to identify the DY(D°). The decay-topology is
illustrated in Fig. 12. To obtain a data sample with a good
signal-to-background ratio, three decay topological distri-
butions were investigated: the Kz pair-DCA, the D° Decay-
Length r¢ in the transverse plane, and the angle cos(6,,),
where 6 represents the angle between the D° direction with
respect to the primary vertex and the momentum vector of
the K7 pair. In practice, taking 3.5 GeV x 20 GeV electron-
proton collision as an example, the criteria of these topo-
logical requirements are optimized by maximizing the
figure-of-merit, FOM = S/+/S + B, where S is the number
of D’ and B is the estimated background from the
simulation. The results of optimization are shown in Fig. 13.

In addition to the D°-decay topology requirements, the
following kinematic constraints were applied during the
analysis: Q%> > 2 GeV?, 005< y<0.8 and W?>
4 GeV?. The pion/kaon separation was assumed to be
feasible up to the momentum limits: 4, 6, 15 GeV/c in
pseudorapidity regions (-3, —1), (=1, 1), and (1,3) respec-
tively. Here, the pseudorapidity is positive in the ion-going
direction. Only pion and kaon tracks in the pseudorapidity
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FIG. 13. The figure-of-merit, FOM = S/+/S + B, distributions
in the criteria optimization for Kz pair-DCA (top), the cos 0,,
(middle), and D° decay-length, in the transverse plane (bottom).
The blue lines show the position at the maximum FOM.

region (=3, 3) are analyzed in our study, and the pion/kaon
identification is implemented in the fast simulation as a
hard cutoff according to the track momentum in different
pseudorapidity regions. Following the selection require-
ments, the data were binned in Bjorken-x and Q2. Within
each bin, the Kz invariant mass spectrum was fitted to a
Gaussian function for the signal, along with a linear back-
ground, as shown in Fig. 14, which depicts electron-proton
collisions with an energy of 3.5 x20 GeV for various
Bjorken-x bins.

A. Unpolarized proton gluon distribution function

Structure functions provide valuable insights into the
partonic structure of hadrons. The structure function
F,(x, Q%) specifically characterizes the interaction between
transversely polarized photons and the proton. The open-
charm contribution, F' 55 can be defined in terms of the
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FIG. 14. Fits to the Kz invariant-mass distributions in a few
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inclusive double differential ¢ cross section in x and Q? by

d2 cc 2 2 i )
dx;Q2 - %{[1 + (1= ))F§ (x, Q%) — Y F§ (x, 0) }.
(1)

The equation can be rewritten to form a reduced cross
section as

] 2ot xQ*
cc 2) =
o (x,0°%) = dxdQ? x 2ma*[1 + (1 —y)?]
e 2 _L 44 2
7F2 (X,Q) 1+(1_y)2FL(X7Q) (2)

To extract F5¢ at a fixed Q? and x, the Rosenbluth
technique [27] requires a minimum of two collision
energies. In this study, beam configurations of 3.5 x
20 GeV and 5 x 25 GeV were chosen, each with an
integrated luminosity of 10 fb~!. The differential cross
section can be determined experimentally

dZGCZ' ()C, QZ)
dxdQ?

B AN(D° + D°)/2
"~ L-e-B(D° - Kz)- f(c —» D) - dxdQ*’

(3)

Here, L is the integrated luminosity, ¢ is the detection
efficiency, B(D® — Kr) is the branching fraction of D° to
K7 from PDG [28], and f(c — D°) is the D° fragmentation
fraction in PYTHIA [6]. The dN(D° + D°) in the numerator
is the number of detected D mesons in the specific (x, Q%)
bin which is determined from a fit to the Kz invariant mass
spectrum.

In Fig. 15, we present the projected measurements based
on one year’s worth of data collected at the EicC. The left
plot shows the reduced cross sections for each Q? and x
bins at the two energies. The red boxes indicate the low
energy pseudodata, while the black triangles are the high
energy counterpart. Using the reduced cross sections at
these two energies, the F5° for the proton is extracted and
shown in the right plot of Fig. 15.

By utilizing these measurements, we can enhance our
understanding of the unpolarized proton gluon PDF,
denoted as g(x, Q?), through reweighting techniques. For
this initial estimate, our focus is on evaluating the impact on
the most recent CTEQ PDF set [29]. We employ the MCGEN
program [30,31] to convert the Hessian PDF representation
into a Monte Carlo replica representation. Furthermore, we
provide theoretical predictions, accurate to next-to-leading
order (NLO) precision, for all the required observables
using YADISM [32].

In Fig. 16, we present a comparison between the
projected experimental uncertainty for each bin and the
corresponding PDF uncertainty before and after reweight-
ing. The subplots are organized based on a fixed value
of virtuality Q°, while the horizontal axis represents the
variation of Bjorken-x. Here, our kinematics are con-
strained within the region 0.01 <x < 0.2 due to the
specific beam configurations. Moreover, it should be noted
that PDF uncertainties are influenced by assumptions
inherited from the fitting procedure.

Figure 16 allows us to extract the influence of the
measurement on the underlying PDF, as demonstrated in
Fig. 18. The upper plots depict the singlet and gluon PDF of
the CTEQ PDF set [29], while the middle and lower plots
focus on the corresponding uncertainties. Through the
reweighting procedure, the number of replicas contributing
to the uncertainties is reduced from 100 to approximately
effective 25. Consequently, we observe a modest impact on
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FIG. 15.

The reduced cross sections (left panel) and the projected F4° (right panel) for the proton beams as a function of the photon

virtuality. We show two beam configurations for the reduced cross sections from which we then extract the structure function.
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FIG. 16. The predictions for the projected measurement of the structure-function: in red are the projected experimental uncertainties,
in light gray (blue) is the theoretical predictions using the CT18ANLO [29] PDF set before (after) reweighting.

the singlet PDF, resulting in an uncertainty reduction of
around 50%. In contrast, the gluon PDF shows a significant
impact, with a maximum uncertainty reduction by a factor
of 3. It is important to note that despite the use of a general-
mass variable flavor number scheme (GM-VENS) [33]
in computing the theory predictions, the relatively small
virtuality Q2 still leads to the dominance of the PGF
mechanism, directly influencing the gluon PDF.

B. Unpolarized nuclear gluon PDF

Likewise, by performing measurements on reduced
cross sections in electron-ion collisions, it is possible to
extract the nuclear F5¢, thereby gaining insights into the

unpolarized nuclear gluon distributions. In this context,
we demonstrate the potential of the EicC through electron-
gold collisions. For this purpose, we generate two sets of
pseudodata for e + Au collisions: 3.5 GeV x 10.35 GeV/u
and 5 GeV x 12.93 GeV/u, each with an integrated lumi-
nosity of 10 fb~! per nucleon. The resulting projected
ratios of F§° in e + Au collisions relative to e + p collisions
are displayed in Fig. 17.

For our impact study, we focus on the latest PDF set of
the EPPS family [34]. Through the reweighting procedure,
the effective set of replicas is reduced from 1000 to
approximately 108. Figure 19 illustrates the impact on
the singlet and gluon PDF for a gold target. Similar to the
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using a NLO computation. The hashed bands show the impact of
the pseudo data on the distributions’ uncertainties, whereas the
solid bands show the original uncertainty. In the middle plot, we
show the absolute uncertainty o. The bottom plots show the ratios
between the absolute uncertainties before and after reweighting.

proton case, we observe a mild impact on the singlet PDF,
while the gluon PDF exhibits a significant influence.

In the bottom plot of Fig. 19, we directly compare the
impact on the proton and nuclear gluon PDF by plotting
the respective ratio. Notably, we observe a substantial
reduction in uncertainties in the antishadowing region
around x ~ 0.1. This finding highlights the pronounced
effect of the measurements on both the proton and nuclear
gluon PDFs.

C. Proton gluon helicity PDF

With longitudinally polarized electron and proton beams,
one can perform double spin asymmetry A; ; measurements
in the € + p — ¢ + D" 4+ X process to access the gluon
helicity distribution:

et p
L Y-y ¢ 0%
¥ +2(1 —y) Fi(x, Q%)
_ 2=y .
42—y "

4)

where N*T and N~ are the counts normalized by
luminosity for different beam helicity states respectively
and P, (P,) is the electron (proton) beam polarization. The
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FIG. 19. Same as Fig. 18 but for the EPPS [34] nuclear PDF set
with the bottom plot showing the ratio of the nuclear gluon
distribution g*"(x) from EPPS [34] for gold to the respective
proton gluon distribution g(x) from CTEQ [29] as a function of the
parton momentum x. For small x ~ 1072 the shadowing region is
visible, while for x ~ 107! the antishadowing region is visible.
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Af{ observable provides direct access to the Ag/g ratio at
leading order. The COMPASS collaboration conducted
a pioneering measurement in polarized p-proton colli-
sions [35]. In the era of the EIC, this measurement can
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FIG. 21. Same as Fig. 18 but for the NNPDFpoll.1 polarized
PDF [38] set for the collision energies 5 x 25 GeV (top) and
3.5 x 20 GeV (bottom). The bottom plots show the impact on the
ratio of Ag(x)/g(x) plotted as a function of the momentum
fraction x. To produce the ratio we use the central value of
NNPDF2.3 [39] for the unpolarized gluon distributions.

be significantly enhanced. First, the presence of a high-
quality vertex detector enables thorough studies of D°
decay topology, leading to improved significance in D°
reconstruction. Second, the combination of high luminosity

034021-13



DANIELE PAOLO ANDERLE et al.

PHYS. REV. D 109, 034021 (2024)

3.0

—— EicC 3.5 x 20 GeV?
2.5 —— EIC 5 x 41 GeV?

—— EIC 18 x 275 GeV?
2.0

o/0ny

15

1.0

0.5

1072 107!
X

FIG. 22. Comparison of ratios between the absolute uncertain-
ties for the gulon helicity distribution before and after reweighting
for three configuration energies: two from the EIC as studied
in [3], namely for the collision energies 5 x 41 GeV (green) and
18 x 275 GeV (blue), and one from the EicC energy configura-
tion studied in this paper, 3.5 x 20 GeV (red).

and large acceptance allows for precise measurements
across a wide range of kinematics. This has recently been
investigated using an all-silicon tracking system at the
EIC [3]. With a lower center-of-mass energy, the EicC will
extend the measurement into the relatively high x region. It
is expected that in this region, the ratio of polarized and
unpolarized gluons, Ag/g, will exhibit significantly larger
values compared to the small x region [36,37].

In practice, the uncertainty of A{ is determined within
each Bjorken-x bin based on the number of D° particles
extracted through a fit to the Kz invariant mass spectrum.
The projected uncertainties are displayed in Fig. 20 for two
collision energies: 3.5 x 20 GeV and 5 x 25 GeV. The
mean Bjorken-x and Q2 values for each data point corres-
pond to the positions on the respective axes, while the
magnitude of the error is represented by the scale on the
right-side vertical axis. The integrated luminosity for each
collision energy is set to 100 fb~!. The assumed beam
polarizations are 80% for the electron beam and 70% for
the proton beam.

The reweighting study is based on the NNPDFpoll.1 [38]
helicity distribution set. Figure 21 illustrates the impact on
the singlet and gluon helicity distributions for the two
different energy configurations. The reweighting procedure
yields effective replicas of approximately 63 and 49 for the
high and low energy configurations, respectively. In both
cases, we observe a moderate reduction in the uncertainties
of the singlet distributions and a substantial reduction in the
uncertainties of the gluon helicity distributions. Notably,
the lower energy configuration enhances the precision of
the gluon helicity distribution in the relatively high x
region, where the signal significance is greater, as depicted
in the bottom panel of the plot.

To demonstrate the dependence of the constraining
power on the energy configuration, we compare the impact
of the EIC [3] and the present study in Fig. 22. The plot
showcases the potential uncertainty reduction as a function
of momentum fraction for the two energy configurations at
the EIC and the EicC configuration of a 3.5 x 20 GeV
collision.

IV. SUMMARY

In summary, this study presented a conceptual design of
a tracking system at the EicC, consisting of silicon and
MPGD components. The performance of this system was
evaluated through Geant4 simulations. A feasibility study
focusing on the reconstruction of D°/D° mesons was
conducted, leveraging the high resolution and excellent
vertex reconstruction capabilities of the tracking system.
The results indicate that the EicC, as a lower center of
mass energy electron-ion collider with high luminosity,
offers promising prospects for probing gluon distributions
in the relatively high x region by utilizing the abundant D°
production. Specifically, in cases like the determination of
Ag/g, the EicC has an advantage in terms of its extended
reach in x where the signal is more prominent. It is
important to note that the EicC encompasses a wide
range of physics programs, and ongoing efforts involve
full simulations and optimizations of the detector system
to meet the requirements of various physics channels
across diverse kinematic ranges. Although the tracking
system design may undergo future revisions, the stringent
requirements for heavy flavor measurements, including
charm hadron reconstructions, will be wupheld at
the EicC.
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